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Abstract

We generalize the main result in [O. Christensen, H.O. Kim, R.Y. Kim, J.K. Lim, Perturbation of frame
sequences in shift-invariant spaces, J. Geom. Anal. 15 (2005) 181-191] in order to make it comparable with
existing results. Then we compare the special cases of the three results in the literature in the setting of the
perturbation of the generating sets of finitely generated shift-invariant spaces of Lz(Rd ).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

There are, at least, three results on the perturbation of frame sequences in a Hilbert space in
the literature [9,11,12]. The statements of the main results in [9,12] (cf. Propositions 1.2 and 1.3)
involve three parameters and some geometric conditions, whereas the statement of the main result
in [11] involves only one parameter and some geometric conditions. In this article, we generalize
the main resultin [11] in order to make it comparable with other results in the literature. Moreover,
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we improve the Bessel bound in the main results in [9,12] (see (2.1)). Then, we compare the special
cases of the three results (all involving only one parameter but widely used in practical applications
to wavelet and exponential frames [1,13]) in the setting of the perturbation of the generating sets
of finitely generated shift-invariant spaces of L2(R%) [16,21]. In particular, we show that, in this
setting, the result in [11] is more general than those in [9,12] (Proposition 3.9).

We first recall some basic facts about frames and frame sequences which will be needed
in this article. Throughout this article 5 denotes a separable Hilbert space over the complex
field C. Let I be a countable index set. A sequence F:={f;}ic; in # is said to be a Bessel
sequence if there exists a positive constant B, called a Bessel bound, such that, for each f € #,
Yoier IS fi)I? < BJ| f|*. The infimum of Bessel bounds, which is known to be a Bessel bound,
is called the optimal Bessel bound. F is said to be frame for # if there exist positive con-
stants A and B, called a lower and an upper frame bound, respectively, such that, for each
fed, AlfI* < it IS fi)I*> < Bl f||*>. The supremum of lower frame bounds and the
infimum of upper frame bounds, which are known to be a lower frame bound and an upper
frame bound, are called the optimal lower frame bound and the optimal upper frame bound,
respectively. If the above equalities hold only for each f € span F, then F is called a frame
sequence. For any sequence F:={fi}ic; C A, its pre-frame operator Tr : £>(I) — H is de-
fined to be Trc:= Zi <7 ¢@) fi, which is defined, at least, for each finitely supported c. Then
F is a Bessel sequence if and only if TF is bounded. In this case, the optimal Bessel bound
is || Tr||%. It is direct to see that Tif = ((f, fiDier for f € A#. Moreover, F is a frame for
A if and only if TF is bounded and onto, and it is a frame sequence if and only if TF is
bounded and has closed range [8,17]. In this case, the optimal lower frame bound is ||TIZ||*2

and the optimal upper frame bound is ||Tx|%, where T; denotes the pseudo-inverse of the
bounded operator Tr with closed range [14]. Finally, if there exist positive constants A and B,
called Riesz bounds such that, for each finitely supported ¢ € £2(I), A|lc|*> < || doicrc@)fi I? <
B|ic||?, then F is said to be a Riesz sequence. It is direct to see that F' is a Riesz sequence
if and only if T : £>(1) — span F is bounded and invertible. If F is complete in #, then
F is said to be a Riesz basis for . It is known that a Riesz sequence is a frame sequence,
and that a Riesz basis is a bounded unconditional basis for . We refer to [10,15,23] for
the theory of frames and Riesz bases and their numerous applications to various branches of
Mathematics.

In this article we are interested in the problem of finding conditions under which the perturbation
of a frame sequence is also a frame sequence. The following result [5, Theorem 2] is one of the
most general and also typical results about frame perturbations for the whole space # which
generalizes the main results in [6,7].

Proposition 1.1 [5]. Let F :={f;}ic1 be a frame for # with bounds A and B, and G :={g;}icr
a sequence in K . Suppose that there exist non-negative Ay, Ao, i with Ay < 1 such that

D e (fi =g | < M| D e@fi + 22| Y clgi | + plcl (1.1)
iel iel iel
for each finitely supported ¢ € £*(I), and
Mt =< 1. (1.2)

JA
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Then G is a frame for A with bounds

2 2
A A A A A B
al1otretw/vAY 0 g1 MRt /VEY
1+ A I -2

For the perturbation of frame sequences we need geometric conditions apart from (1.1) and
(1.2). Before stating the conditions we review some concepts which play important roles in our
discussion. Let X and Y be closed subspaces of 5. Define
| Py | Pyxl

R(X,Y):= inf , SX,Y):=
xex\(0} x| xex\joy Xl

= || Pylxll,

where Py denotes the orthogonal projection onto Y and Py|y its restriction to X. R(X, Y) and
S(X,Y) are called the infimum and supremum cosine angle between X and Y, respectively
[22]. R is not symmetric, whereas S is symmetric [22]. They satisfy the following relations:
S(X,Y)=(1—R(X, YH)®) /2 It is known that R(X,Y) = R(Y, X+) [22]. We use the con-
vention that R({0}, Y) = 1 and S({0}, Y) = O for any closed subspace Y. We mention only one
geometric meaning of the infimum cosine angle. By definition, || Pyx|| > R(X, Y)| x| for any
x € X. Suppose that R(X, Y) > 0. Then, Py|x is bounded below. In particular, Py|x is one-to-
one. Moreover, it is direct to see that (Py|x)* = Px|y if we consider Py as an operator from
X to Y. Hence, Pxly is onto. The gap §(X, Y) between non-trivial X and Y is defined to be
8(X,Y):=sup,cx |x=1 dist(x, ¥) [18]. Note that
SX.¥)= swp infllx—yl= sup fx—Prxl= sup |Pyx|=|Pyilxll.
xeX,|lxll=1 yey xeX,|x|=1 xeX,|x||l=1

Therefore, (X, Y) = S(X, Y1) = (1 — R(X, Y)?)!/2. These equalities enable us to define gaps
between possibly trivial subspaces.

We now state the first known result [9, Theorem 3.2] about perturbation of frame sequences in-
volving the infimum cosine angle between the kernels of the pre-frame operators. It was originally
stated in terms of the gap between the kernels of the pre-frame operators.

Proposition 1.2 [9]. Let F:={f;}ic; C A be a frame sequence with bounds A and B, and
G :={gi}ic1 asequencein . Let Tr and Tg be the pre-frame operators of F and G, respectively.
Suppose that there exist non-negative Ay, Ay, i with Ay < 1 such that (1.1) is satisfied for each
finitely supported ¢ € £*>(I). Then G is a Bessel sequence with a Bessel bound

2
A A B
Bl1+ M . (1.3)
1—2x
Moreover, if
Riker Tp. ker Tg) > 0, A i <1, (14)

+
VAR (ker Tr, ker T;)

then G is a frame sequence with a lower frame bound
2
M4 Ao+ /[ﬂR(ker Tr. ker Tg)]

AR (ker Tp, ker T 1-—
(ker TF, ker Ti) 7,
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The following result [12, Theorem 3.1] involves the infimum cosine angle between the ranges
of the pre-frame operators.

Proposition 1.3 [12]. Let F:={fi}ic; C A be a frame sequence with bounds A and B, and
G :={gi}ic1 a sequence in H . Let A F:=span F and # ¢ :=span G. Suppose that there exist
non-negative A1, Ay, wwithxy < 1suchthat (1.1) is satisfied for each finitely supported c € €(I).
Then G is a Bessel sequence with a Bessel bound (1.3). If

n
M+ — < R(Hg, HF), 1.5
1 N (Hg, HF) (1.5)

then G is a frame sequence with a lower frame bound

A(l— /\1+)»2+M/«/Z>2.

1.6
14+ X1 (16)

Moreover, # r is isomorphic to H g and H # is isomorphic to H é
In Section 2 we improve the Bessel (upper frame) bound in previous propositions.
2. Main result

We state and prove another result about the perturbation of frame sequences involving the
infimum cosine angle between the ranges of the pre-frame operators which generalizes [11,
Theorem 2.1].

Theorem 2.1. Let F :={fi}ic; C H be aframe sequence with bounds A and B, and G :={g;}icr
a sequence in A . Let A p:=span F and # g :=span G. Suppose that there exist non-negative
A1, A2, o with Ay < 1 such that (1.1) is satisfied for each finitely supported ¢ € €*(I). Then G is
a Bessel sequence with a Bessel bound

2
M+ S(HG, HE)hy + /B
B(S(Jfg,&fF)-k 1+ S(HG, Hp)ra+ 1/ ) . @1
1—2X
If
VB2 s, 2 + P < VA, (2.2)
1— A 1—X 1—2x
then R(H r, # ) > 0. If, in addition to (2.2),
R(H G, #F) >0, 2.3)

then G is a frame sequence with a lower frame bound

B Al ) ) A2 I
A{l—|: X(l—kz_i_S(%G’%F)m)_i_ﬁl——kzj” . 2.4)

Moreover, Py |y is an isomorphism from A r onto K .

Proof. Notethat (1.1)impliesthat||Trc — Tgc|l < Al Trcll + A2 l|Tgell + wlic|| foreach finitely
supported ¢ € £%(I). Since A < 1 and || Tr|| < VB,
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M+ 2r+u/vVB
||TG||<\/E<1+%).

1—2

We give a sharper estimate of |7 ||. First, note that (1.1) implies that { f; — g;}ies is a Bessel
sequence in J# with a Bessel bound less than or equal to

2
(MVB + 22l T6l + 1) . 2.5)

For g € #' g we have

D . g)P =Y e, fi) — (g, fi — )

iel iel
=Y e P+ D e fi — g =20 ) (g, £, fi — &)
iel iel iel
<Y He PP e fi — P42 D e 2 [ g, fi — 82
iel iel iel iel
2
= D 1e. 2+ D ls. fi — gl
iel iel
2
=( S UPwrg P+ [D g fi — 82
iel iel

2
VEIPy gl + GavB + 2l To | + wlig )

<(
2
<(VBSW 6. # )+ VB +22lT6l + 1) gl
This shows that

1Tl = 1TEN < VBS(H G, Hp) + VB + M| TG + .

Therefore,
NBS(H G, HF)+MVB+u
TGl < T
)
S(H g, H A B
:«/E( G TH_,\I—HL/
-l

=¢§<S(%G %F)+A1+S(7fc,fff)lz+u/«/§)

1— A

which shows that (2.1) is a Bessel bound. For notational convenience we let § to be (2.1), which
is the square of the last term.
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(2.5) implies that a Bessel bound of { fi — gi}ics is (A ~v/B + /B + w)%. Let f € # ' \ {O}.

BIPxo fI> =) Py f g =D I(f &)l (2.6)
iel iel ,
STUL = DOUS fi— el
iel iel
> (VA= VB +22/B + w) 1P, @7

This shows that

VA — (M B + 2B+ 1)

R(AF, HG) =
VB
which is strictly positive if
VA> VB +hay/B + 1
M A S(H g, Hp)h +
=wﬁ+xz¢§(wfc,m>+l oA u/f)
-2
A+ S(Hg, HF)\ A
=MvVB+ VB (SWHG, HF) + 1 (A, A F)ha A ‘u
1 =22 1—Xx
MASHq, HF)L
VB (M + 1S G, Hr) + 2SI G AP u
1_)L2 1—12
A3 %
=VB *1 +228(Fg, #p) N
1_)¥2 1—)\2

_f< SO G, A p) r2 )+ "

1— 2 11—
Hence if (2.2) is satisfied, then R(# r, # ) > 0. Moreover, our calculation shows that v/A —
(M~/B + 2a/B + ) > 0if (2.2) is satisfied.

Now, suppose that (2.3), in addition to (1.1) and (2.2), is satisfied. Then R(# r, # ¢) and
R(H G, H ) are greater than 0. Hence Py |y, and Py |y, are bounded below (see the
discussion following Proposition 1.1). Since (P, | ¢)* = Pwg|xr if we consider Py |, as
an operator from J# r to # G, Py | » is onto. Therefore, Py ;| » - is an isomorphism from # ¢
onto S g.

Let f € A F. Since || f|| = | P#. f ||, the calculations (2.6) and (2.7) show that

2
> HUProf gl > (VA= VB +iaVB+w) 11

iel
2
> (VA= VB +32yVB + ) 1P 1% 28)

Now, for any g € # g, there exists unique f € # f such that Py |4, f = g. (2.8) implies that

2
> g )P = (VA- GavB +aavB+w) gl

iel
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This shows that G satisfies the lower frame condition with a lower frame bound

2
(JZ— (/\1«/§+Az\/ﬁ+u))2 —A (1 _ MN/EJrAz«/FJru)

Nz
A routine calculation shows that the above quantity equals (2.4). O

Since S(H'g, #'F) < 1, (2.2) improves the Bessel bound (1.3) in Propositions 1.2 and 1.3.
Hence, we may replace (1.3) with (2.2) in the statement of Propositions 1.2 and 1.3. If we let
A1 = Ay = 0in Theorem 2.1, then we recover [11, Theorem 1.2].

3. Applications to finitely generated shift-invariant spaces

In this section we apply Propositions 1.2 and 1.3 and Theorem 2.1 to the perturbation of
the generating sets of a finitely generated shift-invariant subspace of L?(R?). Since in most of
the applications of the perturbation results to exponential frames and wavelet frames [1,13] the
parameters A; and A are assumed to be 0, we also assume that A1 = A, = 0. We now rephrase
the perturbation results in Sections 1 and 2 in this setting.

We first review those parts of the theory of (finitely generated) shift-invariant subspaces of
LZ([RE") [16] which will be used in our discussion. Every material we review is contained in [2—
4,16,19-21]. A closed subspace S of LZ(Rd) is said to be a shift-invariant (sub)space if Ty S C S
for each k € Z¢, where Ty f (x):= f(x — k). For x € T¢:=R¢/7¢ ~ [0, 11¢ and f € L%(R?)
we define fj, := (f(x + k))zepe> Which is a member of ¢2(Z¢) a.e.; and for § € L2(R?), we
define S =1 f\l x . f € S}, where we use the following form of the Fourier transform for f €
L (Rd) N LZ(IRd) f(x) = fRd f(t)e_zmx" dt. Of course, the Fourier transform extends to be a
unitary operator on Lz(Rd) by a theorem of Plancherel. It is known that a closed subspace S is shift-
invariant if and only if § Ix is a closed subspace of £2(Z¢) fora.e. x € T¢.In this case S |l is said to
be the fiber space of Satx € T¢.For® ¢ L*(R?) wedefine (&) :=3pan {Trp : k € 7%, ¢ € ¥},
which is obviously a shift-invariant subspace. . (®) is said to be a shift-invariant (sub)space
generated by @, and @ a generating set. If S is a shift-invariant space, we define its spectrum as
follows: o (S):={x € T% : S‘Hx #+ {0}}. o(S) is defined modulo sets of Lebesgue measure zero.
The set equality and containment of subsets of R? in this section are assumed to hold modulo
sets of Lebesgue measure zero with occasional exceptions which are clear from the context.
This convention follows from the nature of the theory of shift-invariant spaces [16]. It is known
that (9’(@))@ = spﬁé?” y forae. x € T [2,3,16]. The following proposition gives the angles
between two shift-invariant spaces via those between the fiber spaces [4, Proposition 2.10; 20,
Lemma 3.1].

Proposition 3.1 [4,20]. For two shift-invariant spaces U and V of L*(R?) the angles are given
by the following formulas:

R v) < [t RO Vi), iU # 10,
- ifU = {0},

S(U, V) =ess-sup{S(Ujx, Vjx) : x € a(U) N (V)}.
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The following proposition gives characterizations of shift-invariant frame sequences and Riesz
sequences [21, Theorem 2.3.6; 3, Theorem 2.3] in terms of the eigenvalues of certain collec-
tion of matrices. For cZ5:={(pi}?:1 C Lz(Rd) and x € TY, we let E(®):={Trp : k € 74, ¢ € ¢}
and Go(x):=((¢; I o Ix)e2(z4)) 1<i, j<n» Which is an n x n matrix for a.e. x € T, Go(x) is
said to be the Gramian of @ at x. Note that the pre-frame operator T : 274" — #(®) of
E(®) is Tpc:= 27:1 Y kezd ¢j(k)Tip;, which is defined, at least, for each finitely supported
ci=(c;)_, € 2z,

Proposition 3.2 [3,21]. For ®:={p1, ¢2,...,¢n} C L*(R?) E(®) is a Bessel sequence with a
Bessel bound B if and only if

the eigenvalues of Gg(x) < B fora.e. x € T,
E(®) is a frame sequence with frame bounds A and B if and only if

A < the non-zero eigenvalues of Gp(x) < B fora.e. x € o(S);
E(®) is a Riesz sequence with Riesz bounds A and B if and only if

A < the eigenvalues of Gp(x) < B forae. x € T,

Suppose that @ C Lz(Rd) is finite. Recall that the maximum eigenvalue of G¢(x) is || Gp(x)||
since G ¢(x) is Hermitian byA definition (we use the operator norm of the matrix G¢(x)). I}ecall
also that (y(¢))ﬁx = span @, a.e. since @ is finite. Hence dim(,V((P))ﬁx = dim span |, =

rank G (x) a.e. If E(®) is a Riesz sequence, then o (¥ (P)) = T4, whereas if E(®) is a frame
sequence, then o (%°(®)) can be a proper subset of T,

Proposition 3.3. Suppose that ®:={¢;}!_,, ¥:={¥i}}_, C L%(RY), and that E(®) is a frame
sequence with bounds A and B. Let Ty and Ty denote the pre-frame operators of the sequences
E(®) and E(Y), respectively. Suppose also that there exist non-negative |1 such that

ess-sup [|G=(x) || < p?, (3.1)

xeTd

where E:={@; — ¥;}!_,. Then E(¥) is a Bessel sequence with a Bessel bound

2

"
B S@&W), (@ — .
<(() ())+ﬁ)

Moreover, if any one of the following conditions are satisfied, then E (YY) is also a frame sequence:

(1) R(ker Ty, ker Ty) > 0, and u < «/ZR(ker To, ker Ty);
(i) < VAR(L(P), (D));
(i) u < VA, andR(Z (), (D)) > 0.

Proof. If F = E(®),G = E(¥)and A; = A2 = 0in (1.1), then (1.1) is nothing but the condition
that E(Z) is a Bessel sequence with Bessel bounds ,uz. Hence (1.1) and (3.1) are equivalent
by Proposition 3.2. The facts that (i) or (ii) imply the lower frame bound are special cases of
Propositions 1.2 and 1.3; and the fact that (iii) implies the lower frame bound is a special case of
Theorem 2.1 (cf. [11, Theorem 3.2]). [
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Since R(ker T, ker Ty) and R(S(V), ¥ (P)) are less than or equal to 1 by definition, (i) or
(ii) or (iii) implies that u < +/A. Theorem 2.1 now implies that R(¥(®), & (¥)) > 0. We need
the following lemma which is [19, Corollary 4.5].

Lemma 3.4. Let @ and V¥ be finite subsets osz([Rd). Suppose that R(S(®), ¥ (V)) > 0. Then
the following conditions are equivalent:

e R(F V), (®)) > 0;

e R(Z (D), (V) = R(L(P), S(D));
e dim span @Hx = dim span EAPHX a.e.;

e rank G4 (x) = rank Gy (x) a.e.

Proposition 3.5. Suppose that (3.1) is satisfied. Then (ii) implies (iii); but not vice versa. Moreover,
(1) does not imply (ii).

Proof. Suppose that (ii) holds. Then, clearly, u < VA since R(Z(P), #(®)) < 1 by definition.
Moreover, R(S(V), & (®)) > 0 if (ii) holds. Hence (iii) is satisfied.

‘We now construct an example satisfying (3.1), (i) and (iii) but not satisfying (ii). For notational
convenience we let the spatial dimension d = 1. The proof is exactly the same for d > 1. Let
{en}nez be the standard orthonormal basis for £2(Z). We first define @:= {o1, 2} via @1 :=xT
and ¢, := x(1+1), where x denotes a characteristic function. Then, ¢y, = e and ¢, = e; for
each x € T. Hence

Gam = (o 1)

for each x € T. This shows that E(®) is a Riesz sequence by Proposition 3.2 (actually, E(®)
is an orthonormal basis for . (®)). In particplar, its frame bounds A and B are all 1. We
now define ¥:={y, ¥2}. For ¢ > 0, define ¥ :=x1 + ex(r+2) and ¥ = x(1+1) + EX(T+2)-
Then, 1}1 jx = €0+ ez and 1&2 x = €1+ ée for each x € T. Hence

1 +¢? g2
Gy(x) = ( &2 1 +82)

for each x € T. Note that the eigenvalues of Gy (x) are 1 and 1 + 2¢2. Hence E(P) is a Riesz
sequence with Riesz bounds 1 and 1 + 262, If we let E1:= @1 — Y1 and & := @r — Y, then
Sy = &2)x = —€e2 for each x € T. Hence

2 2
G=(x) = <§2 22)

foreach x € T. Since the eigenvalues of the Gz (x) are 0 and 262, |Gz (x)|| = 2¢2 foreachx € T.
Hence we may take u = V2¢ in (3.1).

If & < 1/4/2,then u < /A = 1. Then Theorem 2.1 implies that R(¥(®), & (¥)) > 0. Now,
Lemma 3.4 implies that R(<(¥), & (®)) > 0since rank G¢(x) = rank Gy(x) = 2 foreach x €
T. This shows that (iii) is satisfied. On the other hand, both E(®) and E (V) are Riesz sequences.
Therefore, Ty and Ty are isomorphisms from 2(2)" onto ¥ (®) and L (¥P), respectively. In
particular, ker Ty and ker Ty are trivial. Hence R(ker Ty, ker Ty) = 1 by definition. This shows
that (i) is satisfied.

We now show that (ii) is not satisfied for certain ¢ with0 < ¢ < 1/ V2 by computing R(¥(V),
S (®)). Note that, for each x € T, (y(‘l’))ﬁx = span SAUHX = span {ep + €e3, €] + e}, and
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(y(d)))ﬁx = @Hx = span {ep, ¢1}. Hence for any «, 8 € C, the orthogonal projection of a(eg +
gey) + Bler + ger) onto (K/(<D))ﬁx is aeg + Be;. This shows that

llceo + Benl|
R(L (), (L(@))=  inf
(o ﬂ)#(o 0 lla(eo + ce2) + Ble1 + ger)||
12
. jl? + 18I /
= inf 2 2. .2 2
@.p)#0,0) \ ||? + |B]* + &%|a + B
12
. 1 |
= lnf —_— =
@B)£0.0) \ | 4 g2 latBl T+ 262
leP+1812

since |o + B12/(la® + |81%) < 2 and |1 + 1|2/(1% + 12) = 2. Hence, for any £ > 0, R(ZL(P),
F (D)) = 1/4/1+2¢2 > 0 by Proposition 3.1. Therefore, (ii) is dissatisfied if u = V2e >
1/v/14 262 = VAR(S(¥), & (). In particular, Condition (ii) is dissatisfied for (v/5 — 1)1/2/
2 < e. Since (v/5 — 1)1/2/2 < 1/4/2, we see that (i) and (iii) is satisfied while (ii) is dissatisfied
for (V35— D12)2<e<1/v/2. O

The proof of the following Lemma, which is a kind of the ‘fiber principle’, is almost stan-
dard (cf. [21]). Suppose that c:=(c;)j_; € £2(Z)". We let &j(x):= Y yczu ¢j(k)e™ " to
be the Fourier series with coefficients c; € 22(7%), and let ¢:= (¢ J');l'=1 e L%(T?%)". Note that

A 2
lel2s ay = fra 16GOI.

Lemma 3.6. Let @ := {(,z)j};’-=1 C L3(RY). Suppose that E(®) is a Bessel sequence with its pre-
frame operator Tp. Then, ¢ := (cj);'.:l € 02(zyn belongs toker Ty ifand only if ¢(x) € ker G¢(x)

for a.e. x € T¢. Moreover, for any c € CZY", (Per 7,0 (%) = (Pier Go(x)) (€(x)) for a.e.
xeT In particular, ¢ | ker Tg if and only if ¢(x) L ker G¢(x) for a.e. x € T,

Proof. A direct calculation shows that || f | de ||ﬁ|x ”é(zd) dx for f € L%(RY). Letc =

L2(RY) —
(¢))'_, € £3(Z9)". Then
2
n
ITocl®= D Y cjt0Tre;
Jj=lkezd
2 2
n ) n
=)D it x| =D ¢ x)
j=1kezd =1
2
n n n
Z/Td pIRICLIT dr = /W <Zél(x)¢lnx’zéf'(x)¢f|x> dx
':1 (2(Zd) =1 j:l ZZ(zd)

/ Zch(x)c/(x) Plixs @i )2z A

=1 j=I
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n n
= f 260 D (Gal0)) juérx) dx = / (Ga(x)é(x), 200)cn dx.
T ", T
j=1 1=1

Hence, ¢ € ker Ty if and only if ¢(x) € ker Gp(x) fora.e. x € T by a routine argument.

Now, suppose that ¢ := (cj);'.:1 € (2(Z%), and let d := (a'j);'.:1 € £2(Z%) be such that c?(x) =
Pier Go(x)¢(x) a.e. Then d € ker Ty by what we have just shown. On the other hand, suppose that
a:= (aj)’}:1 € ker Tp. Then

_ 2 _ A A 2 A 3 2 _ _ 2
||C a”@Z(zd)n - f[d ||C()C) a(-x)”@” dx 2 /;rd ”C(x) d(x)”an dx - ||C d”zZ(zd)n

since a(x) € ker G, (x) a.e. This shows that d = Pier, -
Finally, suppose that ¢ := (cj)7:1 € 02(7%). Then,

¢ LkerTe < Peer7,¢ =0 6 (Prer Td,C)A(x) = (PkerG¢(x))(é(x)) =0a.e.
&c(x) LkerGo(x) ae. O

We now show that the kind of perturbations in Proposition 3.3 preserves the rank of the
Gramian.

Proposition 3.7. If (3.1) and any one of (i)-(iii) in Proposition 3.3 are satisfied, then
dim(Z ()", = dim(F (V)] and, in particular, o (¥ (P)) = o (L (P)) fora.e. x € T9.

llx flx

Proof. Note that if (i) or (i) or (iii) is satisfied, then u < v/A. Hence, R(¥(®), #(¥)) > 0
by Theorem 2.1. If (ii) or (iii) is satisfied, then R(Z(¥), ¥ (P)) > 0. Now, Lemma 3.4 implies
the dimension conclusion for (ii) or (iii). On the other hand, suppose that (3.1) and (i) is satis-
fied. Since R(Z(®), ¥ (¥)) > 0, R((y(@))fx, (9(&”))@) > Qfora.e.x € o(¥(®)) by Propo-

sition 3.1. Hence P(S("’))ﬁx : (S((D))ﬁx — (S('P))ﬁx is one-to-one for a.e. x € o (¥ (®)). This
shows that dim(%(9)). < dim(Z(¥))" fora.e. x € (L (P)). On the other hand, if x € T \

[|lx [|x
S (P), then clearly dim(y(d)))ﬂ\x = 0. Therefore, dim(y(¢))ﬁx < dim(y('f’))ﬁx for a.e. x €
T¢. Now, suppose that there is C  T¢ with positive Lebesgue measure such that dim (% (®))". <

X
dim(y(Y’))ﬁ\x for each x € C. Recall that dim(y(d)))ﬁ\x =rank Gg(x), dim(V(Y/))H\x =
rank Gy (x)and G¢(x) and G y(x) arealln x n matrices. Hence dim ker Gy (x) < dimker G¢(x)
for each x € C. Now, Pier Gy (x) lker Go(x) : ker Gg(x) — ker Gy(x) cannot be one-to-one since
the dimension of the domain is greater than the dimension of the range. Therefore, for each x € C,
there exists yx :=(¥x.1, ..., Yx.n) € C" such that yy € ker Go(x) © ker Gy (x) and y, # 0. De-
fine c:= (cj);f:1 € 274" via é(x) := xc (x) - yx. Then, clearly, ¢ # 0 and ¢ € ker Ty © ker Ty
by Lemma 3.6. This shows that R(ker T, ker Ty) = 0, contradicting (iii). The dimension conclu-
sion for (i) follows from this contradiction. The spectrum conclusion for (i) (ii) and (iii) follows
from the dimension conclusion and the definition of the spectrum. O

Proposition 3.8. Supposethat (3.1) is satisfied. Then (i) implies (iii), but not vice versa. Moreover,
(i) does not imply (i).
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Proof. If (3.1) and Condition (i) are satisfied, then dim (% (<P))ﬁx = dim(¥ ('I’))ﬁx a.e. by Propo-
sition 3.7. Hence rank G ¢(x) = rank G ¢(x) for a.e. Moreover R(Z(®), ¥ (¥)) > 0by Theorem
2.1 since i < v/A. Therefore R(S(V), ¥ (P)) = R(F (D), ¥ (¥)) > 0 by Lemma 3.4. Hence
(iii) is satisfied.

We now construct an example such that (3.1) and (ii) are satisfied, but (i) is not satisfied. Since
(ii) implies (iii) by Proposition 3.5, the proof is complete once such an example is constructed.
As before we let the spatial dimension d = 1. Let {ex}xcz be the standard orthonormal basis for
02(Z). Let us define ¢:= {(p,-}?zl as follows:

. . 1
@1:=X(T+1)> <,022=§X(1r+1), Y3 = X(T+2)-
Then, foreachx € T
R n 1 R
Plx = €1, P2x = 561, P3|x = €2
Therefore, foreach x € T,
1
1 3 0
Go(x) = % % 0],
0O 0 1

whose rank is 2, and whose eigenvalues are 0, 1, 5/4 and ker Gg(x) = span L(—1 2,0)¢.

Proposition 3.2 implies that E(®) is a frame sequence with frame bounds A = 1 and B =5/4.
Note that (y(¢))‘|x span <P||X = span {eq, e7}. We then define ¥ := {w,}3 | as follows:

.
Yi:=¢1, Y2:=¢2+ =

5 X(T+2): V3:i=@3 + E(X(T+l) — X(T+2)-
Then,

A N 1 . 1
Yy =e€1, Yo = E(el +e2), Y3 = 5(61 +e2).

Therefore, foreach x € T,

11
I 3 3
1 1 1
Gy(x) = 5 3 73>
11 1
2 2 2

whose rank is also 2 and ker Gy(x) = span {\/LE(O’ -1, 1)}. Note that, for each x € T,
(9(‘1’))@( = span ';””x = span {e1, e2} = (Y(QD))WX. Now, let &:= {éi}?zl, where & :=¢; — ;.
Then, foreach x € T,

~ ~ 1 A 1
§ix =0, & = —5¢ &3)x = —5(61 —e2).

Hence, foreachx € T,

G:xy=[0 1+ -1,
0

1/2
whose eigenvalues are 0, ( \/_> /8, (3 + \/3) /8. Therefore u = ((3 + «/3) /8) <1l=
VA, and (3.1) is satisfied. Now, let us define ¢ = (c1, ¢2, ¢3) € €2(Z)3 via (¢1(x), é2(x), &3(x)) =
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%(—1, 2,0) foreachx € T. Thenc¢ € ker Ty by Lemma 3.6, and ||c|| 4273 = 1. Lemma 3.6 also
implies that

1
—(=1,2,0
<¢§( )

where d := Py 7, ¢. Hence

A 1 1 2 1
d(x) = ,—(0,-1,1 —O,—1,1=—\/i~—0,—1,1,
(x) ﬁ( )>C3 ﬁ( ) 5 ﬁ( )

UIIN

ld 11725 = / ldGO1IZs dx =

This shows that R(ker Ty, ker Ty) < (2/ 5)1/2 Therefore,

3+45
8

2
~ /0.654508 > V04 =1- \/; > VAR (ker Tp, ker Ty),

w=

and hence (i) is not satisfied.
On the other hand, R(Y(¥), ¥ (®)) = 1 by Proposition 3.1 since (y(T))‘lx (,7(<15))”x =

span {e, ex} for each x € T. Since u < VA, n< VAR (P), #(®)). Therefore (ii) is
satisfied. [J

We summarize our findings in the following proposition:
Proposition 3.9. If (3.1) is satisfied, then

e (i) implies (iii), but not vice versa;
e (ii) implies (iii), but not vice versa,
e (i) and (ii) are independent.

Finally, we now consider the case thatn = 1.

Proposition 3.10. If (3.1) withn = 1 is satisfied, then (i) and (iii) are equivalent, and (ii) implies
(1) and (iii) but not vice versa.

Proof. Let @:={¢}, ¥:={y}, Z:={€} C L2(R?). Then G ¢(x) is the 1 x 1 matrix Q pezd l9(x +
k)|2), and G y(x) is the 1 x 1 matrix (Zkezd I&(x + k)|2). We show that, under the assumption
that (3.1) is satisfied, (i) and (iii) are equivalent to

(vi) u < ~/A and o (L (V) C o (L (D).

(cf. [11, Theorem 3.2]). Since (i) implies (iii), it is enough to show that (vi) implies (i) and (iii)
implies (vi). Note that, by Proposition 3.2, u? < A is equivalent to

ess-sup > [@(x + k) — g (x +h)* < s mf Z 19 (x + k)2 (3.2)
xeT! kezd

Since (3.2) cannot hold if ¢ # 0 and I}H « = Oonasubsetof T¢ with positive Lebesgue measure,
we see that o (¥ (D)) C o (FL(V)).

(vi) = (1): Suppose that (vi) holds. Then, o (¥ (¥)) = o (< (®)), which follows from what we
have just shown. On the other hand, by Lemma 3.6,



308 YY. Koo, J.K. Lim / Linear Algebra and its Applications 420 (2007) 295-309

cekerTy <2(x) Y [@(x +h)|* =0« supp(@) C T\ o (£ ()

kezd
& supp(@) C T\ o (L (¥) & é(x) Y [Wrx + k)P =0
kezd
< c e ker Ty

This shows that ker Ty = ker Tw. Hence R(ker Ty, ker Ty) = 1, which guarantees that (i) holds
since u < VA.

(iii) = (vi): This follows from Proposition 3.7.

This proves that (i) and (iii) are equivalent if » = 1 and (3.1) is satisfied. Since (ii) implies (iii)
by Proposition 3.5, (ii) also implies (i).

(i) or (iii) # (ii): As before, we let the spatial dimension d = 1 and {ej}rcz the standard
orthonormal basis for ¢£2(Z). We construct an example satisfying (iv) but not satisfying (ii). Define
Gxi=eo and Yy :=(1/+/2) - €9 + (1/+/2) - e foreach x € T, ice., $ = x7 and § = (1/+/2) -
(T + x(1+1))- Then A = B =1, Let £:=¢ — ¢. Then &, = (1 — 1/3/2) - eg — 1/+/2 - ¢; for
each x € T. Hence u?=(1 — 1/+/2)>41/2=2 — /2 < 1 = A. Since o (L(P)) = o (¥ (P)) =

T, (iv)is satisfied. Since (5”(¢))ﬁx=span {ep} and (V(W))ﬁxzspan {(1/«/5) -ep+ (1/\/5) . el}
for each x € T, it is easy to see that R(S(V), L (D)) = 1/«/5 by Proposition 3.1. Hence

w=1/2—~2~0.765367 > 0.707107 ~ 1 - 1/3/2 = VAR(L(¥), ¥ (®)).

Therefore (ii) is not satisfied. [
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