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The purpose of this paper is to prove a conjectured $q$-identity. The result is then applied to estimating the local density of solutions of certain systems of quadratic form identities. 1990 Acadcmic Press, Inc.

## 1. Introduction

Our object here is to consider the solvability of quadratic form identities. In particular, we consider the identity

$$
\begin{equation*}
S[X] \equiv^{\prime} X S X=T, \tag{1.1}
\end{equation*}
$$

where $S$ and $T$ are integral positive definite matrices of degrees $m$ and $n$, respectively. The goal is to find sufficient conditions for the existence of integral solutions. When $m \geqslant 2 n+3$ we know that the solvability of (1.1) over all rings of $p$-adic integers $\mathbb{Z}_{p}$ together with the minimum of $T$ being sufficiently large implies the solvability over $\mathbb{Z}$, the ring of rational integers [5]. However, no such result is known for $m \leqslant 2 n+2$ ( $n \geqslant 2$ ).
On the other hand, a famous result of Siegel asserts that the weighted average of the numbers of integral solutions of $S_{i}[X]=T$, where $S_{i}$ runs

[^0]over a complete set of representatives of the classes in the genus of $S$, is, roughly speaking, the infinite product of local densities $\alpha_{p}(T, S)$, where
$$
\alpha_{p}(T, S)=\lim _{t \rightarrow \infty}\left(p^{-t}\right)^{m n-n(n+1 / 2 / 2} \#\left\{X \bmod p^{t} \mid S[X] \equiv T \bmod p^{t}\right\}
$$

Making this weighted average large is important for global solvability.
Consequently we wish to bound the local densities away from zero. If $m \geqslant 2 n+3$, then $\alpha_{p}(T, S)>c(S)$ holds for some positive constant $c(S)$ provided $\alpha_{p}(T, S) \neq 0$ [6]. Unfortunately things become much more difficult if $m \leqslant 2 n+2$. By [6, Th. 1, p. 442], the behavior of local densities is ruled by the primitive solutions for $m=2 n+1,2 n+2$. However, this is not the case for $m \leqslant 2 n$. Indeed part (a) of [6, Th. 1, p. 442$]$ gives a bound from below for the local densities in terms of primitive solutions. But if, for example, $n+1 \leqslant m<2 n, m-n-1 \neq$ Witt index over $\mathbb{Q}_{p}$ of $S$, then $\alpha_{p}\left(p^{t} T, S\right) \rightarrow \infty$ as $t \rightarrow \infty$, and for large $t$ there are no primitive solutions at all. Thus the primitive solutions are too strong and special sufficient conditions; so the discussion of primitive solutions is not really relevant in this instance. To begin with we consider $\alpha_{p}\left(p^{t} T, S\right)$ as $t \rightarrow \infty$ with $T$ and $S$ fixed. Except for the case $m=2 n, n=r+2$ with $r$ the Witt index over $\mathbb{Q}_{p}$ of $S$, we have for some positive constant $c(T, S$ ) (assuming $m \leqslant 2 n$ )

$$
\alpha_{p}\left(p^{t} T, S\right)>c(T, S)
$$

provided $\alpha_{p}\left(p^{t} T, S\right) \neq 0$ from [6]. In the remaining case, it is also shown in [6] that

$$
\begin{equation*}
\alpha_{p}\left(p^{\prime} T, S\right)>c(T, S) p^{-1} . \tag{1.2}
\end{equation*}
$$

In [6], the important question of reversing the incquality in (1.2) is also treated for $p \neq 2$ which is assumed hereafter. Namely, in the remaining case,

$$
\begin{equation*}
\alpha_{p}\left(p^{t} T, S\right)<c^{\prime}(T, S) p^{(\varepsilon-1) t} \tag{1.3}
\end{equation*}
$$

holds for any $\varepsilon>0$ providing the following is true:
Conjecture [6]. Let

$$
\begin{align*}
{\left[\begin{array}{l}
k \\
g
\end{array}\right] } & = \begin{cases}\frac{\left(1-q^{k}\right)\left(1-q^{k-1}\right) \cdots\left(1-q^{k-g+1}\right)}{\left(1-q^{g}\right)\left(1-q^{g-1}\right) \cdots(1-q)}, & 0 \leqslant g \leqslant k \\
0 & \text { otherwise }\end{cases}  \tag{1.4}\\
H_{n}(x) & =\sum_{r=0}^{r}\left[\begin{array}{l}
n \\
r
\end{array}\right] x^{r}, \tag{1.5}
\end{align*}
$$

and define $F(a, k, z)$ inductively:

$$
\begin{align*}
F(0, k, z)= & -1+\sum_{g=0}^{k}(-1)^{k-g} H_{k-g}(-q)\left[\begin{array}{l}
k \\
g
\end{array}\right] q^{g(g+3) / 2-k_{z} g},  \tag{1.6}\\
F(a+1, k, z)= & \sum_{g=a+1}^{k} F(a, g, z)(-1)^{k-g} H_{k-g}(-q)\left[\begin{array}{l}
k \\
g
\end{array}\right] q^{g(g+3) / 2-z_{z} g}  \tag{1.7}\\
& -F(a, k, z) q^{(a+1)(a+2) / 2} z^{a+1}
\end{align*}
$$

Then (1.3) holds provided $F\left(n-2, n-1, q^{-n}\right)=F\left(n-2, n, q^{-n}\right)=0$ where $n=r k T$.

The details of how these identities imply (1.3) are given in [6]. This conjecture is an immediate consequence of Corollary 1 given in Section 3 and is, in effect, restated as Corollary 2.

From the proof of the conjecture we may summarize the behavior of $\alpha_{p}\left(p^{t} T, S\right)$. If $m=2 n$ and $n=\left(\right.$ Witt index of $S$ over $\left.Q_{p}\right)+2$, then

$$
\begin{equation*}
\alpha_{p}\left(p^{t} T, S\right) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{1.8}
\end{equation*}
$$

If $n+1 \leqslant m \leqslant 2 n$ and the above case is excluded, then there exists a positive constant $c(T, S)$ such that

$$
\begin{equation*}
\alpha_{p}\left(p^{\prime} T, S\right)>c(T, S) \tag{1.9}
\end{equation*}
$$

provided $\alpha_{p}\left(p^{t} T, S\right) \neq 0$.
Our local results should be contrasted with the global observation that the smaller $m-n$ is the harder it is to solve $S[X]=T$. What are the implications of our local results for the global situation?

## 2. Background Lemmas

We require four lemmas. We begin with an evaluation of $H_{n}(-q)$.
Lemma 1. $\quad H_{n}(-q)=(1-q)\left(1-q^{3}\right) \cdots\left(1-q^{v}\right)$ where $v$ is the largest odd number $\leqslant n$.

Proof. This is proved in quite disguised form in [2, p. 20]. Here is a simple generating function proof. We shall use the standard notation:

$$
\begin{align*}
(A)_{n} & =(A ; q)_{n}=(1-A)(1-A q) \cdots\left(1-A q^{n-1}\right),  \tag{2.1}\\
\sum_{n \geqslant 0} \frac{H_{n}(-q) t^{n}}{(q)_{n}} & =\sum_{n \geqslant 0} \sum_{r=0}^{n} \frac{(-q)^{r} t^{n}}{(q)_{r}(q)_{n-r}} \\
& =\sum_{n, r \geqslant 0} \frac{(-q)^{r} t^{n+r}}{(q)_{r}(q)_{n}}=\frac{1}{(t)_{\infty}(-t q)_{\infty}}
\end{align*}
$$

(by Euler's sum, [1, p. 19, Eq. (2.2.5)])

$$
=\frac{1+t}{\left(t^{2} ; q^{2}\right)_{\infty}}=(1+t) \sum_{m=0}^{\infty} \frac{t^{2 m}}{\left(q^{2} ; q^{2}\right)_{\infty}} .
$$

Hence comparing coefficients of $t^{n}$ on both sides, we get

$$
\begin{equation*}
H_{n}(-q)=\frac{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{n}\right)}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 m}\right)}, \tag{2.3}
\end{equation*}
$$

where $2 m$ is the largest even number $\leqslant n$. This is equivalent to the assertion of Lemma 1.

We must now define polynomials in two variables which specialize to the $F(a, k ; z)$ given in the Introduction:
$F(0, k ; y, z)=-1+\sum_{g=0}^{k}(-1)^{k-g} H_{k-g}(-q)\left[\begin{array}{l}k \\ g\end{array}\right] q^{(g+1)-(k-g)} y^{g}$,
and for $a \geqslant 0$

$$
\begin{align*}
F(a+1, k ; y, z)= & \left.-z^{a+1} q^{\left({ }^{g}+1\right.} 2\right) \\
F & (a, k ; y, z) \\
& +\sum_{g=a+1}^{k} F(a, g ; y, z)(-1)^{k-g}  \tag{2.5}\\
& \times H_{k-g}(-q)\left[\begin{array}{c}
k \\
g
\end{array}\right] q^{\left(g_{2}^{+1}\right)-(k-g)} z^{g} .
\end{align*}
$$

We note in passing that $F(0, k ; y, z)$ is actually independent of $z$ and that

$$
\begin{equation*}
F(a, k, z)=F(a, k ; z, z) . \tag{2.6}
\end{equation*}
$$

Lemma 2. For $a \geqslant 0$,

$$
\begin{equation*}
F(a, a ; y, z)=0 . \tag{2.7}
\end{equation*}
$$

Proof. By (2.4), $F(0,0 ; y, z)=0$, and by (2.5) for $a \geqslant 0$

$$
\begin{aligned}
F(a+1, a+1 ; y, z)= & -z^{a+1} q^{\binom{a+1}{2}} F(a, a+1 ; y, z) \\
& +F(a, a+1 ; y, z) q^{\binom{a+1}{2}} z^{a+1} \\
= & 0
\end{aligned}
$$

Lemma 3. For $a \geqslant 0, k \geqslant 0$

$$
\begin{equation*}
F\left(a, k ; q^{-2}, z\right)=0 \tag{2.8}
\end{equation*}
$$

Proof. Clearly by (2.5) we need only prove that for $k \geqslant 0$

$$
\begin{equation*}
F\left(0, k ; q^{-2}, z\right)=0 \tag{2.9}
\end{equation*}
$$

Now by reversing the sum

$$
\begin{align*}
& F\left(0, k ; q^{-2}, z\right) \\
& =-1+\sum_{g=0}^{k}(-1)^{g} H_{g}(-q)\left[\begin{array}{l}
k \\
g
\end{array}\right] q^{\binom{k-g+1}{2}-g} q^{-2(k-g)} \\
& \left.=-1+\sum_{m \geqslant 0}\left(q ; q^{2}\right)_{m}\left[\begin{array}{c}
k \\
2 m
\end{array}\right] q^{(k-2 m+1} 2\right)-2 m q^{-2(k-2 m)} \\
& -\sum_{m \geqslant 0}\left(q ; q^{2}\right)_{m+1}\left[\begin{array}{c}
k \\
2 m+1
\end{array}\right] q^{\left({ }^{k-2 m}\right)-2 m-1} q^{-2(k-2 m-1)} \\
& \text { (by Lemma 1) } \\
& =-1+\sum_{m \geqslant 0}\left(q ; q^{2}\right)_{m} \frac{\left(q^{-k}\right)_{2 m}}{(q)_{2 m}} q^{\left.\left({ }^{k+1}\right)_{2}\right)-2 m} q^{-2(k-2 m)} \\
& +\sum_{m \geqslant 0}\left(q ; q^{2}\right)_{m+1} \frac{\left(q^{-k}\right)_{2 m+1}}{(q)_{2 m+1}} q^{\binom{k+1}{2}-2 m-1} q^{-2(k-2 m-1)} \\
& =-1+q^{-2 k+\binom{k+1}{2}}{ }_{2} \phi_{1}\binom{q^{-k}, q^{-k+1} ; q^{2}, q^{2}}{0} \\
& +q^{-2(k-1)+\binom{k+1}{2}-1}\left(1-q^{-k}\right)_{2} \phi_{1}\binom{q^{-k+1}, q^{-k+2} ; q^{2}, q^{2}}{0} \\
& \text { (in standard } q \text {-hypergeometric series notation [7, p. 90]) } \\
& =-1+q^{\binom{k+1}{2}-2 k-\binom{k}{2}}+q^{-2 k+2+\binom{k+1}{2}-1}\left(1-q^{-k}\right) q^{-\binom{k-1}{2}} \\
& \text { (by } q \text {-Vandermonde summation, [7, p. 97, (3.3.2.7)]) } \\
& =-1+q^{-k}+1-q^{-k} \\
& =0, \tag{2.10}
\end{align*}
$$

as desired.

Lemma 4. For $a \geqslant 0$

$$
\begin{align*}
F(a, k ; y, z)= & F(a, k ; y q, z)  \tag{2.11}\\
& +y z^{a} q^{a+1}\left(1-q^{k}\right)\{F(a, k-1 ; y q, z q) \\
& +F(a-1, k-1 ; z q, z q) \\
& \left.-\left(1-z^{a} q^{\left(a_{2}^{a+2}\right)-1}\right) F(a-1, k-1 ; y q, z q)\right\}
\end{align*}
$$

where we take $F(-1, k ; y, z)=1$ identically.
Proof. We proceed by induction on $a$. For $a=0$,
$F(0, k ; y, z)-F(0, k ; y q, z)$

$$
\begin{aligned}
& =\sum_{g=0}^{k-1}(-1)^{k-1-g} H_{k-g-1}(-q)\left(1-q^{k}\right)\left[\begin{array}{c}
k-1 \\
g
\end{array}\right] q^{(g+1)(g+4) / 2-k} y^{g+1} \\
& =y q\left(1-q^{k}\right) \sum_{g=0}^{k-1}(-1)^{k-1-g} H_{k-1-g}(-q)\left[\begin{array}{c}
k-1 \\
g
\end{array}\right] q^{g(g+3) / 2-(k-1)}(y q)^{g} \\
& =y q\left(1-q^{k}\right)(1+F(0, k-1 ; y q, z))
\end{aligned}
$$

which is (2.11) with $a=0$.
Assume the result is true now up to and including a given $a$. Then we see that by (2.5) and the induction hypothesis

$$
\begin{aligned}
F(a+1, & k ; y, z) \\
= & -z^{a+1} q^{\left(a_{2}^{a+2}\right)}\{F(a, k ; y q, z) \\
& +y z^{a} q^{a+1}\left(1-q^{k}\right)[F(a, k-1 ; y q, z q) \\
& +F(a-1, k-1 ; z q, z q) \\
& \left.\left.\left.-\left(1-z^{a} q^{(a+2} 2\right)-1\right) F(a-1, k-1 ; y q, z q)\right]\right\} \\
& \left.+\sum_{g=a+1}^{k}(-1)^{k-g} H_{k-g}(-q)\left[\begin{array}{l}
k \\
g
\end{array}\right] q^{(g+1} 2\right)-(k-g)
\end{aligned}
$$

$\left\{F(a, g ; y q, z)+y z^{a} q^{a+1}\left(1-q^{g}\right)\right.$

$$
\begin{aligned}
& \times[F(a, g-1 ; y q, z q)+F(a-1, g-1 ; z q, z q) \\
& \left.\left.-\left(1-z^{a} q^{\left.\left({ }^{a+2}\right)^{2}\right)-1}\right) F(a-1, g-1 ; y q, z q)\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
& =F(a+1, k, y q, z) \\
& +y z^{a} q^{a+1}\left\{-z^{a+1} q^{(a+2)}\left(1-q^{k}\right)\right. \\
& \times[F(a, k-1 ; y q, z q)+F(a-1, k-1 ; z q, z q) \\
& \left.-\left(1-z^{a} q^{\left.\left({ }^{(a+2}\right)^{2}\right)-1}\right) F(a-1, k-1 ; y q, z q)\right] \\
& +\sum_{g=a}^{k-1}(-1)^{k-1-g} H_{k-1-q}(-q) \\
& \times\left[\begin{array}{c}
k-1 \\
g
\end{array}\right]\left(1-q^{k}\right) q^{(g+2)-(k-g-1)} z^{g+1} \\
& \times[F(a, g ; y q, z q)+F(a-1, g ; z q, z q) \\
& \left.\left.-\left(1-z^{a} q^{\binom{a+2}{2}-1}\right) F(a-1, g ; y q, z q)\right]\right\} \\
& =F(a+1, k ; y q, z) \\
& +y z^{a+1} q^{a+2}\left(1-q^{k}\right)\{F(a+1, k-1 ; y q, z q) \\
& +F(a, k-1 ; z q, z q)-\left(1-z^{a} q^{\binom{a+2}{2}-1}\right) F(a, k-1 ; y q, z q) \\
& -z^{a} q^{a(a+3) / 2} F(a, k-1 ; y q, z q) \\
& \left.+(z q)^{a+1} q^{\binom{a+2}{2}} F(a, k-1 ; y q, z q)\right\} \\
& \text { (where we have applied Lemma 2) } \\
& =F(a+1, k ; y q, z) \\
& +y z^{a+1} q^{a+2}\left(1-q^{k}\right)\{F(a+1, k-1 ; y q, z q) \\
& \left.+F(a, k-1 ; z q, z q)-\left(1-z^{a+1} q^{\binom{a+3}{2}-1}\right) F(a, k-1 ; y q, z q)\right\} \text {. } \tag{2.12}
\end{align*}
$$

Hence the truth at $a$ implies the truth at $a+1$; therefore, Lemma 4 is true for all $a \geqslant 0$.

## 3. The Main Result

We are now prepared to prove the conjecture described in the Introduction.

Theorem 1. For $2 \leqslant j \leqslant s \leqslant a+2$,

$$
\begin{equation*}
F\left(a, k ; q^{-j}, q^{-s}\right)=0 \tag{3.1}
\end{equation*}
$$

Proof. We proceed by a double induction first on $a$ and then on $j$.
Initially $a=0$. Therefore $j=s=2$, and Lemma 3 tells us that (3.1) is true in this case.

Now let us assume (3.1) is true up to but not including a particular $a$. Clearly by Lemma 3

$$
\begin{equation*}
F\left(a, k ; q^{-2}, q^{-s}\right)=0 ; \tag{3.2}
\end{equation*}
$$

so we now assume that (3.1) also is true at $a$ up to but not including a particular $j(>2)$. Hence by (2.11)

$$
\begin{align*}
F\left(a, k ; q^{-j}, q^{-s}\right)= & F\left(a, k ; q^{-(j-1)}, q^{-s}\right) \\
& +q^{-i-s a+a+1}\left(1-q^{k}\right)\left\{F\left(a, k-1 ; q^{-(j-1)}, q^{-(s-1)}\right)\right. \\
& +F\left(a-1, k-1 ; q^{-(s-1)}, q^{-(s-1)}\right) \\
& \left.-\left(1-q^{-s a+\left(a_{2}^{+2}\right)-1}\right) F\left(a-1, k-1 ; q^{-(j-1)}, q^{-(s-1)}\right)\right\} \\
= & 0, \tag{3.3}
\end{align*}
$$

since the first two $F$ s on the right of (3.3) are zero by the hypothesis on $j$ and the remainder are zero by the hypothesis on $a$. (Note that since $2<j \leqslant s \leqslant a+2$, therefore $2 \leqslant j-1 \leqslant s-1 \leqslant(a-1)+2$.) Thus (3.1) follows by our double induction.

Corollary 1. For all $a \geqslant 0, k \geqslant 0$,

$$
\begin{equation*}
F\left(a, k, q^{-a-2}\right)=0 . \tag{3.4}
\end{equation*}
$$

Proof. This is just Theorem 1 with $j=s=a+2$.
The conjecture stated in the Introduction is just Corollary 1 with $k=a+1$ and $k=a+2$.

Now let $M \supset N$ be regular quadratic lattices over $\mathbb{Z}_{p}$ with $r k M=m$, $r k N=n, r=$ Witt index of $M$, and suppose $n+1 \leqslant m \leqslant 2 n$. From [6] we know $0 \leqslant r \leqslant n, 0 \leqslant m-2 r \leqslant 4$, and for $t \geqslant 0$

$$
\begin{equation*}
\alpha_{p}\left(p^{t} N, M\right)>c(M, N) p^{t(n-r)(n+r+1-m)} \tag{3.5}
\end{equation*}
$$

The only instance in which the exponent on $p$ is negative occurs for $m=2 n$, $n=r+2$.

Corollary 2. If $m=2 n, n=r+2, p \neq 2$, then for $\varepsilon>0$

$$
\begin{equation*}
\alpha_{p}\left(p^{t} N, M\right)<c(\varepsilon) p^{(\varepsilon-2) t} \tag{3.6}
\end{equation*}
$$

Proof. This assertion was proved in [6] subject to the conjecture stated in Section 1 which is a special case of Corollary 1.

## References

1. G. E. Andrews, "The Theory of Partitions, Encyclopedia of Mathematics and Its Applications," Vol. 2 (G.-C. Rota, Ed.), Addison-Wesley, Reading, MA 1976 (Reprinted: Cambridge Univ. Press, London/New York, 1985).
2. G. E. Andrews nnd R. A. Askey, Enumeration of partitions: The role of Eulerian series and $q$ orthogonal polynomials," in "Higher Combinatorics" (M. Aigner, Ed.), pp. 3-26, Reidel, Dordrecht, 1977.
3. S. Böchner and F. Sato, Rationality of certain formal power series related to local densities, Comm. Math. Univ. Sancti Pauli 306 (1987), 53-86.
4. Y. Hironaka, On a denominator of Kitaoka's power series attached to local densities, to appear.
5. J. S. Hsia, Y. Kitaoka, and M. Kneser, Representations of positive definite quadratic forms, J. Reine angew. Math. 301 (1978), 132-141.
6. Y. Kitaoka, Local densities of quadratic forms, Adv. Stud. Pure Math. 13 (1988), 433-460.
7. L. J. Slater, "Generalized Hypergeometric Functions," Cambridge Univ. Press, London/ New York, 1966.

[^0]:    * Partially supported by National Science Foundation Grant DMS 8702695.

