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ABSTRACT Fluorescence fluctuation spectroscopy has become an important measurement tool for investigating molecular
dynamics, molecular interactions, and chemical kinetics in biological systems. Although the basic theory of fluctuation spec-
troscopy is well established, it is not widely recognized that saturation of the fluorescence excitation can dramatically alter the size
and profile of the fluorescence observation volume from which fluorescence fluctuations are measured, even at relatively modest
excitation levels. A precisemodel for these changes is needed for accurate analysis and interpretation of fluctuation spectroscopy
data. We here introduce a combined analytical and computational approach to characterize the observation volume under
saturating conditions and demonstrate how the variation in the volume is important in two-photon fluorescence correlation
spectroscopy.We introduce a simple approach for analysis of fluorescence correlation spectroscopy data that can fully account for
the effects of saturation, and demonstrate its success for characterizing the observed changes in both the amplitude and relaxation
timescale of measured correlation curves. We also discuss how a quantitative model for the observed phenomena may be of
broader importance in fluorescence fluctuation spectroscopy.

INTRODUCTION

Fluorescence correlation spectroscopy (FCS) and related

fluctuation spectroscopy methods such as photon-counting

histograms and fluorescence intensity distribution analysis

are gaining widespread use due to their important capabilities

for characterizing the chemical and physical properties of

experimental systems at the single molecule level (1–3). This

includes the capability to measure the mobility, interactions,

chemical kinetics, and physical dynamics of biomolecules

both in vitro and in vivo (4–9). The basic strategy of fluctua-

tion spectroscopy experiments is to apply statistical analysis

tools to analyze the fluctuations in measured fluorescence

intensity from a minute sample observation volume (10). The

open observation volume is optically defined using either

two-photon or confocal microscopy, and information re-

covery from fluctuation experiments requires an accurate

characterization and calibration of the size and shape of the

observation volume. Simple models for the profile of the

observation volume are routinely applied to derive curve-

fitting functions, and both three-dimensional-Gaussian (3DG)

and Gaussian-Lorentzian (GL) models of the observation

volume are used with good success to analyze fluctuation

data (11–13). However, it is not widely recognized that the

measurement volume can be highly dependent on the under-

lying physics of the fluorescence measurement process, par-

ticularly on the fluorescence excitation parameters (14).

Although the simple 3DG and GL models can be used to fit

individual fluctuation data sets when there is no variation in

excitation parameters across that data set, the models are

quite inadequate to account for measurements over a broad

range of excitation conditions (15). For example, the simple

models cannot be used to analyze fluctuation data acquired

over a range of excitation powers or for fluorescent mole-

cules with substantially different absorption cross-sections

without a corresponding unphysical variation in the recov-

ered fitting parameters. Moreover, the recovered fitting pa-

rameters are not always physically meaningful, which can

further complicate data analysis procedures. These problems

have several important implications for the design and anal-

ysis of fluctuation measurements, as will be discussed below.

It is therefore highly desirable to develop accurate models

for the observation volume that can quantitatively describe

observed fluorescence fluctuation data even when there are

variations in excitation conditions. As we have recently de-

monstrated, the main reason the simple 3DG and GL models

fail to accurately fit data acquired under different excitation

conditions is that excitation saturation leads to important

changes in the size and profile of the observation volume

(15). As a first attempt to account for the volume changes

quantitatively, we introduced a phenomenological model to

describe the saturation-modified volume. Although this mod-

el could account for some of the observed variations in FCS

measurements, it was rather limited in the range of excitation

conditions it could accurately describe. This left a need for

a more precise characterization of the observation volume

and its effects on fluctuation spectroscopy measurements,

preferably based on the underlying physics of the excitation

saturation process rather than a phenomenological treatment.

For a given focused laser excitation profile, a precise and

physically accurate representation of the true observation

volume is relatively straightforward to compute (14,16). We
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here demonstrate how the modified observation volumes are

important for fluctuation spectroscopy. We begin with a brief

introduction of how fluorescence observation volumes and

g-factors are defined in two-photon microscopy, and their

relevance to fluctuation measurements. We then provide a

quantitative description of the total volume and the g-factors
for the fluorescent observation volumes under varied

excitation conditions, showing computationally how satura-

tion-induced volume variations influence FCS curve ampli-

tudes and relaxation timescales. We then introduce a simple

modification to standard curve-fitting procedures that allows

for full and accurate characterization of observation volumes

over a wide range of molecular excitation rates, and we

demonstrate its effectiveness for fitting FCS data. Although

the general phenomena discussed here are highly relevant to

all forms of fluctuation spectroscopy, we will, for simplicity,

restrict the discussion specifically to FCS measurements, and

focus exclusively on two-photon FCS measurements.

Background

Two-photon fluorescence signals, observation volumes,
and g-factors

The basic theory of two-photon excited fluorescence has

been widely reported (17,18). The instantaneous rate for

absorption of photon pairs follows the familiar intensity-

squared dependence, and is given by Wðr; tÞ ¼ ðs2I
2ðtÞ

S2ðrÞ=2Þ; where s2 is the two-photon absorption cross-

section, I(t) is the laser flux (in photons/cm2/s) at the center

of the focused two-photon excitation source, and S(r) is

a dimensionless distribution function representing the three-

dimensional spatial profile or point-spread function (PSF) of

the focused laser excitation. For most fluctuation spectros-

copy applications one is interested in measured fluctuations

on timescales that are much longer than the laser pulse width

and pulse repetition rate. Therefore, it is convenient to work

with the time-average excitation rate, determined by in-

tegrating W(r,t) over a single laser pulse to find the total

molecular excitation probability per pulse, and multiply-

ing the result by the laser pulse repetition rate. Specifically,

the average excitation rate can be written as ÆWðrÞæ ¼ fpR
Wðr; tÞdt; where the angular brackets represent the time

average. (The temporal profile of the laser pulses must be

specified to compute this average; see Ref. 18 for details.)

Without saturation, the measured fluorescence signal from

a unit volume at any point in space is directly proportional to

the average molecular excitation rate multiplied by the local

molecular concentration, C(r,t). On can therefore express the
rate that fluorescence photons are measured from a unit

volume as kÆW(r)æC(r,t), where the factor k accounts for the

fluorescence quantum yield and the detection efficiency of

the instrumentation. The total measured fluorescence signal

is determined by adding up the signal from all regions of the

sample, and can be expressed as

FðtÞ ¼ k

Z
ÆWðrÞæCðr; tÞdr: (1)

We note that the above integral is evaluated over all space,

and that the physical volume represented by the limits of in-

tegration is essentially infinite, limited only by the sample

container walls. This raises the question of what quantity is

most appropriately used to specify the fluorescence obser-

vation volume. In fact, there is no explicit measurement

‘‘volume’’ in the traditional sense of the word, in that there is

no physical boundary that designates whether or not mol-

ecules reside within or outside of what is generally referred to

as the ‘‘observation volume’’.

However, one can construct a volumelike quantity, based

on the optically defined molecular excitation rate profile,

which provides a useful tool for estimating the approximate

size of the physical region from which the majority of the

measured fluorescence is generated. This is accomplished

by dividing the total fluorescence signal of Eq. 1 by the

fluorescence-per-unit-volume generated by molecules lo-

cated at the center of the focused laser beam. In other words,

the volume is specified by the integral of the distribution

function describing the relative probability of generating

fluorescence photons at various spatial locations within the

laser PSF, normalized to the probability for generating pho-

tons at the center of the excitation beam. Specifically, the

measurement volume is defined as

Vpsf ¼ 1

ÆWð0Þæ
Z

ÆWðrÞæ dr ¼
Z

ÆŴðrÞæ dr: (2)

In this notation, ÆŴðrÞæ ¼ ÆWðrÞæ=ÆWð0Þæ is the normalized

fluorescence excitation probability that defines the profile of

the observation volume. This definition of volume provides

a very convenient notation for discussing fluorescence fluc-

tuation measurements, although it is helpful to remember

that this volume represents a normalized probability rather

than a container size. The actual size of the sample region

that makes significant contributions to the measured fluo-

rescence signal will be larger than the volume calculated by

Eq. 2. As will be shown below, it is the probabilistic nature

of the volume definition that leads to significant alterations in

the size and profile of the observation volume under different

excitation conditions.

Due to the probabilistically defined volume, Vpsf is not in

itself fully sufficient to characterize the observation volume.

Higher order moments of the distribution function ÆŴðrÞæ
that defines the volume are also important for modeling fluc-

tuation spectroscopy measurements. In the context of FCS

and related fluorescence correlation techniques, the addi-

tional required parameter is referred to as the g-factor
(19,20). This parameter is a measure of the uniformity of

the fluorescence signal from molecules located at various

locations within the volume and the effective steepness of the

boundary defining the volume, and is defined as
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g ¼
R
ÆŴðrÞæ2 drR
ÆŴðrÞæ dr : (3)

For the optically defined volumes characteristic of two-

photon or confocal microscopy, the g-factor always has

a value ,1. A value of unity (g ¼ 1) is obtained only when

the volume has well-defined physical boundaries char-

acteristic of a physical container and the fluorescence signal

from individual molecules is the same for molecules located

in all regions of the volume. We note that some authors

prefer to incorporate the g-factor into their definition

of the ‘‘volume,’’ defining an effective detection volume

as Veff ¼ Vpsf=g (12,21,22). In this manuscript we use

volume to refer to Vpsf, as defined in Eq. 2.

With the above definitions for the volume, together with

Eq. 1, the average measured fluorescence signal can be writ-

ten conveniently as ÆFæ¼ cÆCæVpsf. Here we have introduced

the molecular brightness parameter, c ¼ kÆW(0)æ, which
depends explicitly on the excitation conditions and specifies

the average number of fluorescence photons per molecule

per second measured from molecules located in the center

and at the focal plane of excitation laser. The molecular

brightness is one of the most important parameters in fluc-

tuation spectroscopy measurements (23). The expression for

the total fluorescence is sometimes further simplified as ÆFæ
¼ cN, where N is calculated by multiplying the concentra-

tion by the volume. The value of N is typically referred to as

the ‘‘number of molecules’’ within the volume, although this

expression should not be interpreted literally. The actual

number of molecules that contribute to the total measured

fluorescence signal will be larger than the value N. We note

that the discrepancy between the value N and the actual

number of molecules making a contribution to the fluo-

rescence signal exists regardless of which definition of the

volume is preferred. To clarify possible confusion on this

point, we note that the expression ÆFæ ¼ cÆCæVpsf ¼ cN is

mathematically identical to Eq. 1, and thus rigorously ac-

counts for the variation in measured fluorescence signals

from molecules located in different regions of the observa-

tion volume. However, to correctly interpret this simplified

expression for the total measured fluorescence signal one

needs always to consider that V represents a probabilistically

defined open volume rather than a physically closed volume,

and that this expression does not imply that all molecules

within different physical regions of the laser excitation all

generate equivalent fluorescent signals. In other words, the

statement that there are specifically N molecules within the

volume each contributing c photons per second yields a

numerically correct value for the total measured fluorescence

signal, but a conceptually inaccurate representation of the

actual fluorescence measurement. The total fluorescence

signal arises from a larger sample volume and larger number

of molecules than the values Vpsf and N represent, and mole-

cules in the periphery of the beam contribute fewer than c
photons per second to the measured signal.

Fluorescence correlation spectroscopy

In fluctuation spectroscopy, measured fluorescence fluctua-

tions serve as reporters of local concentration fluctuations

within the observation volume, which can originate from var-

ious underlying causes such as diffusion, chemical kinetics,

conformational dynamics, or photophysics (10,19). Concen-

tration in this context should be interpreted broadly, repre-

senting the concentration of particular fluorescent entities.

Chemical or physical dynamics that result in altered molec-

ular states or fluorescent properties are in this context also

regarded as concentration fluctuations. The fluctuation dy-

namics are thus all contained within the concentration term

in Eq. 1. The fluorescence fluctuations are therefore typi-

cally written as dFðtÞ ¼ FðtÞ � ÆFæ ¼ c
R
dCðr; tÞ ŴðrÞdr;

where ÆFæ represents the time-averaged fluorescence in-

tensity, and dC(r,t) the local concentration fluctuations. In

FCS, the experimental system dynamics are analyzed by cal-

culating the correlation function of the measured fluctua-

tions, defined as

GðtÞ ¼ ÆdFðr; tÞdFðr9; t1 tÞæ
ÆFæ2

: (4)

With an appropriate model for the underlying physical and

chemical fluctuation dynamics, one can solve for explicit

representation of the correlation function. For example, for

purely diffusive systems, FCS curves are most commonly

analyzed using an equation for the correlation function

derived for the 3DG observation profile. (The 3DG profile is

defined as S3DGðr; zÞ ¼ e�2ðr2=v2
0
Þe�2ðz2=z2

0
Þ with 1/e2 beam

waists v0 and z0, and V3DG represents the Vpsf for the 3DG

profile; see Refs. 11 and 24.) For two-photon excitation with

diffusion coefficient D, the corresponding correlation func-

tion is found to be

G3DGðtÞ ¼ g3DG

ÆCæV3DG

1

11 8Dt=v
2

0

� �
11 8Dt=z

2

0

� �1=2: (5)

We note that this solution is sometimes written in terms of

the diffusion time, defined as tD ¼ v2
0=8D: The diffusion time

is related to the average time a molecule will reside within

the observation volume before diffusing out. Although the

exact mathematical form of the correlation function depends

on the profile of the observation volume as well as the un-

derlying physical dynamics, it is in general possible to repre-

sent the normalized correlation function as

GðtÞ ¼ g

ÆCæVpsf

AðtÞ; (6)

where Gð0Þ ¼ ðg=ÆCæVpsfÞ represents the amplitude of the

correlation function and A(t) represents the temporal re-

laxation profile (A(0) ¼ 1). We note that the amplitude of the

correlation function is also often written as Gð0Þ ¼ ðg=NÞ;
where again N represents the product of the volume and

concentration as defined above. When the g-factor is

incorporated into the volume definition as discussed above,
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the correlation amplitude is written simply asGð0Þ ¼ ð1=N9Þ
(21). In this expression, the number of molecules, N9, is
related to the number defined above as N9 ¼ ðN=gÞ: Math-

ematically, both definitions of the volume and number of

molecules produce equivalent results in FCS analysis,

although the differing notation has led to some confusion

in the literature. In this article, we will continue to work with

the volume as defined in Eq. 2, and to avoid further con-

fusion, use explicit concentration-dependence instead of re-

ferring to the number of molecules.

Excitation saturation

As noted above, the fluorescence signal increases linearly

with increasing two-photon absorption rates, and thus qua-

dratically, with the excitation intensity in the absence of

excitation saturation. The profile of the observation volume,

defined by ÆŴðrÞæ; is therefore completely determined by

S2(r), the square of the focused laser PSF. On the other hand,
as the fraction of molecules excited during each laser pulse

increases toward unity, the effective molecular excitation

rate becomes limited by excitation saturation. This well-

known phenomenon is caused by both ground state depletion

and stimulated emission, and with saturation the average

fluorescence excitation rate no longer varies linearly with the

two-photon absorption rate (25). This leads to a breakdown

in the quadratic dependence of the overall fluorescence sig-

nal on excitation power. Moreover, since molecules at dif-

ferent locations within the focused laser profile experience

different excitation rates, the degree of saturation also varies

throughout the observation volume with molecules at the

center of the beam experiencing a greater degree of satu-

ration than those on the periphery. Thus, once saturation

effects become significant, further increases in the excitation

rate will increase the fluorescence signal from molecules in

the periphery of the beam more than those in the center of the

beam. Keeping in mind that the observation volume is spec-

ified entirely by the relative probabilities for fluorescence

excitation at various regions within the PSF, it is imme-

diately apparent that saturation effects will lead to a change

in the size and shape of the volume.

To quantitatively model the effective fluorescence exci-

tation rates, observation volume, and g-factors under

saturating conditions, one must solve the rate equations de-

scribing the fluorescent molecular system. A simple two-

state model is sufficient to capture the important saturation

dynamics. Finding a solution for the ground and excited-

state molecular populations using this two-state model is

complicated by the pulsed nature of two-photon excitation,

since one is interested in the transient excited-state popula-

tion after each laser pulse, rather than a steady-state solution.

In general, the equations must be solved numerically (14).

However, in the limit where the laser pulses are much shorter

than the fluorescence lifetime—a condition that is typically

met in two-photon microscopy—the rate equations have

a simple analytical solution. The solution specifies the aver-

age effective fluorescence excitation rate, ÆWeff(r)æ, in terms

of the instantaneous two-photon absorption rates,W(r,t), and
is written as

ÆWeffðrÞæ ¼ 1� expð�2
R
Wðr; tÞdtÞ

2

� �
fp

¼
1� exp � I20

I
2

sat

S
2ðrÞ

� �

2

0
BBB@

1
CCCAfp: (7)

Here fp is the laser pulse repetition rate and the integral in the
exponential is again evaluated over a single pulse. The quan-

tity I0 represents the peak illumination intensity, and Isat will
be referred to as the saturation intensity. The precise defi-

nition of the saturation intensity depends explicitly on the

temporal profile of the pulsed excitation. For a square tem-

poral profile the saturation intensity is defined in terms of the

fundamental system parameters as Isat¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1=s2a

p
;wherea is

the laser pulse width. For more realistic temporal pulse

profiles this expression for the saturation intensity would have

the same dependence on the two-photon absorption cross-

section and pulsewidth, but also bemultiplied by a constant of

order unity that arises from the integral in the exponent of Eq.

7. For Gaussian-shaped pulses, this constant has the value

8 ln 2=pð Þ1=4� 1:15: This constant is of little practical im-

portance for our current purposes, since Isat will generally be

used as a fitting parameter in data analysis routines. Regard-

less of the pulse shape, the saturation intensity corresponds to

the excitation intensity, for which half of the molecules at the

center of the volume would be excited by each laser pulse, if

saturation did not alter the quadratic dependence of the fluo-

rescence excitation rate on laser flux.

It is important to note that the effects of excitation satura-

tion become important at excitation intensities below the

saturation intensity. As shown in the next section, at the satu-

ration intensity the effective volume has already increased by

;45% relative to the volume in the absence of saturation.

Saturation can thus play an important role even for relatively

modest average excitation powers. For example, for a system

with a 150-GM two-photon absorption cross-section and

100-fs pulse width, the saturation intensity is 2.6 3 1030

photons/cm2/s. Assuming Gaussian pulses for a laser oper-

ating at 780 nm with an 80-MHz repetition rate and focused

to a 0.3-mm beam waist, the saturation intensity value cor-

responds to an average laser power of ;9 mW; meaning for

such a system saturation would begin to play a significant

role with as little as 4–5 mW average excitation power.

Tighter focusing or larger cross-sections will reduce this

number further still.

To quantify how saturation will modify the observation

volume the effective excitation profiles from Eq. 5 can be

applied to determine the new observation volume, Vsat, as

defined by the integral in Eq. 2. There is no simple analytical
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form for this integral, but the volume is easily computed

numerically. The results of this computation for varied ex-

citation conditions are shown below in Results and Dis-

cussion. Using this same definition for the volume, one can

also write an expression for the total average fluorescence

signal in terms of the molecular brightness as above, with ÆFæ
¼ cÆCæVsat, and c¼ kÆWeff(0)æ. Thus, according to Eq. 7, the
molecular brightness will asymptotically approach a peak

brightness value as the excitation intensity, I0, is increased
toward and beyond the saturation intensity. Under these

conditions, increases in the excitation laser power will

continue to increase the total observed fluorescence signal,

but the increase will be due to the increasing observation

volume as well as increases in the per-molecule fluorescence

signal. For low excitation intensity relative to the saturation

value, the exponential in Eq. 7 can be expanded and the

resulting molecular brightness then follows the normal

intensity-squared dependence characteristic of nonsaturated

excitation conditions.

MATERIALS AND METHODS

Rhodamine 6G diluted in nanopure water (18.2 MV/cm) was used for all

measurements. The samples were filtered with 0.2-mm filters and the con-

centration was determined using absorption measurements. Samples were

diluted to the final 100-nM concentration and loaded into plastic micro-

bridges (Hampton Research, Aliso Viejo, CA) sealed with #1.5 coverslips.

The microbridges and coverslips were coated with blocker casein buffer

(Pierce, Rockford, IL) to minimize the absorbance of dye molecules to the

surfaces of the container.

FCS measurements were performed on a homebuilt inverted two-photon

microscope using a mode-locked Tsunami Ti:Sapphire laser pumped by

a 5WMillennia solid-state laser (Spectra-Physics, Mountain View, California).

After 53 beam expansion, the 780-nm wavelength excitation light was

focused in the sample with a 403UApo 1.15 NA water immersion objective

(Olympus, Melville, NY), and the emitted light was collected by the same

objective. The excitation dichroic (675DCSX) and shortpass filter (E680SP)

were from Chroma Technology (Brattleboro, VT). The fluorescence signal

was split by a 50-50 mirror and collected with two fiber-coupled avalanche

photo diodes (EG&G, Vaudreuil, Canada) through 100-mm core diameter

multimode fibers. The outputs of the detectors were sent to an ALV correlator

(Langen, Germany) to calculate cross-correlation functions. Cross-correlation

is used to eliminate after-pulsing effects on the measured correlation curves.

The excitation power was adjusted by rotating a l/2 plate in front of a linear

polarizer. Power at the sample was determined by measuring the power at a

calibrated reference point outside the microscope, and accounts for the known

losses of the optical system. Several cross-correlation curves were acquired

at each power and averaged together. Error estimates were computed according

to published procedures (26).

RESULTS AND DISCUSSION

To consider in detail the changes in the observation volume

size and g-factors, as well as their influence on FCS

measurements, one needs to first specify the profile of the

excitation laser PSF. For fluctuation spectroscopy applica-

tions, the PSF is typically represented as either a Gaussian-

Lorentzian (GL) or three-dimensional-Gaussian (3DG)

spatial profile. The 3DG spatial profile is much more widely

used in FCS data analysis, largely due to its mathematical

simplicity. Although 3DG-based FCS equations are suffi-

cient for FCS curve fitting in many cases, a feature we make

use of later in this work, the 3DG profile does not provide

a physically accurate representation of the focused laser

profile. It therefore is not suitable for our current goal of

characterizing the saturation-modified observation volumes.

On the other hand, the GL spatial profile provides a phys-

ically correct characterization of the focused laser PSF when

the laser illumination underfills the back aperture of the mi-

croscope objective, and the GL model is therefore superior

for describing the observed saturation-induced variations de-

scribed in this work. We thus use the GL profile for the main

computations in this work regarding saturation effects on the

volume, g-factors, and FCS curves. In the Appendix, we

discuss more generally the effects of arbitrary PSF profiles

computed according to established procedures (27), and also

show that the results and volume scaling rules introduced

below for the GL profiles are valid, regardless of the extent

of overfilling or underfilling of the objective lens.

In cylindrical coordinates the GL distribution function

is written as SGLðr; zÞ ¼ ðv2
0=v

2ðzÞÞe�2ðr2=v2ðzÞÞ; with v2ðzÞ
¼ v2

0 11 z=ðzRÞð Þ2
h i

and Raleigh range zR ¼ ðpv2
0=lÞ:

Here v0 defines the 1/e
2 laser beam radius at the focal plane

and l is the laser wavelength. The unsaturated volume for

the GL distribution can be evaluated analytically and is

found to be VGL ¼ ðp2v2
0zR=4Þ; with a g-factor of gGL ¼

3/16. Using the GL model for the PSF, we can compute the

effective molecular excitation profiles at various excitation

rates with Eq. 7. The results are shown in Figs. 1 and 2, in

which the effective molecular excitation profiles are shown

for different excitation intensities relative to the saturation

intensity. For notational convenience, we introduce the

saturation parameter, Rsat ¼ ðI0=IsatÞ ¼ I0
ffiffiffiffiffiffiffiffi
s2a

p
; which

specifies the excitation intensity relative to the saturation

intensity. It is important to recognize that the saturation

intensity is dependent on the particular fluorescent species,

and that Rsat thus depends not only on the photon flux of the

excitation laser source but also on the absorption cross-

section of the fluorescent entity being observed and therefore

implicitly on the excitation wavelength as well. Moreover, in

the laboratory one typically controls the average power on the

sample rather than the intensity. Since power and intensity

are related through the beam waist of the focused excitation

and laser repetition rate, for a given excitation power the

value of Rsat will also depend on the focused beam waist and

repetition rate.

Inspection of Figs. 1 and 2 demonstrates clearly the dra-

matic increase in the size of the excitation profile as the

excitation intensity is increased, corresponding to a larger

observation volume. The altered shape of the profile, with

a flat region in the center, is also quite apparent. The size of

the observation volume and corresponding g-factors can be

computed numerically using Eqs. 2 and 3, respectively. The

absolute volume size, of course, depends upon the beam
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waist for the excitation PSF, but the scaling of the volume for

different values of Rsat is independent of the beam waist. We

thus compute a volume scaling factor by normalizing the

computed volume at a given excitation level to the

nonsaturated volume. The absolute volume for a particular

experimental setup is calculated by multiplying the volume

scaling factor, which fully accounts for saturation effects, by

the nonsaturated GL volume, VGL. The g-factors computed

at different Rsat values are also independent of the beam

waist. The volume scaling factors and g-factors are plotted in
Figs. 3 and 4. Fig. 4 also shows the scaling of the ratio

ðg=VÞ; which we denote xg/V, at different excitation levels.

We note that at an excitation intensity corresponding to one-

half of the saturation intensity the volume has already

increased by;10%. At the saturation intensity (Rsat ¼ 1) the

volume has increased by 45% over the unsaturated volume,

and by three times the saturation intensity the volume has

increased by a factor of 6. In fact, the computed volume

scaling factor for the GL excitation PSF can increase

indefinitely, although at some point the fluorescence de-

tection optics will limit the measured fluorescence signal and

thus the volume as well. For comparison purposes, the

volume scaling factors computed with the 3DG excitation

PSF are also plotted in Fig. 3. As shown in the figure, the

volume scaling factor for the 3DG model increase more

slowly with increasing excitation power than the GL volume,

reflecting the artificial and nonphysical limit of the 3DG

excitation profile along the optical axis.

We next consider how the saturation-modified excita-

tion profiles influence measured correlation curves. Once the

excitation profiles are calculated, it is a relatively straightfor-

ward procedure to evaluate the correlation curves numeri-

cally using Fourier transforms to compute the required

convolution integrals (28). To highlight the importance of

volume and g-factor shifts in FCS, we have computed the

molecular excitation profiles and corresponding correlation

curves for a series of excitation intensities. The computations

assume a purely diffusive basis for the fluorescence

fluctuations, concentration of 10 molecules/mm3, diffusion

coefficient of 3 3 10�6 cm2/s, and beam waist of 0.4 mm,

with 780-nm laser excitation. The resulting FCS curves are

shown in Fig. 5. We note that the amplitude of the correlation

functions is dramatically reduced by saturation, as is ex-

pected according to Eq. 6 due to the increasing observation

volume. The correlation amplitude has decreased by 7% at

one-half the saturation intensity, 23% at the saturation in-

tensity, and has decreased by more than a factor of 2, at

FIGURE 1 Saturation-modified profiles of the fluorescence observation

volume. Shown are radial (a) and axial (b) slices across the volume for

different degrees of saturation. The enlarged and flatter profiles have im-

portant effects on the calibration of fluctuation spectroscopy measurements.

FIGURE 2 Surface plots representing the observation volume in the

absence (a) or presence (b) of excitation saturation.

2082 Nagy et al.

Biophysical Journal 89(3) 2077–2090



excitation powers corresponding to twice the saturation

intensity. A corresponding increase in the apparent diffusion

time also accompanies the increased volume size, as should

also be expected for the larger volume profile. To highlight

this relaxation time shift, the inset in Fig. 5 shows the same

correlation curves normalized to unity. Higher excitation

intensities correspond to the curves shifted toward the right.

The apparent diffusion time has increased by a factor of 1.6

when the excitation intensity is twice the saturation intensity.

We emphasize that these curves were all computed for a

single fixed concentration, and the amplitude and timescale

changes are due solely to variations in the g-factor and the

volume.

An interesting feature of the correlation curves displayed

in Fig. 5 is that even though they are highly influenced by

saturation, up until the highest values of Rsat any one of them

can be fit quite well using the unsaturated 3DG-based FCS

function in Eq. 5. However, such fits result in excitation-

power-dependent changes in the calibration of the measure-

ment system, suggesting that the beam waist of the excitation

laser PSF and measured concentration are excitation-power-

dependent—which, of course, they are not. Nonetheless, in

practice one can calibrate the volume for a particular ex-

citation condition, and subsequent FCS curves acquired

under constant excitation conditions (i.e., with the same

absorption cross-section and laser intensity) can be analyzed

successfully using Eq. 5 without accounting explicitly for

saturation-induced volume and profile changes. However, as

soon as the excitation conditions are altered this is no longer

the case, and the excitation rate-dependent calibration of the

volume can lead to errors in data analysis. It is thus very

useful to find a suitable method to apply the results intro-

duced above for curve fitting in FCS. In principle, one can

numerically calculate the FCS curves directly within the

fitting routine using the same procedures used to compute the

curves shown in Fig. 5. However, this approach is im-

practical since it is computationally intensive, and curve-

fitting would be quite slow. Moreover, it is highly desirable

to find relatively simple curve-fitting approaches such that

they can be widely adopted.

We have therefore implemented a curve-fitting procedure

that exploits the mathematical simplicity of the 3DG-based

correlation function and makes use of the above noted con-

dition that each of the individual computed FCS curves can

be well fitted using the 3DG correlation function. The basic

strategy is to apply the computed results from Fig. 5 to

calibrate three Rsat-dependent scaling factors for the 3DG

FIGURE 3 The observation volume increases dramatically due to ex-

citation saturation. This figure illustrates the volume scaling for the GL and

3DG profiles, which relate the volume for a particular excitation condition to

the volume in the absence of saturation.

FIGURE 4 The observation volume-profile changes alter the g-factors,

and the g-factors are thus excitation-rate-dependent. The ratio of the

g-factors and observation volumes are also plotted here, and represent the

expected amplitudes of measured correlation functions under different

excitation conditions.

FIGURE 5 Correlation curves were computed for a variety of excitation

conditions under the influence of saturation. Saturation causes the amplitude

of the correlation curves to decrease and the relaxation timescale to increase.

The amplitude of the correlation curves decreases monotonically with the

value Rsat. The inset shows the same curves normalized to unity to highlight

the increasing relaxation times. Curves are shifted monotonically to the right

with increasing saturation levels. Correlation curves were computed for

a concentration of 10 molecules/mm3, diffusion coefficient of 33 10�6 cm2/

s, and beam waist of 0.4 mm, with 780-nm laser excitation.

Observation Volumes in Two-Photon FCS 2083

Biophysical Journal 89(3) 2077–2090



fitting functions. The amplitude scaling of the correlation

functions is known precisely as a function of the relative

excitation intensity, and is simply given by the scaling factor

xg/V introduced above and shown in Fig. 4. To determine the

appropriate scaling for the effective relaxation times with

saturation, the computed FCS curves of Fig. 5 were fit with

the 3DG correlation function of Eq. 5. The fitting results

provide a scaling law for the diffusion time, or equivalently

of the effective beam waist, as a function of Rsat. Normal-

izing the effective beam waist to the beam waist of the cor-

responding PSF used to compute the correlation curves yields

an intensity-dependent scaling factor, xv ¼ ðv2
eff=v

2
0Þ: We

find a scaling factor for the axial beam waist along the optical

axis, xz, in a similar manner. Both scaling factors are plotted

in Fig. 6. It is reasonable that the effective beam waists scale

differently with Rsat since the excitation PSF has unique

profiles in the radial (Gaussian) and axial (Lorentzian) di-

rections. The initial unsaturated value of the axial beam

waist, z0, was estimated in terms of the radial beam waist, v0,

by curve-fitting the computed GL-based FCS curves with

Eq. 5. We find their approximate relation to be z0 � 3:2
ðpv2

0=lÞ[ zv: Implementing this relationship in curve-

fitting routines allows FCS analysis to be carried out using

only a single free parameter for both the radial and axial

beam waists.

Summarizing, Eq. 5 can be rewritten in the following form

to be used for curve-fitting of FCS results when the excita-

tion rates are varied:

GDðtÞ ¼ 1

ÆCæ
gGL

VGL

xg=V

11 8Dt=xvv
2

0

� �
11 8Dt=xzz

2

v

� �1=2: (8)

Each of the scaling factors depends explicitly on Rsat, i.e.,

the excitation intensity relative to the saturation intensity, and

Isat becomes a new global fitting parameter in the data

analysis. However, the scaling factors themselves are not

fitting parameters—their values are uniquely determined by

the value of the Rsat, which is known from the measurement

power and the value of Isat. The axial beam waist is also not

a free parameter, but defined in terms of the radial beam

waist and excitation wavelength as noted above. Therefore,

this model specifies precisely how both the amplitude and

diffusion times of the correlation curves should vary with

Rsat, i.e., for different excitation powers or for molecules

with different absorption cross-sections. Table 1 contains

several values for these scaling factors for different values of

Rsat. These values were programmed into a lookup table for

use in curve-fitting. The scaling varies smoothly with Rsat,

so additional values can be determined from this table by

interpolation as necessary. It is important to note that

the value of Isat cannot be determined from a single FCS

measurement. Instead, one must measure a series of FCS

curves at different excitation levels and recover the

saturation intensity parameter through global analysis of

the entire data set. The free parameters for this global fit

include the concentration, saturation intensity, and the beam

waist (for instrument calibration with a known diffusion

coefficient) or the diffusion coefficient (for known beam

waist after initial calibration). Therefore, in principle, the

fitting procedure outlined here can be used to analyze FCS

data acquired over a wide range of excitation conditions

(e.g., excitation power and absorption cross-sections) with

only three free fitting parameters. Impressively, this is no

more than is routinely used in standard FCS analysis that

cannot account for saturation effects in the measurements. In

practice, this analysis does, in fact, work quite nicely, al-

though additional fitting parameters are typically required to

account for the effects of photobleaching and/or triplet state

dynamics, which are often also significant.

To demonstrate the performance of the method based on

the saturation model, we performed a series of measurements

for a Rhodamine 6G sample at different excitation levels

(Fig. 7). Measurements were made at average excitation

powers of 3, 4, 6, 8, 10, 12, 14, 16, 18, 20, 24, 28, 35, 40, and

50 mW, although several of these curves have been omitted

from the graph for visual clarity. With increasing excitation

power we observed both temporal and amplitude changes

of the correlation curves as expected. However, both the

amplitude and the relaxation time were decreasing with

increasing power. The decreasing amplitude is caused by

saturation, whereas the decreasing relaxation timescale

indicates that photobleaching was also significant in these

measurements. Photobleaching reduces the measured re-

laxation time, as molecules ‘‘disappear’’ from the measure-

ment due to bleaching before they would otherwise have

diffused out of the observation volume. Bleaching also tends

to reduce the concentration of fluorescent molecules and thus

increase the amplitude of the measured correlation curves,

limiting the overall reduction in the amplitude due to

saturation. To date, there has been no exact treatment of

how photobleaching affects FCS measurements, but there

is a commonly used approach that has proven to provide a

reasonable description (29–32). In the presence of photo-

bleaching, the diffusion-based correlation function of Eq. 8
FIGURE 6 Scaling factors for the radial and axial beam waists, computed

as described in the text.
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is multiplied by the photobleaching factor ð1� B1Be�kBtÞ=
ð1� BÞ: Here kB is the power-dependent average bleaching

rate, and B is the average bleached fraction of the molecules

in the observation volume.

The measured data series was thus fit with the bleaching-

factor-modified Eq. 8, using a global fitting routine pro-

grammed in Igor Pro (Wavemetrics, Lake Oswego, OR). The

diffusion coefficient was held fixed with the value 3 3 10�6

cm2/s. The concentration ÆCæ, beam waist v0 of the ex-

citation PSF, and saturation intensity Isat served as global free
parameters. Each measurement power had unique bleaching

factors. The excitation intensity for each measurement was

used as a fixed parameter in the fitting routines to calculate

Rsat as the saturation intensity parameter varied during fit-

ting. Using this procedure, we find good quality fits for much

of the measured data series as shown in Fig. 7. A subset of

the individual curve-fitting results and associated residuals

are plotted in Fig. 8. The corresponding behavior of the re-

covered bleaching parameters is shown in Fig. 9. We em-

phasize that these fits are achieved for the entire data set with

only three global free parameters in addition to the bleaching

parameters at each measurement power, and the model fits

both the amplitude and the temporal relaxation of the mea-

sured correlation curves. The recovered beam waist and

average excitation power corresponding to the saturation

intensity were 0.38 mm and 7 mW, respectively. This means

saturation effects become important in these measurements

with as low as 2 or 3 mW average power at the sample.

Based on rough estimates of the absorption cross-section and

laser pulse width, one would expect the saturation intensity

parameter of 10–15 mW, although the measured value is of

the correct order of magnitude. Although it remains to be

determined, we suspect the discrepancy is mainly due to the

mismatch between the actual laser beam waist and the waist

recovered from the 3DG-based fitting model, and that the

actual beam waist may be somewhat smaller than the re-

covered fitting parameter value. The temporal profile of the

laser pulses, which is not actually Gaussian as assumed, can

also play a significant role in this discrepancy.

There is some systematic variation between the data

and fits at the highest excitation powers, as shown in Fig. 8.

Nonetheless, the model introduced here is quite successful at

determining both the amplitude and approximate relaxation

timescale of the measured correlation curves even at the

highest excitation powers. The observed deviations may be

due to several factors. First, for Rsat values .;4, the 3DG-

based FCS fitting functions begin to show some small

systematic deviation from the exact FCS curve profiles

shown in Fig. 5. Perhaps more importantly, the published

models used to describe the photobleaching effects assume

that the bleaching rate is constant across the observation

volume, which clearly can lead to some systematic deviation.

We expect that more accurate models for the bleaching

process in FCS would help eliminate some of the observed

deviations. An additional benefit of this work is that the

quantitative treatment of saturation in FCS is likely to facil-

itate further systematic investigation of photobleaching

effects in FCS measurements, which otherwise is not possi-

ble, since changing the excitation power changes the instru-

ment calibration. Despite some minor systematic deviations

in the fitted curves at the highest saturation levels, the good

agreement between the measured data and the saturation

theory fits with relatively few free fitting parameters gives

good confidence in the accuracy of this treatment of the satu-

ration effects.

Now that we have demonstrated that observation volume

changes can clearly play an important role in FCS measure-

ments, and a quantitative theory for modeling these effects, it

remains to be discussed how important these observations

are in a typical FCS experiment, and more importantly

whether or not this quantitative description of the changes

can be useful in FCS and other fluctuation spectroscopy

applications. In some cases measurements can be performed

at low excitation rates such that saturation does not play

a significant role. In such circumstances there is clearly no

need for a saturation modified theory. On the other hand,

TABLE 1 Effective scaling of the three-dimensional Gaussian parameters at different saturation levels

Rsat 0.1 0.2 0.3 0.5 0.7 1 1.5 2 3 4 5 6 8 10

xg/V 1 0.99 0.97 0.93 0.87 0.76 0.59 0.45 0.28 0.19 0.14 0.11 0.07 0.05

xv 1 1.01 1.02 1.05 1.1 1.19 1.40 1.65 2.18 2.63 3.12 3.57 4.50 5.43

xz 1 1 1 1 1 1.04 1.21 1.44 2.3 4 6.2 10.2 25 41

FIGURE 7 Fluorescence cross-correlation curves measured for Rhoda-

mine 6G in water at different excitation levels. The curves were fit to the

saturation model using a global fitting routine as described in the text. For

visual clarity, not all measured excitation powers are shown.

Observation Volumes in Two-Photon FCS 2085

Biophysical Journal 89(3) 2077–2090



since saturation can become important with relatively low

average excitation flux there may often be experiments where

it is difficult to avoid saturation and still achieve good signal/

noise ratios in fluctuation measurements. Even in such cases,

however, the modified theory is not particularly essential,

provided one makes all measurements with constant ex-

citation power using only fluorescent molecules with re-

latively equivalent absorption cross-sections. On the other

hand, if one wishes to make measurements using probes with

largely differing absorption cross-sections or has a need to

vary the excitation power, the new procedures introduced

here will clearly be valuable. In fact, failure to account for

saturation in such cases could lead to serious artifacts in FCS

measurements. For example, with an instrument calibrated

at a particular value for Rsat and a measurement performed at

another (e.g., different power, different absorption cross-

section) the recovered fitting parameters will not be correct.

Depending on the degree to which Rsat changes between the

FIGURE 8 A selection of the fitted curves

from Fig. 7 are shown here with residuals to

highlight both the goodness of fit at lower ex-

citation powers and the slight systematic de-

viations between the data and fits at higher

excitation powers.
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calibration and real measurements, this could lead to misin-

terpretations of the data. For example, if one of the low

power curves from Fig. 7 is used to calibrate our measure-

ment, and a higher power curve is then fit using this cali-

bration, it will not be possible to fit the data as the single

component diffusion model. On the other hand the curve

could be nicely fit with a two-component diffusion model,

which clearly would be an incorrect interpretation of the

data. The capability to avoid such potential artifacts, even

when measuring FCS curves at different excitation inten-

sities or for molecules with different cross-sections, is one

clear reason why the quantitative treatment of saturation can

be valuable. This capability can also be particularly valuable

for multicolor applications of FCS, where absorption cross-

sections for the multiple fluorophores used in a single mea-

surement are likely to be different.

We believe this quantitative treatment of how fluctuation

measurements scale with excitation power (or absorption cross-

section) also has the potential to be of significantly broader

use in FCS measurements. A problem facing analysis of FCS

data in general is the selection of an appropriate physical

model for curve-fitting. When appropriate models are selected,

very accurate information can often be recovered through

curve-fitting of the FCS data. On the other hand, the mea-

sured curves provide very limited clues to assist with model

discrimination. The capability to use the procedures intro-

duced here to analyze FCS data with quantitative accuracy

with changing excitation conditions, e.g., average power at

the sample, can provide an important tool for model verifi-

cation in FCS analysis by testing whether recovered fitting

parameters scale appropriately with power. For example, if

bleaching or triplet-state models are included in a fitting

analysis, as they often are by necessity, even at relatively low

excitation powers, one would expect the bleaching or triplet-

crossing rates would increase proportionally with excitation

power. Diffusion coefficients or chemical kinetic rates, on

the other hand, should not change with excitation rates. It has

previously not been possible to perform such measurements

to verify fitting models because changing the excitation

power would change the instrument calibration in an un-

known manner even at quite modest average excitation po-

wers. With the tools introduced here this problem has been

removed, and using this approach it will be possible to per-

form FCS measurements under varied excitation conditions.

In some cases this may include measurements at high po-

wers, but more importantly it may be used to acquire data at

two different but still relatively low excitation powers. We

believe this can become an important tool for verifying that

the correct fitting functions are applied in FCS analysis.

Finally, when the system under investigation is not harmed

by high power excitation, it generally leads to higher signal/

noise ratios in measured data. Thus, although some caution is

certainly always warranted to avoid excessively high powers

and the related complications that can arise from too much

excitation power, using the ideas introduced here it should,

in certain types of samples, be possible to work with rela-

tively high excitation rates while maintaining the capability

to interpret measured results in terms of physically relevant

parameters.

CONCLUSIONS

Based on a fundamental physical model of the fluorescence

excitation, we described the effects of excitation saturation

on FCS measurements and provided a curve-fitting routine

for analysis of correlation curves measured with varied fluo-

rescence excitation conditions. The fitting function is based

on the simple analytical form of the correlation function for

the 3DG point spread function, and the amplitude and the

shape of the correlation function is corrected by power and

absorption cross-section-dependent scaling factors. We have

shown that this procedure can successfully describe the

amplitude and relaxation timescales for FCS curves mea-

sured over a wide range of excitation powers. This quanti-

tative description of the variation in observed fluctuation

data can be very useful in practical applications of fluctuation

spectroscopy and may help users avoid measurement arti-

facts in calibrating FCS instrumentation. More importantly,

as discussed above, we believe this treatment may lead to an

important tool for model verification for data analysis in

fluctuation spectroscopy.

APPENDIX

The Gaussian Lorentzian (GL) spatial profile for the point spread func-

tion (PSF) provides an accurate representation of the focused laser profile

when the objective lens is underfilled with a Gaussian beam. We here

explore whether the results computed using the GL profiles can be more

generally applied to account for the volume scaling and correlation curve

modifications that occur when using a more precise computation of the

focused laser profile. We conclude that the saturation-induced volume and

beam waist scaling laws introduced above can be successfully applied to

analyze FCS data regardless of the degree to which the objective lens is over-

or underfilled. We employ well-established procedures to precisely compute

the excitation laser profile for a variety of laser illumination conditions

FIGURE 9 The photobleaching rate (kb) and bleached fraction (B)
recovered from the global fitting analysis.
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(27,33). The degree of beam expansion before the objective lens is quan-

tified in terms of the overfilling factor, which is defined as the ratio of the

size of the back aperture of the objective lens to the size of the laser beam

waist at the back aperture. We have computed the PSF profiles for several

different overfilling factors, including 0.3, 0.5, 0.8, 1.2, 1.4, and 2.0, with

smaller numbers corresponding to more overfilling. Using these profiles, it is

a straightforward procedure to compute the saturation-modified profiles as

described in Eq. 7. A representative set of such radial and axial profiles are

shown in Fig. 10, which was computed for a filling factor of 0.3 (overfilled).

We stress that the plotted profiles already account for the two-photon

excitation process, which tends to suppress the relative amplitudes of the

secondary peaks relative to the central peak. One can see that the radial

profiles are mostly very similar to the GL profiles until the secondary peaks

become apparent at very high excitation rates. The axial profiles are also

rather similar to the GL profiles, although the difference becomes greater as

saturation begins to modify the effective excitation profiles, and one can

easily see the increasing amplitude of the secondary peaks relative to the

main peak with increasing excitation powers. We then followed the

procedures outlined above to compute the observation volumes, g-factors,

and FCS profiles for several different values of Rsat for each of the overfilling

factors. The scaling of the volume looks visually the same as that shown in

Fig. 3. The scaling of the g-factor for different overfilling factors is shown in

Fig. 11. One can clearly see the effects of the various focused laser profiles

on the effective shape of the observation volume from the different scaling of

the g-factors with excitation rate. However, in computing the scaling at

different excitation rates of xg/V (the ratio of the g-factor to the volume) for

different overfilling factors, we find that xg/V is independent of the degree to

which the objective lens is overfilled. This result is shown in Fig. 12.

Moreover, we find that the computed FCS autocorrelation curves associated

with the excitation profiles for different overfilling factors and saturation

levels can also be fit by a three-dimensional Gaussian-based fitting function,

using the same scaling laws for the beam waists that we introduced for the

FIGURE 10 Effective excitation profiles for varying

degrees of excitation saturation computed for an objective

lens overfilling factor of 0.3. The secondary peaks are more

pronounced for the axial profiles than for the radial

profiles.
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GL profiles. We note that these fits are not perfect, and some systematic

deviations can be seen in the fit residuals for most of the fitted curves when

using the GL-based scaling laws, as shown in Fig. 13. However, the

amplitude of the residuals relative to the correlation curve values is

extremely small, as shown in the figure. Since the noise levels present in

most real experimentally measured data sets are significantly larger than the

amplitudes of these residuals relative to the correlation curve absolute

values, we conclude one can safely employ the curve-fitting strategies

introduced in this work without significant concern about the subtle

differences between the GL model and the actual PSF. A broader

interpretation of this finding is that, at least for two-photon excitation for

which the secondary peaks of the volume are suppressed relative to the

central peak, one need not, in general, be worried about subtle systematic

problems from applying 3DG-based fitting models, regardless of the

objective overfilling factor. The one exception to this conclusion is that for

the higher values of Rsat (;$5) there are important differences between the

two PSF distributions. The details of this exception will be reported in

a forthcoming publication.
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	Appendix AThe Gaussian Lorentzian (GL) spatial profile for the point spread function (PSF) provides an accurate representation of the focused laser profile when the objective lens is underfilled with a Gaussian beam. We here explore whether the results computed using the GL profiles can be more generally applied to account for the volume scaling and correlation curve modifications that occur when using a more precise computation of the focused laser profile. We conclude that the saturation-induced volume and beam waist scaling laws introduced above can be successfully applied to analyze FCS data regardless of the degree to which the objective lens is over- or underfilled. We employ well-established procedures to precisely compute the excitation laser profile for a variety of laser illumination conditions ((27,33)). The degree of beam expansion before the objective lens is quantified in terms of the overfilling factor, which is defined as the ratio of the size of the back aperture of the objective lens to the size of the laser beam waist at the back aperture. We have computed the PSF profiles for several different overfilling factors, including 0.3, 0.5, 0.8, 1.2, 1.4, and 2.0, with smaller numbers corresponding to more overfilling. Using these profiles, it is a straightforward procedure to compute the saturation-modified profiles as described in Eq. 7. A representative set of such radial and axial profiles are shown in Fig. 10
, which was computed for a filling factor of 0.3 (overfilled). We stress that the plotted profiles already account for the two-photon excitation process, which tends to suppress the relative amplitudes of the secondary peaks relative to the central peak. One can see that the radial profiles are mostly very similar to the GL profiles until the secondary peaks become apparent at very high excitation rates. The axial profiles are also rather similar to the GL profiles, although the difference becomes greater as saturation begins to modify the effective excitation profiles, and one can easily see the increasing amplitude of the secondary peaks relative to the main peak with increasing excitation powers. We then followed the procedures outlined above to compute the observation volumes, &gamma;-factors, and FCS profiles for several different values of R
sat for each of the overfilling factors. The scaling of the volume looks visually the same as that shown in Fig. 3. The scaling of the &gamma;-factor for different overfilling factors is shown in Fig. 11
. One can clearly see the effects of the various focused laser profiles on the effective shape of the observation volume from the different scaling of the &gamma;-factors with excitation rate. However, in computing the scaling at different excitation rates of &chi;

&gamma;/V (the ratio of the &gamma;-factor to the volume) for different overfilling factors, we find that &chi;

&gamma;/V is independent of the degree to which the objective lens is overfilled. This result is shown in Fig. 12
. Moreover, we find that the computed FCS autocorrelation curves associated with the excitation profiles for different overfilling factors and saturation levels can also be fit by a three-dimensional Gaussian-based fitting function, using the same scaling laws for the beam waists that we introduced for the GL profiles. We note that these fits are not perfect, and some systematic deviations can be seen in the fit residuals for most of the fitted curves when using the GL-based scaling laws, as shown in Fig. 13
. However, the amplitude of the residuals relative to the correlation curve values is extremely small, as shown in the figure. Since the noise levels present in most real experimentally measured data sets are significantly larger than the amplitudes of these residuals relative to the correlation curve absolute values, we conclude one can safely employ the curve-fitting strategies introduced in this work without significant concern about the subtle differences between the GL model and the actual PSF. A broader interpretation of this finding is that, at least for two-photon excitation for which the secondary peaks of the volume are suppressed relative to the central peak, one need not, in general, be worried about subtle systematic problems from applying 3DG-based fitting models, regardless of the objective overfilling factor. The one exception to this conclusion is that for the higher values of R
sat (&sim;5) there are important differences between the two PSF distributions. The details of this exception will be reported in a forthcoming publication.
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