Asymptotic expansions of the distributions of estimators in canonical correlation analysis under nonnormality
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Abstract

Asymptotic expansions of the distributions of typical estimators in canonical correlation analysis under nonnormality are obtained. The expansions include the Edgeworth expansions up to order $O(1/n)$ for the parameter estimators standardized by the population standard errors, and the corresponding expansion by Hall’s method with variable transformation. The expansions for the Studentized estimators are also given using the Cornish–Fisher expansion and Hall’s method. The parameter estimators are dealt with in the context of estimation for the covariance structure in canonical correlation analysis. The distributions of the associated statistics (the structure of the canonical variables, the scaled log likelihood ratio and Rozeboom’s between-set correlation) are also expanded. The robustness of the normal-theory asymptotic variances of the sample canonical correlations and associated statistics are shown when a latent variable model holds. Simulations are performed to see the accuracy of the asymptotic results in finite samples.
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1. Introduction

Canonical correlation analysis was initiated by Hotelling [17]. The asymptotic standard errors of the sample canonical correlations under normality were provided by Hotelling [18, Eq. (5.27)]. Bartlett [5] derived the asymptotic chi-square null distribution of the likelihood ratio statistic under normality. Hsu [19] gave the asymptotic distributions of the sample canonical correlations under normality though the expression is somewhat intractable for actual computation. Under the same condition, Lawley [21] provided the asymptotic cumulants of the distributions of the sample canonical correlations up to the fourth order. In his derivation, however, the higher-order asymptotic variances or the added asymptotic variances up to order $O(n^{-2})$ were given only as approximations in some special cases since “the term of order $n^{-2}$ is extremely cumbersome” (p. 61), where $n+1$ is the sample size.

Anderson [1, Section 13.4] gave the exact distributions of the squared sample canonical correlations when two sets of variables are uncorrelated under normality. This result was generalized by Constantine [9] to the correlated cases though the expression is involved due to the use of a hyper-geometric function. For the likelihood ratio statistic with the assumption of normality, Fujikoshi [13] derived its asymptotic distributions under local and fixed alternative hypotheses. Anderson [2] gave the asymptotic covariance matrix of the sample canonical correlations and the corresponding sample coefficients of the canonical variables under normality.

The normality assumption used in the above articles has been relaxed in various aspects. Muirhead and Waterman [23] derived the asymptotic covariance matrix of the squared sample canonical correlations, and the asymptotic distributions of the likelihood ratio statistic under local and fixed alternatives with distinct population roots. Under the similar condition, Steiger and Browne [30] gave the asymptotic variances of the sample canonical correlations using the results for usual sample correlation coefficients.

Fang and Krishnaia [12] gave the single-term Edgeworth expansion of the distribution of the squared sample canonical correlation up to order $O(n^{-1/2})$ under nonnormality in the cases with possibly multiple population roots. For elliptically distributed cases with multiple roots, Eaton and Tyler [11] provided the asymptotic covariance matrix for the functions of the squared sample canonical correlations. Boik [6] derived the asymptotic covariance matrix and asymptotic biases of the sample canonical correlations and the sample coefficients of the canonical variables under nonnormality including multiple roots. Recently, Bai and He [4] gave the necessary and sufficient condition of the robustness of the normal-theory (NT) asymptotic distribution of the likelihood ratio statistic against the violation of the normality assumption in the cases including multiple roots.

General explanation about canonical correlation analysis is found in e.g., Siotani et al. [29, Chapter 22], Rencher [27, Chapter 11] and Anderson [3, Chapters 12 and 13]. The purpose of this study is to give the Edgeworth expansions of the various estimators with standardization using population asymptotic standard errors including the likelihood ratio statistic in canonical correlation analysis up to order $O(n^{-1})$ under nonnormality. The asymptotic expansions of the distributions of the Studentized parameter estimators will also be given under normality and nonnormality with the Cornish–Fisher expansion and Hall’s [15] method by variable transformation. Simulations will be performed to see the accuracy of our formulas in finite samples.

2. The covariance structure in canonical correlation analysis

In this article, canonical correlation analysis is dealt with in the context of covariance structure analysis including canonical correlations and associated coefficients as parameters. Let $\mathbf{x}$ and $\mathbf{y}$
be the \( p \times 1 \) and \( q \times 1 \) vectors of observable random variables with \( p \leq q \), respectively. The \( (p + q) \times (p + q) \) covariance matrix of \( x \) and \( y \) is denoted by

\[
\text{Cov}((x', y')') = \Sigma = \begin{bmatrix} \Sigma_{XX} & \Sigma_{XY} \\ \Sigma_{YX} & \Sigma_{YY} \end{bmatrix},
\]

(2.1)

with the corresponding unbiased sample covariance matrix based on \( N = n + 1 \) observations being

\[
S = \begin{bmatrix} S_{XX} & S_{XY} \\ S_{YX} & S_{YY} \end{bmatrix}.
\]

(2.2)

Two sets of \( p \) canonical variables, under the standard definition, are denoted by the \( p \times 1 \) vectors \( f \) and \( g \) with

\[
f' = (x - \mu_x)'A \quad \text{and} \quad g' = (y - \mu_y)'B_1,
\]

(2.3)

where \( \mu_x = \text{E}(x) \) and \( \mu_y = \text{E}(y) \); \( A \) and \( B_1 \) are the \( p \times p \) and \( q \times p \) matrices of the coefficients of canonical variables, respectively;

\[
\text{Cov}(f) = A'\Sigma_{XX}A = I_p, \quad \text{Cov}(g) = B_1'\Sigma_{YY}B_1 = I_p,
\]

\[
\text{Cov}((f', g')') = \begin{bmatrix} I_p & A \\ A & I_p \end{bmatrix}, \quad A = \text{diag}(\lambda_1, \ldots, \lambda_p) \equiv \text{diag}(\lambda'),
\]

(2.4)

where \( I_p \) is the \( p \times p \) identity matrix; and the canonical correlations \( \lambda_i \) are assumed to be \( 1 > \lambda_1 > \lambda_2 > \cdots > \lambda_p > 0 \) (the case with multiple roots will be addressed in the last section).

When \( p < q \), let

\[
B = [B_1 \quad B_2] = \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix} \quad \text{and} \quad B^{-1} = \begin{bmatrix} B_{11}^{-1} & B_{12} \\ B_{21} & B_{22}^{-1} \end{bmatrix},
\]

(2.5)

with the assumption of the existence of the inverse of \( B \) (and the inverses of matrices in the following), where \( B_2 \) is the \( q \times (q - p) \) matrix of the coefficients of residual variables for \( y \) with \( B'\Sigma_{YY}B = I_q \).

In the remaining part of this article, we deal with the case of \( p < q \). When \( p = q \), \( B \) is defined as \( B_1 \) and \( B_2 \) with associated results can be omitted. From the above definitions, we have

\[
\begin{bmatrix} A' & O \\ O & B' \end{bmatrix} \Sigma \begin{bmatrix} A & O \\ O & B \end{bmatrix} = \begin{bmatrix} I_p & A \\ A & I_p \end{bmatrix} \begin{bmatrix} O & I_q \end{bmatrix}
\]

or

\[
\Sigma = \begin{bmatrix} (AA')^{-1} & A'^{-1}A[B_{11} & B_{12}] \\ B_{11} & B_{12}^{-1} \end{bmatrix} \begin{bmatrix} \Lambda & O \\ O & \Lambda \end{bmatrix}^{-1} \begin{bmatrix} I_q & O \\ O & I_{q-p} \end{bmatrix},
\]

(2.6)

(Compare the usual decomposition of \( \Sigma_{XY}^{-1}\Sigma_{YY}^{-1}\Sigma_{YX}^{-1}\Sigma_{XX}^{-1} \), whose sample counterpart is addressed in the next section.) Note that the second equation of (2.6) shows the covariance structure in canonical correlation analysis. The \( (p^2 + q^2 + p) \times 1 \) vector \( \theta \) of population parameters in (2.6) can be defined as

\[
\theta = (\text{vec'}A, \text{vec'}B, \lambda')' \quad \text{or} \quad \theta = (\text{vec'}A'^{-1}, \text{vec'}B'^{-1}, \lambda')',
\]

(2.7)
where vec(·) is the vectorizing operator stacking the columns of an argument matrix with vec′(·) = {vec(·)}′. We employ the latter definition of θ in (2.7) since Σ is quadratic or multi-linear with respect to the parameters by this formulation, and since A′−1 and B′−1 have meanings as structure-covariances or the covariances between canonical variables and associated observable variables i.e., A′−1 = ΣXXA and B′−1 = ΣYYB (see (2.4) and (2.5)). The coefficient matrices A and B will be treated as transformed parameters afterwards.

The covariance structure of (2.6) has the rotational indeterminacy for the rows of [B21 B22] when q ≥ p + 2 in addition to the minor indeterminacy of the signs of the rows of [A−1 B11 B12] and [B21 B22]. The indeterminacy of [B21 B22] can be removed by using orthogonal rotation as in factor analysis. However, the matrix [B21 B22] or B2 is usually the nuisance parameters of little interest. So, one of the convenient methods, employed in this article, is to fix appropriate {(q − p)2 − (q − p)}2 elements in [B21 B22] at 0 to have e.g., an echelon form of [B21 B22] (note that B1 is unchanged by the rotation of [B21 B22]). For this formulation, θ is redefined as a Q × 1 vector consisting of vec(A′−1), the nonfixed elements in vec(B′−1) and λ, where Q = p2 + q2 − p − ((q − p)2 − (q − p))/2 = ((p + q)2 + (p + q))/2, which is equal to the number of the nonduplicated elements in Σ.

3. The estimators of parameters and their asymptotic distributions

The vector ħ of parameter estimators based on S is usually given from the spectral decomposition of S−1XXSXXS−1YYSYYS−1XX, whose eigenvalues are λi (i = 1, . . . , p) with the corresponding eigenvectors being the columns of S−1/2XX. where (S−1/2XX)2 = SXX and (S−1/2XX)2 = SXX.

The matrix B1 is obtained by B1 = S−1YYSXXA′−1 with A′ = diag(λ1, . . . , λp) and B2B′2 = S−1YY − B1B′1. The estimators of structure covariances are given by SXXA′ = A′−1 and SYYB = B′−1.

The vector ħ is seen as a function ħ = θ(s) of the Q × 1 vector s = v(S), where v(·) is the vectorizing operator taking the nonduplicated elements of a symmetric matrix, though the function θ(·) is an implicit one given from Σ(θ) = S. Let ħ be an element of ħ. Then, ħ is assumed to be expressed by the Taylor series as

\[
\hat{\theta} = \theta + \frac{\partial \hat{\theta}}{\partial s} \bigg|_{s=\sigma} (s - \sigma) + \frac{1}{2} \left( \frac{\partial}{\partial s} \right)^2 \hat{\theta} \bigg|_{s=\sigma} (s - \sigma)^{(2)} + \frac{1}{6} \left( \frac{\partial}{\partial s} \right)^3 \hat{\theta} \bigg|_{s=\sigma} (s - \sigma)^{(3)} + o_p(n^{-3/2}),
\]

(3.1)

where \( \hat{\theta} \) is the population value of \( \hat{\theta} \); \( \sigma = v(\Sigma); X^{(k)} = X \otimes \cdots \otimes X \) (k times); \( \otimes \) denotes Kronecker product; and s is also used as a mathematical vector variable in differentiation for simplicity of notation. Let \( w = n^{1/2}(\hat{\theta} - \theta) \). It is assumed that the cumulants of w and the corresponding asymptotic cumulants exist as follows:

\[
\begin{align*}
\kappa_1(w) &= E(w) = n^{-1/2}x_1 + o(n^{-1/2}), \\
\kappa_2(w) &= E[(w - E(w))^2] = x_2 + n^{-1}\Delta x_2 + o(n^{-1}), \\
\kappa_3(w) &= E[(w - E(w))^3] = n^{-1/2}x_3 + o(n^{-1/2}), \\
\kappa_4(w) &= E[(w - E(w))^4] - 3\{\kappa_2(w)\}^2 = n^{-1}x_4 + o(n^{-1}).
\end{align*}
\]

(3.2)
Then, it is known [24] that

\[
x_1 = \frac{1}{2} \text{tr} \left( \frac{\partial^2 \theta}{\partial \sigma \partial \sigma'} \Omega \right), \quad x_2 = \frac{\partial \theta}{\partial \sigma'} \Omega \frac{\partial \theta}{\partial \sigma},
\]

\[
x_3 = \sum_{a \geq b \geq c \geq d \geq e \geq f} \frac{\partial \theta}{\partial \sigma_{ab}} \frac{\partial \theta}{\partial \sigma_{cd}} \frac{\partial \theta}{\partial \sigma_{ef}} (\sigma_{abcdef} - 3 \sigma_{ab} \sigma_{cd} - 6 \sigma_{abcd} \sigma_{cd} - 2 \sigma_{ab} \sigma_{cd} \sigma_{ef}),
\]

(3.3)

where \( n^{-1} \Omega \) is the asymptotic covariance matrix of \( s \) i.e., \( (n \, \text{acov}(s))_{ab,cd} = (\Omega)_{ab,cd} = \sigma_{abcd} - \sigma_{ab} \sigma_{cd} \) with \( \text{acov}(\cdot) \) being the asymptotic covariance matrix of order \( O(n^{-1}) \) for the argument vector; \( (\cdot)_{ab,cd} \) denotes the \((a, b)\)th row and the \((c, d)\)th column of \( \Omega \) using double subscript notation; \( \partial \theta/\partial \sigma = \partial \hat{\theta}/\partial \hat{s} \big|_{s=\sigma} \) with the similar expressions for partial derivatives for the simplicity of notation; \( \sigma_{ab...f} = E[(X_a - E(X_a))(X_b - E(X_b))\ldots(X_f - E(X_f))] \) with \( \sigma_{ab} = (\Sigma)_{ab} \); and \( (\cdot)_{ab} \) denotes the \((a, b)\)th element of an argument matrix.

Similar expressions of \( \Delta x_2 \) and \( x_4 \) are available (see [24,14]) though they are not repeated here since they are somewhat involved. For \( \Delta x_2 \) and \( x_4 \), the partial derivatives of \( \hat{\theta} \) with respect to \( s \) up to the third order are required. The asymptotic cumulants of observable variables up to the sixth and eighth orders are also required for \( \Delta x_2 \) and \( x_4 \), respectively.

Using the asymptotic cumulants in (3.2), the Edgeworth expansion of the distribution function of standardized \( w \) or \( \hat{\theta} \) is given with Cramér’s condition for the validity as follows (see e.g., [16, Theorem 2.2; 14, p. 46]):

\[
\text{Pr} \left( \frac{w}{x_2^{1/2}} \leq z \right) = \Phi(z) - n^{-1/2} \left\{ \frac{x_1}{x_2^{1/2}} + \frac{x_3}{6x_2^{3/2}} (z^2 - 1) \right\} \phi(z) - n^{-1} \left\{ \frac{1}{2} (\Delta x_2 + x_2^2) \frac{z}{x_2} ight. \\
+ \left. \left( \frac{x_4}{24} + \frac{x_1 x_3}{6} \right) \frac{z^3 - 3z}{x_2^2} + \frac{x_3^2 (z^5 - 10z^3 + 15z)}{72x_2^2} \right\} \phi(z) + o(n^{-1}),
\]

(3.4)

where \( \phi(z) = (1/\sqrt{2\pi}) \exp(-z^2/2) \) and \( \Phi(z) = \int_{-\infty}^{z} \phi(t) \, dt \).

It is known that the distribution functions given by the Edgeworth expansions up to \( O(n^{-1/2}) \) and \( O(n^{-1}) \) are not necessarily nondecreasing in finite samples. These anomalous phenomena can be avoided by using Hall’s [15] method removing asymptotic skewness with monotone transformation. The asymptotic distribution and density functions by this method up to order \( O(n^{-1/2}) \) are

\[
\text{Pr} \left( \frac{w}{x_2^{1/2}} \leq z \right) = \Phi(g(z)) + o(n^{-1/2}),
\]

(3.5)

and

\[
f \left( \frac{w}{x_2^{1/2}} = z \right) = \phi(g(z)) \left\{ \frac{n^{-1/2} x_3}{6x_2^{1/2}} \left( z - \frac{n^{-1/2} x_1}{x_2^{1/2}} \right)^2 - 1 \right\}^2 + o(n^{-1/2}),
\]

(3.6)
The corresponding confidence interval given by Hall’s method is observable variables; and reduces to

\[ g(z) = \frac{2n^{1/2} \alpha_2^{3/2}}{\alpha_3} \left[ \left\{ \frac{n^{-1/2} \alpha_3}{6 \alpha_2^{3/2}} \left( z - \frac{n^{-1/2} \alpha_1}{\alpha_2} \right) - 1 \right\}^3 - 1 \right]. \]  

(3.7)

It is known that Hall’s method is seen as a general saddlepoint method (see [32, Section 6]) first given by Eaton and Ronchetti [10].

The asymptotic expansions given above were derived by using population asymptotic cumulants, which are in practice unavailable. On the other hand, we have the ADF (asymptotically distribution free) Studentized estimator

\[ t = \frac{n^{1/2}(\hat{\theta} - \theta)}{\hat{\sigma}_2} = \frac{w}{\hat{\sigma}_2}, \]  

(3.8)

where \( \hat{\sigma}_2 \) is a consistent estimator of \( \sigma_2 \). The asymptotic cumulants of \( t \) are

\[ \kappa_1(t) = n^{-1/2} \alpha_1' + o(n^{-1/2}), \quad \kappa_2(t) = 1 + o(1), \quad \kappa_3(t) = n^{-1/2} \alpha_3' + o(n^{-1/2}), \]  

(3.9)

where

\[ \alpha_1' = \alpha_2^{-1/2} \alpha_1 - \frac{1}{2} \alpha_2^{-3/2} \left\{ \frac{\partial}{\partial \sigma} \Omega_{22} - \frac{\partial}{\partial \sigma'} n \text{acov}(s, s'_{(4)}) \right\}, \]  

\[ \alpha_3' = \alpha_2^{-3/2} \alpha_3 - 3 \alpha_2^{-3/2} \left\{ \frac{\partial}{\partial \sigma} \Omega_{22} - \frac{\partial}{\partial \sigma'} n \text{acov}(s, s'_{(4)}) \right\}; \]  

(3.10)

\( \text{acov}(s, s'_{(4)}) \) is the asymptotic cross covariance matrix of \( s \) and \( s'_{(4)} \) up to order \( O(n^{-1}) \); \( s_{(4)} \) is the \( (p+q+3) \times 1 \) vector of the nonduplicated sample fourth-order central moments of \( p + q \) observable variables; and \( \sigma_{(4)} \) is its population counterpart [25].

Let \( z_{\bar{z}} = \Phi^{-1}(1 - \bar{z}) \) (e.g., \( \bar{z} = .05 \)). Then, the confidence interval for \( \theta \) with the asymptotic confidence coefficient \( 1 - \bar{z} \) accurate up to order \( O(n^{-1/2}) \) by the usual Cornish–Fisher expansion using consistent estimators \( \hat{x}_1' \) and \( \hat{x}_3' \) is

\[ \hat{\theta} + \left[ \pm z_{\bar{z}/2} - n^{-1/2}(\hat{x}_1' + (\hat{x}_3'/6)(z_{\bar{z}/2}^2 - 1)) \right] n^{-1/2} \hat{\sigma}_2^{1/2}. \]  

(3.11)

The corresponding confidence interval given by Hall’s method is

\[ \hat{\theta} - n^{-1/2} \hat{x}_2^{1/2} \hat{x}_1' + 6 \hat{x}_2^{1/2} (\hat{x}_3')^{-1/2} [1 - (1/2) \hat{x}_3'(\pm n^{-1/2} z_{\bar{z}/2} - (n^{-1/2}/6) \hat{x}_3')]^{1/3} - 1, \]  

(3.12)

where the validity of the use of the sample asymptotic cumulants is shown by Hall [16, pp. 122–123].

In practice, the sample counterparts of (3.10) under nonnormality tend to be unstable since they include the sample moments up to the sixth order. On the other hand, (3.10) under normality reduces to

\[ \hat{x}'_{NT1} = \hat{x}_{NT2}^{-3/2} \alpha_{NT1} - \frac{1}{2} \hat{x}_{NT2}^{-3/2} \Omega_{NT} \frac{\partial}{\partial \sigma} \hat{x}_{NT2} \]  

\[ \hat{x}'_{NT3} = \hat{x}_{NT2}^{-3/2} \alpha_{NT3} - 3 \hat{x}_{NT2}^{-3/2} \Omega_{NT} \frac{\partial}{\partial \sigma} \hat{x}_{NT2}, \]  

(3.13)
where \((\Omega_{NT})_{ab,cd} = \sigma_{ac}\sigma_{bd} + \sigma_{ad}\sigma_{bc}\); and the subscript “NT” indicates the normal-theory value or the value given under normality. A typical situation encountered in practice is to misuse the NT Studentized estimator under nonnormality. The asymptotic cumulants of the statistic under such a condition is available [25] as follows:

\[
\begin{align*}
x''_{NT1} &= x''_{NT2} x_1 = \frac{1}{2} x_{NT2}' \frac{\partial}{\partial \sigma'} \Omega \frac{\partial x_{NT2}}{\partial \sigma} ,
x''_{NT2} &= x_{NT2}' x_2 ,
x''_{NT3} &= 3 x_{NT2}' x_3 - 3 x_{NT2}' x_2 \frac{\partial}{\partial \sigma'} \Omega \frac{\partial x_{NT2}}{\partial \sigma} .
\end{align*}
\]

Eq. (3.14) can be used to study properties of the NT Studentized estimators under nonnormality.

### 4. The partial derivatives of the estimators

The remaining work for actual computation in the previous section is to have the partial derivatives of \(\hat{\theta}\) with respect to \(s\) up to the third order. Recall that \(\hat{\Sigma} = \Sigma(\hat{\theta}) = S\), which gives

\[
v(\hat{\Sigma}) = \hat{\sigma} = s.
\] (4.1)

Differentiating (4.1) with respect to \(s\), we have

\[
\frac{\partial \hat{\sigma}}{\partial \hat{\theta}} \frac{\partial \hat{\theta}}{\partial s} = \hat{s} = I_{P^*} \quad \text{with} \quad P^* = (p + q)(p + q + 1)/2.
\] (4.2)

From (4.2) with \(\hat{\sigma}\) being a one-to-one function of \(s\),

\[
\frac{\partial \hat{\theta}}{\partial s} = \left( \frac{\partial \hat{\sigma}}{\partial \hat{\theta}} \right)^{-1} .
\] (4.3)

The second and third partial derivatives are obtained from (4.3) recursively as

\[
\frac{\partial^2 \hat{\theta}}{\partial s' \partial s_{ab}} = \frac{\partial}{\partial s_{ab}} \left( \frac{\partial \hat{\sigma}}{\partial \hat{\theta}} \right)^{-1} = - \left( \frac{\partial \hat{\sigma}}{\partial \hat{\theta}} \right)^{-1} \sum_{i=1}^{P^*} \frac{\partial^2 \hat{\sigma}}{\partial \hat{\theta}' \partial \hat{\theta}_i} \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \left( \frac{\partial \hat{\sigma}}{\partial \hat{\theta}} \right)^{-1}
\]

\[
= - \frac{\partial \hat{\theta}}{\partial s'} \sum_{i=1}^{P^*} \frac{\partial \hat{\theta}'}{\partial \hat{\theta}_i} \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \frac{\partial \hat{\theta}}{\partial s'}
\] (4.4)

and

\[
\frac{\partial^3 \hat{\theta}}{\partial s' \partial s_{ab} \partial s_{cd}} = - \frac{\partial^2 \hat{\theta}}{\partial s' \partial s_{cd}} \sum_{i=1}^{P^*} \frac{\partial^2 \hat{\sigma}}{\partial \hat{\theta}' \partial \hat{\theta}_i} \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \frac{\partial \hat{\theta}}{\partial s'} - \frac{\partial \hat{\theta}}{\partial s'} \sum_{i=1}^{P^*} \frac{\partial^3 \hat{\sigma}}{\partial \hat{\theta}' \partial \hat{\theta}_i \partial \hat{\theta}_j}
\]

\[
\times \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \frac{\partial \hat{\theta}_j}{\partial s_{cd}} \frac{\partial \hat{\theta}}{\partial s'} + \frac{\partial^2 \hat{\sigma}}{\partial \hat{\theta}' \partial \hat{\theta}_i} \left( \frac{\partial^2 \hat{\theta}_i}{\partial s_{ab} \partial s_{cd} \partial s'} + \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \frac{\partial^2 \hat{\theta}}{\partial s_{cd} \partial s'} + \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \frac{\partial \hat{\theta}}{\partial s_{cd}} \frac{\partial \hat{\theta}}{\partial s'} \right)
\]

\[
(p + q \geq a \geq b \geq 1; \quad p + q \geq c \geq d \geq 1).
\] (4.5)
In (4.3), the first partial derivatives of $\hat{\Sigma}$ with respect to $\hat{\theta}$ evaluated at the population values are given using (2.6) as

\[
\frac{\partial \Sigma}{\partial a^{ij}} = \begin{bmatrix} \mathbf{E}_{ji}[A^{-1} \Lambda B^{11} \Lambda B^{12}] \end{bmatrix} + \begin{bmatrix} A'^{-1} \\ B'^{11} \Lambda \\ B'^{12} \Lambda \end{bmatrix} \mathbf{E}_{ij} \mathbf{O} \quad (i, j = 1, \ldots, p),
\]

\[
\frac{\partial \Sigma}{\partial b^{ij}} = \begin{bmatrix} \mathbf{E}_{ji} \Lambda A^{-1} \left[ B'^{11} \mathbf{B}_{11} + E_{ji}[B^{11} \mathbf{B}_{12}] \right] \end{bmatrix} \quad (i = 1, \ldots, p; j = 1, \ldots, q),
\]

\[
\frac{\partial \Sigma}{\partial b^{p+i,j}} = \begin{bmatrix} \mathbf{O} \\ \mathbf{O} \\ \mathbf{B}'^{21} \mathbf{E}_{ij} + E_{ji}[B^{21} \mathbf{B}^{22}] \end{bmatrix} \quad (i = 1, \ldots, q-p; j = 1, \ldots, q; \quad b^{p+i,j} \text{ is a nonfixed parameter})
\]

where $a^{ij} = (A^{-1})_{ij}$ and $E_{ij}$ is the matrix of an appropriate size whose $(i, j)$ th element is 1 with other elements being 0.

The nonzero second partial derivatives of $\Sigma$ with respect to $\theta$ in notation are

\[
\frac{\partial^2 \Sigma}{\partial a^{ij} \partial a^{ik}} = \begin{bmatrix} \mathbf{E}_{jk} + E_{kj} \\ \mathbf{O} \\ \mathbf{O} \end{bmatrix} \quad (i, j, k = 1, \ldots, p),
\]

\[
\frac{\partial^2 \Sigma}{\partial b^{ij} \partial a^{ik}} = \begin{bmatrix} \mathbf{O} \\ \lambda_i E_{kj} \\ \mathbf{O} \end{bmatrix} \quad (i, k = 1, \ldots, p; j = 1, \ldots, q),
\]

\[
\frac{\partial^2 \Sigma}{\partial b^{ij} \partial b^{jk}} = \begin{bmatrix} \mathbf{O} \\ \mathbf{O} \\ \mathbf{E}_{jk} + E_{kj} \end{bmatrix} \quad (i, j, k = 1, \ldots, q),
\]

\[
\frac{\partial^2 \Sigma}{\partial \lambda_i \partial a^{ij}} = \begin{bmatrix} \mathbf{O} \\ B'^{11} \mathbf{E}_{ij} \mathbf{B}^{11} \mathbf{B}^{12} \end{bmatrix} \quad (i, j = 1, \ldots, p),
\]

\[
\frac{\partial^2 \Sigma}{\partial \lambda_i \partial b^{ij}} = \begin{bmatrix} \mathbf{O} \\ E_{ji} A^{-1} \\ \mathbf{O} \end{bmatrix} \quad (i = 1, \ldots, p; j = 1, \ldots, q),
\]

with $b^{ij}$ and $b^{ik}$ being nonfixed parameters.

The nonzero third partial derivatives of $\Sigma$ with respect to $\theta$ in notation are

\[
\frac{\partial^3 \Sigma}{\partial \lambda_i \partial b^{ij} \partial a^{ik}} = \begin{bmatrix} \mathbf{O} \\ \mathbf{E}_{jk} \\ \mathbf{O} \end{bmatrix} \quad (i, k = 1, \ldots, p; j = 1, \ldots, q),
\]

5. The transformed parameter estimators

As stated earlier, the parameters $A^{-1}$ and $B^{-1}$ were employed partially due to the tractability in the covariance structure. The transformed parameters $A$ and $B_1$ are also of interest as the
coefficients of canonical variables. The asymptotic expansions of the distributions of \( \hat{A} \) and \( \hat{B}_1 \) are available when the partial derivatives with respect to coefficients of canonical variables. The asymptotic expansions of the distributions of \( 1734 \)

\[ \frac{\partial \hat{a}_{ij}}{\partial \hat{b}_{cd}} = - \sum_{k,l=1}^{p} \hat{a}_{ik} \hat{a}_{lj} \frac{\partial \hat{d}_{kl}}{\partial \hat{b}_{cd}}, \]  

(5.1a)

\[ \frac{\partial^2 \hat{a}_{ij}}{\partial \hat{b}_{cd} \partial \hat{b}_{ef}} = - \sum_{k,l=1}^{p} \left\{ \left( \frac{\partial \hat{a}_{ik}}{\partial \hat{b}_{ef}} \hat{a}_{lj} + \hat{a}_{ik} \frac{\partial \hat{d}_{kl}}{\partial \hat{b}_{cd}} \right) \frac{\partial \hat{d}_{kl}}{\partial \hat{b}_{cd} \partial \hat{b}_{ef}} + \hat{a}_{ik} \hat{a}_{lj} \frac{\partial^2 \hat{d}_{kl}}{\partial \hat{b}_{cd} \partial \hat{b}_{ef}} \right\}, \]  

(5.1b)

\[ \frac{\partial^3 \hat{a}_{ij}}{\partial \hat{b}_{cd} \partial \hat{b}_{ef} \partial \hat{b}_{gh}} = - \sum_{k,l=1}^{p} \left\{ \left( \frac{\partial^2 \hat{a}_{ik}}{\partial \hat{b}_{ef} \partial \hat{b}_{gh}} \hat{a}_{lj} + \hat{a}_{ik} \frac{\partial^2 \hat{d}_{kl}}{\partial \hat{b}_{cd} \partial \hat{b}_{gh}} \right) \frac{\partial \hat{d}_{kl}}{\partial \hat{b}_{cd} \partial \hat{b}_{ef}} + \hat{a}_{ik} \hat{a}_{lj} \frac{\partial^3 \hat{d}_{kl}}{\partial \hat{b}_{cd} \partial \hat{b}_{ef} \partial \hat{b}_{gh}} \right\} \]  

\( (i, j = 1, \ldots, p; \; p + q \geq c \geq d \geq 1; \; p + q \geq e \geq f \geq 1). \]  

(5.1c)

The partial derivatives of \( \hat{B}_1 \) are similarly obtained as above. However, we should note that for the result of \( \hat{B}_1 \) corresponding to (5.1b), the first partial derivatives of \( \hat{B}_2 \) are also required and that for the result corresponding to (5.1c) the first and second partial derivatives of \( \hat{B}_2 \) are required. Further, note that \( \hat{B} \) is seen as a function of only nonfixed parameters in \( \hat{B}^{-1} \).

Next, we deal with the summary statistics as transformed parameter estimators. The first one is the \((-2/n)\) log likelihood ratio statistic under fixed alternatives:

\[ \hat{\lambda}^2 = - \sum_{e=1}^{p} \log(1 - \hat{\lambda}_e^2). \]  

(5.2)

For (5.2), we derive the partial derivatives of \( \hat{\lambda}_e^2 \) with respect to \( \hat{s} \) using the results in the previous section as

\[ \frac{\partial^2 \hat{\lambda}_e^2}{\partial \hat{s}_{kl} \partial \hat{s}_{cd}} = 2 \hat{\lambda}_i \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl}}, \]  

\[ \frac{\partial^2 \hat{\lambda}_e^2}{\partial \hat{s}_{cd} \partial \hat{s}_{ef}} = 2 \hat{\lambda}_i \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl}} \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{cd}} + 2 \hat{\lambda}_i \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl}} \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{cd} \partial \hat{s}_{ef}}, \]  

\[ \frac{\partial^3 \hat{\lambda}_e^2}{\partial \hat{s}_{kl} \partial \hat{s}_{cd} \partial \hat{s}_{ef}} = 2 \left( \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl}} \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{cd} \partial \hat{s}_{ef}} + \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{cd}} \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl} \partial \hat{s}_{ef}} + \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl}} \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{cd} \partial \hat{s}_{ef}} + \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{kl}} \frac{\partial \hat{\lambda}_i}{\partial \hat{s}_{cd} \partial \hat{s}_{ef}} \right) \]  

\( (i = 1, \ldots, p; \; p + q \geq k \geq l \geq 1; \; p + q \geq c \geq d \geq 1; \; p + q \geq e \geq f \geq 1). \]  

(5.3)
The partial derivatives of \( \hat{l}^* \) with respect to \( s \) are given from (5.2) with (5.3) as

\[
\frac{\partial \hat{l}^*}{\partial s_{ij}} = \frac{p}{e=1} \frac{1}{1 - \hat{\lambda}_e^2} \frac{\partial \hat{\lambda}_e^2}{\partial s_{ij}}; \quad \frac{\partial^2 \hat{l}^*}{\partial s_{ij} \partial s_{kl}} = \frac{p}{e=1} \left\{ \frac{1}{(1 - \hat{\lambda}_e^2)^2} \frac{\partial \hat{\lambda}_e^2}{\partial s_{ij}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{kl}} + \frac{1}{1 - \hat{\lambda}_e^2} \frac{\partial^2 \hat{\lambda}_e^2}{\partial s_{ij} \partial s_{kl}} \right\},
\]

\[
\frac{\partial^3 \hat{l}^*}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} = \frac{p}{e=1} \left\{ \frac{2}{(1 - \hat{\lambda}_e^2)^3} \frac{\partial \hat{\lambda}_e^2}{\partial s_{ij}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{kl}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{cd}} + \frac{1}{(1 - \hat{\lambda}_e^2)^2} \left( \frac{\partial \hat{\lambda}_e^2}{\partial s_{ij}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{kl}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{cd}} + \frac{\partial \hat{\lambda}_e^2}{\partial s_{kl}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{cd}} \frac{\partial \hat{\lambda}_e^2}{\partial s_{ij}} \right) + \frac{1}{1 - \hat{\lambda}_e^2} \frac{\partial^3 \hat{\lambda}_e^2}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} \right\}
\]

\[
(p + q \geq i \geq j \geq 1; \quad p + q \geq k \geq l \geq 1; \quad p + q \geq c \geq d \geq 1).
\] (5.4)

The second summary statistic is Rozeboom’s [28] between-set correlation coefficient or a matrix correlation between \( x \) and \( y \), whose squared sample value is defined as

\[
\hat{\rho}_{XY}^2 = 1 - \frac{|S|}{|S_{XX}||S_{YY}|} = 1 - \prod_{e=1}^{p} (1 - \hat{\lambda}_e^2) = 1 - \exp(-\hat{l}^*)
\] (5.5)

(see also [18] for earlier works and statistical treatment of \( \hat{\rho}_{XY}^2 \) and \( \sqrt{1 - \hat{\rho}_{XY}^2} \) under normality).

The partial derivatives of \( \hat{\rho}_{XY}^2 \) with respect to \( s \) are given from (5.5) with (5.4) as

\[
\frac{\partial \hat{\rho}_{XY}^2}{\partial s_{ij}} = \exp(-\hat{l}^*) \frac{\partial \hat{l}^*}{\partial s_{ij}}; \quad \frac{\partial^2 \hat{\rho}_{XY}^2}{\partial s_{ij} \partial s_{kl}} = \exp(-\hat{l}^*) \left( -\frac{\partial \hat{l}^*}{\partial s_{ij}} \frac{\partial \hat{l}^*}{\partial s_{kl}} + \frac{\partial^2 \hat{l}^*}{\partial s_{ij} \partial s_{kl}} \right),
\]

\[
\frac{\partial^3 \hat{\rho}_{XY}^2}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} = \exp(-\hat{l}^*) \left( \frac{\partial \hat{l}^*}{\partial s_{ij}} \frac{\partial \hat{l}^*}{\partial s_{kl}} \frac{\partial \hat{l}^*}{\partial s_{cd}} - \frac{\partial \hat{l}^*}{\partial s_{ij}} \frac{\partial^2 \hat{l}^*}{\partial s_{kl} \partial s_{cd}} - \frac{\partial \hat{l}^*}{\partial s_{ij}} \frac{\partial \hat{l}^*}{\partial s_{cd}} \frac{\partial \hat{l}^*}{\partial s_{kl}} + \frac{\partial^3 \hat{l}^*}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} \right)
\]

\[
(p + q \geq i \geq j \geq 1; \quad p + q \geq k \geq l \geq 1; \quad p + q \geq c \geq d \geq 1).
\] (5.6)

Finally, the partial derivatives of nonsquared Rozeboom’s coefficient are given from (5.6) as

\[
\frac{\partial \hat{\rho}_{XY}}{\partial s_{ij}} = \hat{\rho}_{XY}^{-1} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{ij}}; \quad \frac{\partial^2 \hat{\rho}_{XY}}{\partial s_{ij} \partial s_{kl}} = -\hat{\rho}_{XY}^{-3} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{ij}} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{kl}} + \hat{\rho}_{XY}^{-1} \frac{\partial^2 \hat{\rho}_{XY}^2}{\partial s_{ij} \partial s_{kl}},
\]

\[
\frac{\partial^3 \hat{\rho}_{XY}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} = \frac{3}{8} \hat{\rho}_{XY}^{-5} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{ij}} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{kl}} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{cd}} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{cd}} - \frac{\hat{\rho}_{XY}^{-3}}{4} \left( \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{ij}} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{kl}} \frac{\partial \hat{\rho}_{XY}^2}{\partial s_{cd}} \right) + \frac{\hat{\rho}_{XY}^{-1}}{2} \frac{\partial^2 \hat{\rho}_{XY}^2}{\partial s_{ij} \partial s_{kl} \partial s_{cd}}
\]

\[
(p + q \geq i \geq j \geq 1; \quad p + q \geq k \geq l \geq 1; \quad p + q \geq c \geq d \geq 1).
\] (5.7)
6. Numerical examples

In this section, two numerical examples are illustrated. First, a real data numerical example is shown with simulations using Lawley and Maxwell’s [22, p. 66] correlation matrix for six school subjects \((N = 220)\). The correlation matrix was regarded as a population covariance matrix, where the six variables are reordered such that \(X_1, X_2\) and \(Y_1, \ldots, Y_4\) stand for the scores of English, Arithmetic, Gaelic, History, Algebra and Geometry, respectively. In the initial set of parameters \(A^{-1}, B^{-1}\) and \(\lambda\), the lower-left element of \(B^{21} B^{22}\) was set to 0 in order to remove the rotational indeterminacy.

Simulations were performed to have the true cumulants of the non-Studentized and NT Studentized estimators under normality and nonnormality. (The case of the ADF Studentized estimator will be dealt with later in the second numerical example.) The minor indeterminacy of the signs of the rows of \([\hat{A}^{-1} \hat{B}^{11} \hat{B}^{12}]\) and \([\hat{B}^{21} \hat{B}^{22}]\) in simulations was removed to search the patterns most similar to the population ones. Random observations were generated by the relationship \((x', y') = \Sigma z\) with \(\Sigma = \Sigma_1 \Sigma_1'\), where \(\Sigma_1\) is given from the Cholesky decomposition of \(\Sigma\) and the elements of the random vector \(z\) have independent distributions with unit variances. The chi-square distribution with 1 degree of freedom followed by standardization with unit variance was used for nonnormal data. A set of parameter estimates was obtained from the sample covariance matrix based on the random observations with the same sample size as the real one. This was replicated 1,000,000 times, which gave 1,000,000 estimates for each (transformed) parameter.

Tables 1 and 2 show the results. Table 1 and part of Table 2 contain the result of the non-Studentized parameters while the remaining part of Table 2 gives the result of the NT Studentized parameters. In the tables, simulated cumulants are shown, which were given by the \(k\)-statistics (unbiased estimators of cumulants) multiplied by the appropriate powers of \(n\) for ease of comparison with the corresponding theoretical values. In Table 2, HSE denotes the higher-order

Table 1
Theoretical and simulated cumulants of the non-Studentized estimators in six school subjects \((N = 220)\)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(\chi^2_{2}^{1/2}) (dispersion)</th>
<th>(\chi_1^{(a)}) (bias)</th>
<th>(\chi_3^{(a)}) (skewness)</th>
<th>(\chi_4^{(a)}) (kurtosis)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal</td>
<td>Chi-square ((df = 1))</td>
<td>Normal</td>
<td>Chi-square ((df = 1))</td>
</tr>
<tr>
<td></td>
<td>Th.</td>
<td>Sim.</td>
<td>Th.</td>
<td>Sim.</td>
</tr>
<tr>
<td>(\hat{\lambda}_1) = .68</td>
<td>.54</td>
<td>.53</td>
<td>.80</td>
<td>.77</td>
</tr>
<tr>
<td>(\hat{\lambda}_2) = .34</td>
<td>.88</td>
<td>.86</td>
<td>1.01</td>
<td>.97</td>
</tr>
<tr>
<td>(a_{11}) = .42</td>
<td>1.48</td>
<td>1.53</td>
<td>1.84</td>
<td>1.87</td>
</tr>
<tr>
<td>(b_{11}) = .26</td>
<td>1.38</td>
<td>1.41</td>
<td>2.21</td>
<td>2.16</td>
</tr>
<tr>
<td>(l^*) = .74</td>
<td>1.52</td>
<td>1.55</td>
<td>2.39</td>
<td>2.43</td>
</tr>
<tr>
<td>(\rho_{XY}) = .72</td>
<td>.50</td>
<td>.49</td>
<td>.79</td>
<td>.74</td>
</tr>
</tbody>
</table>

Note: Th., Theoretical values; Sim., simulated values.
asymptotic standard error of a non-Studentized estimator or $\sqrt{(\chi^2/n) + (\Delta \chi^2/n^2)}$, while SD is
the corresponding simulated value or the standard deviation from the simulation, and SE is the
usual asymptotic standard error or $\sqrt{\chi^2/n}$ for the non-Studentized estimator.

The results are shown for selected (transformed) parameters. In the tables, only $\lambda_1$ and $\lambda_2$
are initial parameters while other parameters are transformed ones. The results of the tables show
that the theoretical or asymptotic cumulants are similar to their corresponding simulated values
and that the absolute values of the cumulants under nonnormality are mostly substantially larger
than the corresponding values under normality. This stems mainly from the large kurtosis of the
chi-square distribution. It is of interest to find in Table 2 that some of the ratios HSE/ASE and
SD/SE are different from 1 by 5–6% under nonnormality while the differences are relatively small
under normality.

Table 3 shows the result of the simulation for confidence intervals based on sample cumulants
of NT Studentized estimators under normality. The simulation was performed as in Tables 1 and 2
with the reduced number of replications being 100,000 due to the excessive computation time
required to have sample cumulants in each replication. The confidence intervals with various nom-
inal confidence coefficients were constructed in three ways: the usual normal approximation, the
Cornish–Fisher expansion and Hall’s method by variable transformation (see (3.12) and (3.13)).
The values in the table show the proportions of the population parameters below the lower limits of
confidence intervals in the simulation. The table shows that except for $a_{11}$ and $b_{11}$, the simulated
proportions by the normal approximation are not satisfactory while the corresponding proportions
by the other two methods improve considerably over the results by the normal approximation.
The results of the two improved methods are similar.
Table 3
Simulated proportions of true parameters below the lower limits of the confidence intervals based on the NT Studentized estimators under normality in six school subjects (N = 220)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Method</th>
<th>Nominal values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>.0050</td>
</tr>
<tr>
<td>(\lambda_1)</td>
<td>N*</td>
<td>.0212</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0068</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0057</td>
</tr>
<tr>
<td>(\lambda_2)</td>
<td>N*</td>
<td>.0119</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0059</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0056</td>
</tr>
<tr>
<td>(a_{11})</td>
<td>N*</td>
<td>.0081</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0065</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0063</td>
</tr>
<tr>
<td>(b_{11})</td>
<td>N*</td>
<td>.0068</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0066</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0066</td>
</tr>
<tr>
<td>(l^*)</td>
<td>N*</td>
<td>.0081</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0048</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0047</td>
</tr>
<tr>
<td>(\rho_{XY})</td>
<td>N*</td>
<td>.0256</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0071</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0058</td>
</tr>
</tbody>
</table>

Note: N*, normal approximation; C–F, Cornish–Fisher expansion; Hall, Hall’s method by variable transformation.

Table 4 shows the overall errors of the asymptotic distribution functions of the estimators standardized by the population ADF standard errors. The true values were defined by the simulated distribution functions in the data used in Table 1 at the 40 points, \(-3.8, -3.6, \ldots, 4.0\). The theoretical or asymptotic values were given in four ways: the normal approximation, the single-term Edgeworth expansion up to order \(O(n^{-1/2})\), the two-term Edgeworth expansion up to order \(O(n^{-1})\), and Hall’s method by variable transformation. The overall error was defined as the square root of the mean of the squared differences of the true (simulated) values and the corresponding theoretical values of a distribution function over the 40 points. In the table we find that the two-term Edgeworth expansions have the smallest overall errors while the relative error sizes of the single-term Edgeworth expansion and Hall’s method depend on parameters.

Fig. 1 illustrates the errors of the distribution functions of the ADF standardized (standardized using the ADF standard error) estimators by the four methods at the 40 points whose summary results were given in Table 4. We find that the two-term Edgeworth expansion gives very small errors for \(\lambda_1\) and \(\rho_{XY}\) in all area.

In the second numerical example, the ADF Studentized estimator (see (3.8)) is dealt with. The sample ADF standard error is given by \(n^{-1/2}((\hat{c}\hat{\theta}/\hat{c}\hat{\sigma})\hat{\Omega}(\hat{c}\hat{\theta}/\hat{c}\hat{\sigma}))^{1/2}\). For \(\hat{\Omega}\), the unbiased estimator is available [8,20]. However, the following consistent estimator is simple and asymptotically
Table 4
$10^5 \times$ root mean square errors of the asymptotic distribution functions of the ADF standardized estimators in six school subjects ($N = 220$)

<table>
<thead>
<tr>
<th>Data</th>
<th>Method</th>
<th>Parameters</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$a_{11}$</th>
<th>$b_{11}$</th>
<th>$l^*$</th>
<th>$\rho_{XY}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$N^*$</td>
<td>4186 3062 391 442 6510 5759</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E1</td>
<td>202 127 352 212 892 444</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2</td>
<td>58 32 38 19 118 35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>315 317 352 210 242 431</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chi-square ($df = 1$)</td>
<td>$N^*$</td>
<td>4956 2296 567 886 6403 5263</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E1</td>
<td>283 447 156 354 706 345</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2</td>
<td>178 153 108 170 159 188</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>684 557 140 359 191 876</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: $N^*$, normal approximation; E1, the single-term Edgeworth expansion; E2, the two-term Edgeworth expansion; Hall, Hall’s method by variable transformation.

Fig. 1. Errors of the distribution functions of the ADF standardized estimators in six school subjects (dashed lines are the standard normal distribution; solid lines, the single term Edgeworth expansion; dotted lines, the two-term Edgeworth expansion; long dashed lines, Hall’s variable transformation).
Table 5: Theoretical and simulated cumulants of the ADF Studentized estimators in four-variable artificial data (N = 300)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Population value</th>
<th>( \frac{\chi_2^{1/2}}{\chi_{NT2}^{1/2}} )</th>
<th>( \chi_2^{1/2} ) (dispersion)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal</td>
<td>Chi-square (df = 3)</td>
<td>Normal</td>
</tr>
<tr>
<td>( \hat{\lambda}_1 )</td>
<td>.8 (1.30)</td>
<td>1</td>
<td>1.034</td>
</tr>
<tr>
<td>( \hat{\lambda}_2 )</td>
<td>.4 (1.08)</td>
<td>1</td>
<td>1.024</td>
</tr>
<tr>
<td>( a_{11} )</td>
<td>.707 (1.24)</td>
<td>1</td>
<td>1.019</td>
</tr>
<tr>
<td>( b_{11} )</td>
<td>.707 (1.33)</td>
<td>1</td>
<td>1.019</td>
</tr>
<tr>
<td>( l^* )</td>
<td>1.196 (1.35)</td>
<td>1</td>
<td>1.014</td>
</tr>
<tr>
<td>( \rho_{XY} )</td>
<td>.835 (1.35)</td>
<td>1</td>
<td>1.036</td>
</tr>
</tbody>
</table>

\( \chi_1' \) (bias) \[ \begin{array}{ccc}
\hat{\lambda}_1 & 2.60 & 2.69 & 3.20 & 3.34 \\
\hat{\lambda}_2 & .30 & .30 & .08 & .06 \\
\rho_{XY} & 1.73 & 1.77 & 1.60 & 1.66 \\
\end{array} \]
\[ \chi_3' \] (skewness) \[ \begin{array}{ccc}
4.8 & 5.5 & 6.4 & 8.2 \\
2.4 & 2.6 & 2.7 & 3.0 \\
-1.5 & -1.6 & -2.4 & -2.7 \\
5.0 & 5.8 & 6.5 & 8.5 \\
\end{array} \]

Note: Th., Theoretical values, Sim., Simulated values.

Table 5 shows the population and simulated asymptotic cumulants of the ADF Studentized estimators with \( N = 300 \), where 100,000 replications were used as before. Note that the results under normality are included for comparison though the simulated values were given using the ADF estimates instead of the NT ones. It is found that the theoretical values are reasonably close to their corresponding simulated ones. The actual standard deviations of the ADF Studentized estimators are somewhat higher than the unit asymptotic value especially in the nonnormal case.

Note: The unbiased one, and is used in this paper.

\[
(\hat{\Omega})_{ab,cd} = \frac{1}{N} \sum_{i=1}^{N} (X_{ia} - \bar{X}_a)(X_{ib} - \bar{X}_b)(X_{ic} - \bar{X}_c)(X_{id} - \bar{X}_d) - s_{ab}s_{cd}
\]

\[ (p + q \geq a \geq b \geq 1; \ p + q \geq c \geq d \geq 1), \]

where \( X_{ia} \) is the \( i \)th observation of variable \( X_a \) and \( \bar{X}_a = (1/N) \sum_{i=1}^{N} X_{ia} \).

Since (6.1) uses the sample’s fourth moment which tends to be unstable with small to moderate sample sizes, a tractable artificial data set with \( p = 2, q = 2 \) and

\[
\Sigma = \begin{bmatrix}
1 & & & \\
& 0 & 1 & \\
& 1 & 0.6 & 0.2 & 1 \\
& 0.2 & 0.6 & 0 & 1
\end{bmatrix}
\]

is used. Simulations were performed as in the first example. Nonnormal observations were similarly generated though the chi-square distribution with 3 degrees of freedom is used for each element of \( z \) (recall \( (x', y')' = \Sigma_1 z \) with \( \Sigma = \Sigma_1 \Sigma_1' \)) to have moderately nonnormal data for stability. Though \( X_1 \) and \( X_2 \) (\( Y_1 \) and \( Y_2 \)) can be exchanged without changing \( \Sigma \), they have different distributions under nonnormality due to \( \Sigma = \Sigma_1 \Sigma_1' \).

Table 5 shows the population and simulated asymptotic cumulants of the ADF Studentized estimators with \( N = 300 \), where 100,000 replications were used as before. Note that the results under normality are included for comparison though the simulated values were given using the ADF estimates instead of the NT ones. It is found that the theoretical values are reasonably close to their corresponding simulated ones. The actual standard deviations of the ADF Studentized estimators are somewhat higher than the unit asymptotic value especially in the nonnormal case,
which indicates some room of improvement by the higher-order asymptotic standard error of the ADF Studentized estimator even when \( N \) is as large as 300. Fig. 2 illustrates the simulated and theoretical densities of the ADF Studentized estimators of \( \lambda_1, a_{11} \) and \( \rho_{XY} \) under normality and nonnormality. The figure shows the improvements given by the single-term Edgeworth expansion and Hall’s method in the cases of \( \lambda_1 \) and \( \rho_{XY} \).

For the simulation of confidence intervals corresponding to that in Table 3, the sample moments up to the sixth order are required for direct application of the Cornish–Fisher expansion and Hall’s method (see (3.11) and (3.12)). This was tried but stable results were not available while the results by the usual normal approximation using the ADF standard errors were relatively stable. In Table 5 note the similarity of the cumulants of the ADF Studentized estimators under normality and nonnormality in spite of the substantial difference of \( \kappa_2^{1/2} \) and \( \kappa_{NT2}^{1/2} \) for most of the parameter estimators (see the values of \( \kappa_2^{1/2} / \kappa_{NT2}^{1/2} \) shown parenthetically in Table 5). Considering the similarity with \( \kappa_1' = \kappa_{NT1}' \) and \( \kappa_3' = \kappa_{NT3}' \) under normality (which can be algebraically derived), we constructed the confidence intervals using \( \hat{\phi}_2^{1/2} \) with stable \( \hat{\phi}_{NT1}' \) and \( \hat{\phi}_{NT3}' \) in place of unstable \( \hat{\phi}_1' \) and \( \hat{\phi}_3' \). That is, for the confidence interval by the Cornish–Fisher expansion, we used

\[
\hat{\theta} + [\pm z_{\alpha/2} - n^{-1/2} \{ \hat{\phi}_{NT1}' + (\hat{\phi}_{NT3}'/6)(z_{\alpha/2}^2 - 1) \}] n^{-1/2} \hat{\phi}_2^{1/2}
\]

(6.3)
Table 6
Simulated proportions of true parameters below the lower limits of the confidence intervals based on the ADF Studentized estimators under nonnormality (chi-square, \( df = 3 \)) in four-variable artificial data (\( N = 300 \))

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Method</th>
<th>Nominal values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>.0050</td>
</tr>
<tr>
<td>( \hat{\lambda}_1 )</td>
<td>( N^* )</td>
<td>.0223</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0101</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0087</td>
</tr>
<tr>
<td>( \hat{\lambda}_2 )</td>
<td>( N^* )</td>
<td>.0101</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0067</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0064</td>
</tr>
<tr>
<td>( a_{11} )</td>
<td>( N^* )</td>
<td>.0081</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0079</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0079</td>
</tr>
<tr>
<td>( b_{11} )</td>
<td>( N^* )</td>
<td>.0085</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0089</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0089</td>
</tr>
<tr>
<td>( l^* )</td>
<td>( N^* )</td>
<td>.0075</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0068</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0067</td>
</tr>
<tr>
<td>( \rho_{XY} )</td>
<td>( N^* )</td>
<td>.0225</td>
</tr>
<tr>
<td></td>
<td>C–F</td>
<td>.0101</td>
</tr>
<tr>
<td></td>
<td>Hall</td>
<td>.0086</td>
</tr>
</tbody>
</table>

Note: \( N^* \), Normal approximation; C–F, Cornish–Fisher expansion; Hall, Hall’s method by variable transformation. In the methods of C–F and Hall, \( \hat{\zeta}_{NT1} \) and \( \hat{\zeta}_{NT3} \) with \( \hat{\zeta}_2 \) are used.

in place of (3.11). The similar replacement was also employed in (3.12) for Hall’s method. Of course, this replacement does not guarantee the improvement of the accuracy order in the asymptotic confidence coefficient beyond that by the usual normal approximation using only \( \hat{\zeta}_2 \). However, substantial improvement was expected in finite samples.

Table 6 shows the results obtained by 100,000 confidence intervals for each parameter, where the proportions by the Cornish–Fisher expansion and Hall’s method were given by the above replacement. As expected, improvement of accuracy over the normal approximation was obtained especially for the parameters that are functions of canonical correlations.

7. Other transformed estimators

The structure covariances, used as initial parameters, can also be defined in crossed cases i.e., the covariances \( (B'_1\Sigma_{XY}) \) between \( g \) and \( x' \), and those \( (A'\Sigma_{XY}) \) between \( f \) and \( y' \). It can be shown that \( B'_1\Sigma_{XY} = \Lambda A'\Sigma_{XX} = \Lambda A^{-1} \) and \( A'\Sigma_{XY} = \Lambda B'_1\Sigma_{YY} = \Lambda [B^{11}B^{12}] \). Since the partial derivatives of \( \hat{\Lambda}^{-1} \) and \( [\hat{B}^{11}\hat{B}^{12}] \) are available, it is convenient to use these relationships. Let

\[
\text{Cov}((f', g'), (x', y')) \equiv U = \begin{bmatrix} U_{fX} & U_{fY} \\ U_{gX} & U_{gY} \end{bmatrix} = \begin{bmatrix} A^{-1} & \Lambda [B^{11}B^{12}] \\ \Lambda A^{-1} & \Lambda \end{bmatrix} .
\] (7.1)
Then, we have the partial derivatives of $\hat{U}_{gX}$:

$$
\frac{\partial \hat{U}_{gX}}{\partial s_{ij}} = \frac{\partial \hat{A}}{\partial s_{ij}} \hat{A}^{-1} + \hat{A} \frac{\partial \hat{A}^{-1}}{\partial s_{ij}},
$$

$$
\frac{\partial^{2} \hat{U}_{gX}}{\partial s_{ij} \partial s_{kl}} = \frac{\partial^{2} \hat{A}}{\partial s_{ij} \partial s_{kl}} \hat{A}^{-1} + \frac{\partial \hat{A}}{\partial s_{ij}} \frac{\partial \hat{A}^{-1}}{\partial s_{kl}} + \frac{\partial \hat{A}}{\partial s_{kl}} \frac{\partial \hat{A}^{-1}}{\partial s_{ij}} + \hat{A} \frac{\partial^{2} \hat{A}^{-1}}{\partial s_{ij} \partial s_{kl}},
$$

$$
\frac{\partial^{3} \hat{U}_{gX}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} = \frac{\partial^{3} \hat{A}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} \hat{A}^{-1} + \frac{\partial^{2} \hat{A}}{\partial s_{ij} \partial s_{kl}} \frac{\partial \hat{A}^{-1}}{\partial s_{cd}} + \frac{\partial^{2} \hat{A}}{\partial s_{kl} \partial s_{cd}} \frac{\partial \hat{A}^{-1}}{\partial s_{ij}} + \frac{\partial \hat{A}}{\partial s_{ij}} \frac{\partial^{2} \hat{A}^{-1}}{\partial s_{kl} \partial s_{cd}} + \frac{\partial \hat{A}}{\partial s_{kl}} \frac{\partial^{2} \hat{A}^{-1}}{\partial s_{cd} \partial s_{ij}} + \hat{A} \frac{\partial^{3} \hat{A}^{-1}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}},
$$

$$(p + q \geq i \geq j \geq 1; \quad p + q \geq k \geq l \geq 1; \quad p + q \geq c \geq d \geq 1). \quad (7.2)$$

The results for $\hat{U}_{fy}$ are similarly obtained.

The structures defined in covariances may also be defined in correlations including crossed ones as structure correlations. Let

$$
\text{Cor}\{(t', g'), (x', y')\} \equiv V = U[\text{Diag}(\Sigma)]^{-1/2}, \quad (7.3)
$$

where $\text{Diag}(\cdot)$ denotes the diagonal matrix with the diagonal elements of an argument matrix. Then, the partial derivatives of $\hat{V}$ are given using (7.2) as

$$
\frac{\partial \hat{V}}{\partial s_{ij}} = \frac{\partial \hat{U}}{\partial s_{ij}} [\text{Diag}(S)]^{-1/2} - \frac{1}{2} \hat{U} \delta_{ij} E_{ii} [\text{Diag}(S)]^{-3/2},
$$

$$
\frac{\partial^{2} \hat{V}}{\partial s_{ij} \partial s_{kl}} = \frac{\partial^{2} \hat{U}}{\partial s_{ij} \partial s_{kl}} [\text{Diag}(S)]^{-1/2} - \frac{1}{2} \left( \frac{\partial \hat{U}}{\partial s_{kl}} \delta_{ij} E_{ii} + \frac{\partial \hat{U}}{\partial s_{ij}} \delta_{kk} E_{kk} \right) [\text{Diag}(S)]^{-3/2}
$$

$$
+ \frac{3}{4} \hat{U} \delta_{ij} \delta_{kl} \delta_{kk} E_{ii} [\text{Diag}(S)]^{-5/2},
$$

$$
\frac{\partial^{3} \hat{V}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} = \frac{\partial^{3} \hat{U}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} [\text{Diag}(S)]^{-1/2} - \frac{1}{2} \left( \frac{\partial^{2} \hat{U}}{\partial s_{kl} \partial s_{cd}} \delta_{ij} E_{ii} + \frac{\partial^{2} \hat{U}}{\partial s_{ij} \partial s_{cd}} \delta_{kk} E_{kk} \right) [\text{Diag}(S)]^{-3/2}
$$

$$
+ \frac{3}{4} \left( \frac{\partial \hat{U}}{\partial s_{kl}} \delta_{ij} \delta_{cd} \delta_{ii} E_{ii} + \frac{\partial \hat{U}}{\partial s_{cd}} \delta_{kl} \delta_{ij} \delta_{kk} E_{kk} + \frac{\partial \hat{U}}{\partial s_{ij}} \delta_{cd} \delta_{kl} \delta_{kk} E_{ii} \right) [\text{Diag}(S)]^{-5/2}
$$

$$
\times [\text{Diag}(S)]^{-7/2} - \frac{15}{8} \hat{U} \delta_{ij} \delta_{kl} \delta_{cd} \delta_{ii} E_{ii} [\text{Diag}(S)]^{-7/2},
$$

$$(p + q \geq i \geq j \geq 1; \quad p + q \geq k \geq l \geq 1; \quad p + q \geq c \geq d \geq 1), \quad (7.4)$$

where $\delta_{ij}$ is the Kronecker delta.
The coefficients of canonical variables with respect to standardized observable variables are defined as

\[ A_\rho = D_X A \quad \text{and} \quad B_{1\rho} = D_Y B_1, \]  

(7.5) with \( D_X = \{ \text{Diag}(\Sigma_{XX}) \}^{1/2} \) and \( D_Y = \{ \text{Diag}(\Sigma_{YY}) \}^{1/2} \). The partial derivatives of \( \hat{A}_\rho \) are given by using those of \( \hat{A} \) as

\[
\begin{align*}
\frac{\partial \hat{A}_\rho}{\partial s_{ij}} &= \delta_{ij} E_{ii} \hat{D}_X^{-1} \hat{A} + \hat{D}_X \frac{\partial \hat{A}}{\partial s_{ij}}, \\
\frac{\partial^2 \hat{A}_\rho}{\partial s_{ij} \partial s_{kl}} &= -\frac{1}{4} \delta_{ij} \delta_{kl} \delta_{ik} \delta_{lj} E_{ii} \hat{D}_X^{-3} \hat{A} + \frac{\delta_{ij}}{2} E_{ii} \hat{D}_X^{-1} \frac{\partial \hat{A}}{\partial s_{kl}} + \frac{\delta_{kl}}{2} E_{kk} \hat{D}_X^{-1} \frac{\partial \hat{A}}{\partial s_{ij}} + \hat{D}_X \frac{\partial^2 \hat{A}}{\partial s_{ij} \partial s_{kl}}, \\
\frac{\partial^3 \hat{A}_\rho}{\partial s_{ij} \partial s_{kl} \partial s_{cd}} &= \frac{3}{8} \delta_{ij} \delta_{kl} \delta_{ik} \delta_{cd} \delta_{lc} E_{ii} \hat{D}_X^{-5} \hat{A} - \frac{1}{4} \delta_{ij} \delta_{kl} \delta_{ik} \delta_{lj} E_{ii} \hat{D}_X^{-3} \frac{\partial \hat{A}}{\partial s_{cd}} - \frac{1}{4} \delta_{kl} \delta_{cd} \delta_{kc} E_{kk} \hat{D}_X^{-3} \frac{\partial \hat{A}}{\partial s_{icl}} + \frac{\delta_{ij}}{2} E_{ii} \hat{D}_X^{-1} \frac{\partial^2 \hat{A}}{\partial s_{kl} \partial s_{cd}} + \frac{\delta_{kl}}{2} E_{kk} \hat{D}_X^{-1} \frac{\partial^2 \hat{A}}{\partial s_{ij} \partial s_{cd}} + \frac{\delta_{cd}}{2} E_{cc} \hat{D}_X^{-1} \frac{\partial^2 \hat{A}}{\partial s_{ij} \partial s_{kl}} + \hat{D}_X \frac{\partial^3 \hat{A}}{\partial s_{ij} \partial s_{kl} \partial s_{cd}}.
\end{align*}
\]

(7.6) The results for \( \hat{B}_{1\rho} \) are similarly obtained.

8. Issues on robustness and multiple roots

The asymptotic distributions of the parameter estimators in canonical correlation analysis under nonnormality are generally different from those under normality, which was illustrated in the numerical examples. In this section, we consider the robustness for the NT asymptotic distributions of sample canonical correlations using a model with latent variables. Let \( f_i \) and \( g_i \) be the \( i \)th elements of \( f \) and \( g \), respectively \((i = 1, \ldots, p)\). Assume that

\[
\begin{align*}
\hat{f}_i &= \lambda_i K_i \tau_i + (1 - \lambda_i^2 K_i)^{1/2} \varepsilon_{f_i}, \\
\hat{g}_i &= \lambda_i^{1-K_i} \tau_i + (1 - \lambda_i^2 (1-K_i))^{1/2} \varepsilon_{g_i},
\end{align*}
\]

(8.1) where \( \tau_i, \varepsilon_{f_i}, \) and \( \varepsilon_{g_i} \) are independently distributed. Then, it is easily seen that \( \text{Cor}(f_i, g_i) = \lambda_i \). A latent-variable model for \( x \) and \( y \) which gives (8.1) is shown in Section A.1 of the Appendix.

From now on, the subscript \( i \) is omitted for simplicity of notation. It is known that \( \text{avvar}(\hat{\lambda}) \) is the same as that of the usual sample correlation coefficient using the population coefficients of canonical variables i.e., the \( i \)th columns of \( A \) and \( B_1 \) [30, Propositions 3 and 4]. Consequently, using the formula of the asymptotic variance for the sample correlation coefficient (e.g., [31, Eq. (3.4)]), we have

\[ n \text{ avvar}(\hat{\lambda}) = \rho_{ffgg} + \frac{\lambda_i^2}{4}(\rho_{ffff} + \rho_{gggg} + 2\rho_{fgfg}) - \lambda_i(\rho_{ffgg} + \rho_{fggg}), \]

(8.2) where \( \rho_{abcd} = \sigma_{abcd}/(\sigma_{aa} \sigma_{bb} \sigma_{cc} \sigma_{dd})^{1/2} \).
When (8.1) holds with the independence assumption, we have

\[
\rho_{fff} = \lambda^4 K \kappa_4(\tau) + (1 - \lambda^2 K)^2 \kappa_4(\varepsilon_f) + 3, \quad \rho_{fgg} = \lambda^{1+2K} \kappa_4(\tau) + 3\lambda,
\]

\[
\rho_{ffg} = \lambda^2 \kappa_4(\tau) + 2\lambda^2 + 1, \quad \rho_{fgg} = \lambda^{3-2K} \kappa_4(\tau) + 3\lambda,
\]

\[
\rho_{gfg} = \lambda^{(1-K)} \kappa_4(\tau) + (1 - \lambda^{(1-K)})^2 \kappa_4(\varepsilon_g) + 3.
\]  

(8.3)

From (8.2) and (8.3), it follows that

\[
n \text{avar}(\hat{\lambda}) = \lambda^2 \kappa_4(\tau) + 2\lambda^2 + 1 + \frac{\lambda^2}{4} \left\{ (\lambda^4 K + 2\lambda^2 + \lambda^{4(1-K)}) \kappa_4(\tau) + (1 - \lambda^2 K)^2 \kappa_4(\varepsilon_f) + (1 - \lambda^{2(1-K)})^2 \kappa_4(\varepsilon_g) + 4 \lambda^2 + 8 \right\} - \lambda \left\{ (\lambda^{1+2K} + \lambda^{3-2K}) \kappa_4(\tau) + 6\lambda \right\}
\]

\[
= (1 - \lambda^2)^2 + \left\{ \lambda^2 + \frac{1}{4} (\lambda^2 + 4\lambda^2 + 2\lambda^4 + 2\lambda^6 + 8 - (\lambda^2 + 2\lambda^4 + \lambda^4 - 2\lambda^2) \right\} \kappa_4(\tau)
\]

\[
+ \frac{\lambda^2}{4} (1 - \lambda^2)^2 \kappa_4(\varepsilon_f) + \frac{\lambda^2}{4} (1 - \lambda^{2(1-K)})^2 \kappa_4(\varepsilon_g)
\]

\[
\equiv (1 - \lambda^2)^2 + \lambda_\tau \kappa_4(\tau) + \lambda_{\varepsilon_f} \kappa_4(\varepsilon_f) + \lambda_{\varepsilon_g} \kappa_4(\varepsilon_g),
\]  

(8.4)

which gives

**Theorem.** When the model of (8.1) with the mutual independence of \( \tau, \varepsilon_f \) and \( \varepsilon_g \) holds, and when

\[
\lambda_\tau \kappa_4(\tau) + \lambda_{\varepsilon_f} \kappa_4(\varepsilon_f) + \lambda_{\varepsilon_g} \kappa_4(\varepsilon_g) = 0,
\]  

(8.5)

avar(\( \hat{\lambda} \)) under nonnormality is the same as that under normality.

Note that the nonnormal cases with (8.5) exist, given arbitrary values of \( \lambda_\tau, \lambda_{\varepsilon_f} \) and \( \lambda_{\varepsilon_g} \), since the fourth cumulants take negative and positive values although there is no reason to expect that (8.5) will be satisfied in practice. Ogasawara [24, Eq. (5.4)] gave the corresponding result in the case of the usual sample correlation coefficient with \( K = \frac{1}{2} \). For this case, (8.5) becomes

\[
\lambda^2 (1 - \lambda)^2 \left\{ \frac{\kappa_4(\varepsilon_f)}{4} + \frac{\kappa_4(\varepsilon_g)}{4} \right\} = 0.
\]  

(8.6)

That is, when \( \kappa_4(\tau) + [(\kappa_4(\varepsilon_f) + \kappa_4(\varepsilon_g))/4] = 0 \), we have the robust NT avar(\( \hat{\lambda} \)) irrespective of the values of \( \lambda \). Eqs. (8.5) and (8.6) are seen as compensatory effects of the kurtosis of the latent variables.

Using the delta method with the results of Theorem gives

**Corollary.** Under the same conditions as in Theorem for \( \lambda_i \) (\( i = 1, \ldots, p \)) with the additional independence condition between different sets of latent variables \( \{\tau_i, \varepsilon_{f_i}, \varepsilon_{g_i}\} \) and \( \{\tau_j, \varepsilon_{f_j}, \varepsilon_{g_j}\} \) (\( i \neq j \)), the NT asymptotic variances of order \( O(n^{-1}) \) for \( \lambda_i^2 \) (\( i = 1, \ldots, p \)), \( \hat{\rho}_{XY}^2 \) and \( \hat{\rho}_{XY}^2 \) hold under nonnormality.

For the NT asymptotic bias of the sample correlation coefficient, a similar result of the conditional robustness is available [24, Eq. (5.5)]. Unfortunately, the result does not convey to the cases
of canonical correlations since the property corresponding to (8.2) required for the asymptotic bias does not hold.

Finally, we consider the problem of multiple roots or equal canonical correlations with some roots being 0. Let $\Lambda = \text{diag}[\Lambda_1, \ldots, \Lambda_{M^*}, 0^p]$, where $\Lambda_i = \lambda_i I_{m_i}$ ($i = 1, \ldots, M^*$) with $1 > \lambda_1 > \cdots > \lambda_{M^*} > 0$, $p = \sum_{i=1}^{M^*} m_i + m_{M^*+1}$, and $m_{M^*+1}$ is the number of 0 roots. Then, the covariance structure model of $\Sigma$ in (2.6) is not identified when some of $m_i$ is greater than 1. Assume that for some $j$ ($j \leq M^*$), $m_j \geq 2$. The corresponding two sets of $m_j$ rows of $A^{-1}$ and $[B^{11} B^{12}]$ are only identified up to the same orthogonal rotation. This indeterminacy can be removed by choosing some orthogonal rotation [6, p. 247] as was done in order to remove the rotational indeterminacy in $[B^{21} B^{22}]$ when $q \geq p + 2$. A simple example is to set appropriate $m_j(m_j - 1)/2$ elements in $A^{-1}$ or $[B^{11} B^{12}]$ to 0. When $m_{M^*+1} \geq 1$, the four submatrices, $B^{ij}$’s, should be reconstructed by the first $p - m_{M^*+1}$ rows/columns and the remaining $q - p + m_{M^*+1}$ ones in $B^{-1}$, where the rotational indeterminacy, when $q - p + m_{M^*+1} \geq 2$, in the reconstructed $[B^{21} B^{22}]$ should be removed as before. When $m_{M^*+1} \geq 2$ the rotational indeterminacy occurs also for $A^{-1}$, and should be removed as for $[B^{21} B^{22}]$. Redefining $A^{-1}$ and $B^{-1}$ after rotation, the asymptotic expansions in the previous sections can be similarly obtained, when $m_j$’s are available.

Since the sample roots are distinct with probability 1, the covariance structure model with multiple roots is no longer a saturated one. Consequently, formulas (4.3)–(4.5) cannot be used. Instead, we require discrepancy functions for estimation of the parameters, which yields the estimators depending on the functions employed. The partial derivatives of $\hat{\theta}$ with respect to $s$ tend to become involved. The case of unweighted least squares estimation will be shown in Section A.2 of the appendix.

Appendix A.

A.1. An expression of canonical variables when the inter-batter factor analysis model holds

Let $x$ and $y$ in (2.1) be given by the latent variables in inter-battery factor analysis [33, 26, Section 8f; 7,34] as

$$x = \mu_X + C_X \tau + \Psi_X^{1/2} \varepsilon_X, \quad \Psi_X^{1/2} \Psi_X^{1/2} = \Psi_X, \quad \text{Cov}(\tau) = \text{Cov}(\varepsilon_X) = I_p,$$

$$y = \mu_Y + C_Y \tau + \Psi_Y^{1/2} \varepsilon_Y, \quad \Psi_Y^{1/2} \Psi_Y^{1/2} = \Psi_Y, \quad \text{Cov}(\varepsilon_Y) = I_q,$$

$$\text{Cov}(\tau, \varepsilon_X') = 0, \quad \text{Cov}(\tau, \varepsilon_Y') = 0, \quad \text{Cov}(\varepsilon_X, \varepsilon_Y') = 0,$$  \hspace{1cm} (A.1)

where $\tau$ is a $p \times 1$ vector of common or inter-battery factors; $\varepsilon_X$ and $\varepsilon_Y$ are $p \times 1$ and $q \times 1$ vectors of battery-specific factors, respectively; $C_X, C_Y, \Psi_X^{1/2}$ and $\Psi_Y^{1/2}$ are the loading matrices of $x$ and $y$ on the associated factors.

When canonical correlations are nonzero and distinct, from (2.6) and (A.1),

$$\Sigma = \begin{bmatrix} C_X C_X' + \Psi_X & C_X C_Y' \\ C_Y C_X' & C_Y C_Y' + \Psi_Y \end{bmatrix} = \begin{bmatrix} (AA')^{-1} & A' \Lambda [B^{11} B^{12}] \\ B^{11} & B^{12} \Lambda A^{-1} \end{bmatrix} (BB')^{-1}. \hspace{1cm} (A.2)$$

From (A.2), $C_X, C_Y, \Psi_X$ and $\Psi_Y$ can be given by the parameters in canonical correlation analysis though there exists indeterminacy of factor transformation as in the usual factor analysis. It is
known that the indeterminacy is more than the rotational one found in factor analysis. In this appendix, the following expressions of loadings are employed:

\[
C_X = A^{-1} \Lambda^{(K)}, \quad C_Y = \left[ \begin{array}{c}
B'_{11} \\
B'_{12}
\end{array} \right] \Lambda^{(1-K)}, \quad (A.3)
\]

where

\[
\Lambda^{(K)} = \text{diag}(\lambda_1^K, \ldots, \lambda_p^K), \quad \Lambda^{(1-K)} = \text{diag}(\lambda_1^{1-K}, \ldots, \lambda_p^{1-K}),
\]

\[1 > \lambda_1 > \cdots > \lambda_p > 0, \quad 0 < K_i < 1 \ (i = 1, \ldots, p).\]

The matrices \(\Psi_X\) and \(\Psi_Y\) are given by

\[
\Psi_X = (AA')^{-1} - C_X C'_X = A^{-1} (I_p - \Lambda^{(2(K))}) A^{-1} > O,
\]

\[
\Psi_Y = (BB')^{-1} - C_Y C'_Y
\]

\[
= \left[ \begin{array}{c}
B'_{11} \\
B'_{12}
\end{array} \right] (I_p - \Lambda^{(2(1-K))[B^{11} B^{12}]} + \left[ \begin{array}{c}
B'_{21} \\
B'_{22}
\end{array} \right] [B^{21} B^{22}] > O, \quad (A.4)
\]

where \(\Lambda^{(2(\cdot))} = (\Lambda^{(\cdot)})^2\); and the inequalities are used in Löwner’s sense. The positive definite property consistent with the latent variable model was first shown by Rao [26, Section 8f.3] when \(K_1 = \cdots = K_p = \frac{1}{2}\).

Using (A.1) and (A.3) with \(\Psi_X^{1/2} = A'^{-1}(I_p - \Lambda^{(2(K))})^{1/2}\) and \(\Psi_Y^{1/2} = B'^{-1}\left[ \begin{array}{c}
(I_p - \Lambda^{(2(1-K))})^{1/2} \\
O \\
I_q
\end{array} \right]\) from (A.4), it follows that

\[
f = A'(x - \mu_X) = A'(A'^{-1} \Lambda^{(K)} \tau + A'^{-1}(I_p - \Lambda^{(2(K))})^{1/2} \varepsilon_X)
\]

\[
= \Lambda^{(K)} \tau + (I_p - \Lambda^{(2(K))})^{1/2} \varepsilon_X,
\]

\[
g = B'_1(y - \mu_Y) = B'_1 \left( \left[ \begin{array}{c}
B'_{11} \\
B'_{12}
\end{array} \right] \Lambda^{(1-K)} \tau + B'^{-1} \left[ \begin{array}{c}
(I_p - \Lambda^{(2(1-K))})^{1/2} \\
O \\
I_q
\end{array} \right] \varepsilon_Y \right)
\]

\[
= \Lambda^{(1-K)} \tau + [(I_p - \Lambda^{(2(1-K))})^{1/2} O] \varepsilon_Y = \Lambda^{(1-K)} \tau + (I_p - \Lambda^{(2(1-K))})^{1/2} \varepsilon_g, \quad (A.5)
\]

where \(\varepsilon_g\) is a vector whose elements are the first \(p\) elements of \(\varepsilon_Y\). It is seen that (A.5) with \(\varepsilon_X = (\varepsilon_{f_1}, \ldots, \varepsilon_{f_p})'\) and \(\varepsilon_g = (\varepsilon_{g_1}, \ldots, \varepsilon_{g_p})'\) is equivalent to (8.1) when an additional assumption of the mutual independence among \(\tau_i, \varepsilon_{f_i}\) and \(\varepsilon_{g_i}\) is employed.

A.2. The partial derivatives of the parameter estimators by unweighted least squares with respect to sample variances and covariances

Let \(\theta\) be the \(Q \times 1\) vector which minimizes

\[
F_{LS} = \frac{1}{2} \text{tr}((\Sigma - S)^2), \quad (A.6)
\]

where \(\Sigma = \Sigma(\theta)\); \(\theta\) is a vector of mathematical variables with respect to which differentiation is performed while \(\theta\) is also used as a population vector for simplicity of notation; and \(Q\) is redefined
as the number of nonduplicated free parameters in $\Sigma$. Then, we have the first-order conditions for $\hat{\theta}$

$$
\frac{\partial \hat{F}_{LS}}{\partial \hat{\theta}_i} = \frac{\partial F_{LS}}{\partial \theta_i} \bigg|_{\hat{\theta}_i = \theta_i} = \text{tr} \left\{ (\hat{\Sigma} - S) \frac{\partial \hat{\Sigma}}{\partial \hat{\theta}_i} \right\} = 0 \quad (i = 1, \ldots, Q),
$$

(A.7)

where $\frac{\partial \hat{\Sigma}}{\partial \hat{\theta}_i} = \partial \Sigma/\partial \theta_i \big|_{\hat{\theta}_i = \theta_i}$. The first partial derivatives are given by differentiating (A.7) with respect $s$, which yields

$$
\frac{\partial \hat{\theta}}{\partial s_{ab}} = -\left( \frac{\partial^2 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta}} \right)^{-1} \frac{\partial^2 \hat{F}_{LS}}{\partial \hat{\theta} \partial s_{ab}} \quad (p + q \geq a \geq b \geq 1).
$$

(A.8)

Differentiating (A.7) two and three times with respect to $s$, we have

$$
\frac{\partial^2 \hat{\theta}}{\partial s_{ab} \partial s_{cd}} = -\left( \frac{\partial^2 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta}} \right)^{-1} \left[ \sum_i \sum_j \frac{\partial^3 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{ab}} \frac{\partial \hat{\theta}_i}{\partial s_{ab}} + \sum_i \frac{\partial^3 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{cd}} \frac{\partial \hat{\theta}_i}{\partial s_{cd}} \right] + \sum_i \frac{\partial^3 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{ab}} \frac{\partial \hat{\theta}_i}{\partial s_{ab}}
$$

(A.9)

and

$$
\frac{\partial^3 \hat{\theta}}{\partial s_{ab} \partial s_{cd} \partial s_{ef}} = -\left( \frac{\partial^2 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta}} \right)^{-1} \left[ \sum_i \sum_j \sum_k \frac{\partial^4 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{ab} \partial s_{cd}} \frac{\partial \hat{\theta}_i}{\partial s_{ab}} \frac{\partial \hat{\theta}_j}{\partial s_{cd}} \frac{\partial \hat{\theta}_k}{\partial s_{ef}} 
\right.
$$

$$
+ \sum_{(U,V,W)} \sum_i \left\{ \sum_j \left( \frac{\partial^3 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{U}} \frac{\partial \hat{\theta}_i}{\partial s_{U}} \frac{\partial^2 \hat{\theta}_j}{\partial s_{V} \partial s_{W}} + \frac{\partial^4 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{V}} \frac{\partial \hat{\theta}_i}{\partial s_{V}} \frac{\partial \hat{\theta}_j}{\partial s_{W}} + \frac{\partial^4 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{W}} \frac{\partial \hat{\theta}_i}{\partial s_{W}} \frac{\partial \hat{\theta}_j}{\partial s_{U}} \right) 
\right\} \frac{\partial^3 \hat{F}_{LS}}{\partial \hat{\theta} \partial \hat{\theta} \partial s_{U}} \frac{\partial \hat{\theta}_i}{\partial s_{U}} \frac{\partial \hat{\theta}_j}{\partial s_{W}} \frac{\partial \hat{\theta}_k}{\partial s_{ef}} \right]
$$

(A.10)

where $\sum_i$ is $\sum_{i=1}^Q$ and $\sum_{(U,V,W)}$ denotes a summation over the range $(U, V, W) \in \{(ab, cd, ef), (cd, ef, ab), (ef, ab, cd)\}$.

The second partial derivatives of $\hat{\Sigma}$ with respect to $\hat{\theta}$ and $s$ evaluated at the population values are

$$
\frac{\partial^2 F_{LS}}{\partial \theta_i \partial \theta_j} = \text{tr} \left( \frac{\partial \Sigma}{\partial \theta_i} \frac{\partial \Sigma}{\partial \theta_j} \right) \bigg|_{s = \sigma} = -(2 - \delta_{cd}) \frac{\partial \sigma_{cd}}{\partial \theta_i} \quad (i, j = 1, \ldots, Q; \quad p + q \geq c \geq d \geq 1).
$$

(A.11)

Similarly, the third partial derivatives are

$$
\frac{\partial^3 F_{LS}}{\partial \theta_i \partial \theta_j \partial \theta_k} = \text{tr} \left( \frac{\partial^2 \Sigma}{\partial \theta_i \partial \theta_j} + \frac{\partial \Sigma}{\partial \theta_i} \frac{\partial^2 \Sigma}{\partial \theta_j \partial \theta_k} + \frac{\partial \Sigma}{\partial \theta_j} \frac{\partial^2 \Sigma}{\partial \theta_i \partial \theta_k} \right) \bigg|_{s = \sigma} = -(2 - \delta_{cd}) \frac{\partial^2 \sigma_{cd}}{\partial \theta_i \partial \theta_j} \quad (i, j, k = 1, \ldots, Q; \quad p + q \geq c \geq d \geq 1).
$$

(A.12)
The fourth partial derivatives are given by
\[
\frac{\partial^4 F_{LS}}{\partial \theta_i \partial \theta_j \partial \theta_k \partial \theta_l} = \text{tr}\left( \frac{\partial \Sigma}{\partial \theta_i} \frac{\partial^3 \Sigma}{\partial \theta_j \partial \theta_k \partial \theta_l} + \frac{\partial \Sigma}{\partial \theta_j} \frac{\partial^3 \Sigma}{\partial \theta_i \partial \theta_k \partial \theta_l} + \frac{\partial \Sigma}{\partial \theta_k} \frac{\partial^3 \Sigma}{\partial \theta_i \partial \theta_j \partial \theta_l} + \frac{\partial \Sigma}{\partial \theta_l} \frac{\partial^3 \Sigma}{\partial \theta_i \partial \theta_j \partial \theta_k} \right)

+ \frac{\partial^4 F_{LS}}{\partial \theta_i \partial \theta_j \partial \theta_k \partial s_{cd}} \bigg|_{s=\sigma} = -(2 - \delta_{cd}) \frac{\partial^3 \sigma_{cd}}{\partial \theta_i \partial \theta_j \partial \theta_k},
\]

\((i, j, k, l = 1, \ldots, Q; \ p + q \geq c \geq d \geq 1)\).  

(A.13)
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