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Abstract

In this paper we deal with the problem of constructing e�cient rules for the numerical evaluation of integrals of
functions which are very smooth everywhere in the domain of integration, except at the boundaries where they possess
mild singularities. In particular, we consider integrals de�ned on bounded intervals or on triangles. Integrals of this type
appear, for example, in the numerical solution of singular and weakly singular integral equations by boundary element
methods. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

In several applications, in particular in the numerical solution of singular and weakly singular
integral equations, one has to evaluate integrals of functions which are very smooth everywhere in
the domain of integration, except at the boundaries of the latter where they possess mild singularities.
This happens for instance when one has to solve one-dimensional integral equations by means of
(collocation and Galerkin) boundary elements (see [1,6,10]). In these cases we may have to deal
with integrals over bounded intervals, where the integrand functions f(x) have endpoint singularities
which can either be included into a weight function w(x), such that f(x)=w(x)g(x) with g(x)
smooth, or cannot be explicitly extracted.
A similar situation occurs in the numerical solution of two-dimensional singular and weakly sin-

gular integral equations by boundary element methods or in some �nite element methods (see [15]).
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Indeed, in these cases, having subdivided the region of integration into triangles {Ti} we may have
to compute integrals of the form∫

Ti
w(x; y)g(x; y) dx dy or

∫
Ti
f(x; y) dx dy;

where w(x; y) or f(x; y) is (weakly) singular at the boundary of Ti.
The numerical approach we present is not inuenced by the presence or not of a weight function.

Therefore, we will deal with the problem of constructing e�cient rules for the numerical evaluation
of integrals of the form∫ b

a
f(x) dx; (1.1)

and ∫
T
f(x; y) dx dy; (1.2)

where (a; b) is bounded, T is the reference triangle 06x61; 06y6x, and the integrand f has
weak singularities at the boundaries of its domain of integration, but is smooth elsewhere.
Note that in the case of a function which has also interior singularities, for instance in (a; b), we

can always subdivide (a; b) and go back to the above situation. Also in the case (1.2) this can often
be done. Thus, in general, even if the singularities are located inside the domain of integration, we
can often “con�ne” them to the boundaries of regions of integration by proper subdivisions of the
latter.
The starting point for our work is that in many applications the location of the singularities is

known a priori, and that an e�cient quadrature rule should take this information into account.
To describe the numerical approach we propose, we will con�ne our presentation to integrals

of type (1.1) where f(x) has endpoint weak singularities, and, as an example of integration over
triangles, with integrals of form (1.2) considered in [15,16], where

f(x; y) = y�(x − y)�(1− x)�r� log k r g(x; y); r =
√
x2 + y2; k = 0; 1; (1.3)

�; �; �¿− 1; � + �+ �¿− 2;

and g(x; y) is assumed smooth. In this case, f has integrable singularities at the origin and along
the edges of T . The application of our approach to other possible situations should then be straight-
forward.
Boundary singularities are less adverse than interior ones, from the point of view of the rate of

convergence of the integration formulas that we will propose (see also [3,14,17]). Moreover, they
can easily be weakened as much as we like by introducing proper smoothing changes of variable.
In the next section we will discuss some smoothing transformations that have recently been pro-

posed.
In Sections 3 and 4 we will construct rules for the numerical evaluation of (1.1) and (1.2),

respectively, and derive convergence results. Several numerical examples are presented, which show
the e�ciency of our rules.
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2. Smoothing transformations

For simplicity, let us consider the case of the integral (1.1) where f has only endpoint singularities.
If we introduce the change of variable x=’(t), with ’′(t)¿0, mapping (a; b) onto itself, we obtain

∫ b

a
f(’(t))’′(t) dt: (2.1)

By choosing ’(t) such that

’(i)(a) = 0 and ’(j)(b) = 0; i = 1; : : : ; p− 1; j = 1; : : : ; q− 1;
we can make the integrand as smooth as we like and evaluate (2.1) by means of a Gaussian rule.
In the following, for simplicity, we will refer to (a; b) ≡ (0; 1).
This very simple and natural smoothing approach is of course not new, but it has mainly been

used with p ≡ q to periodize the integrand in order to obtain high accuracy from the Trapezoidal
rule (see [2,8,9,11–13,21–24]).
Here we propose to use Gaussian rules, namely Gauss–Legendre or (generalized) Gauss–Radau

or Gauss–Lobatto formulas, since recent results (see [3,14,17]) show that when the singularities of
the function f in (1.1) are at the endpoints of the interval of integration, the rates of convergence
of these rules are more than twice those we have when the same singularities are located at interior
points.
Several periodizing (smoothing in our context) functions have been proposed in the literature.

They are of polynomial, trigonometric, rational or exponential type. Here we recall those we think
are the most relevant ones.
In [19] (see also [20]), the following polynomial transformation, which is a generalization of the

one proposed in [12] to construct lattice rules for multiple integration on the hypercube, has been
used

’1(t) =
(p+ q− 1)!

(p− 1)!(q− 1)!
∫ t

0
up−1 (1− u)q−1 du; p; q¿1: (2.2)

The integrals

	p;q(t):=
∫ t

0
up−1(1− u)q−1 du; p; q¿1

could be computed, for any t ∈ (0; 1], using the following recurrence relations:

	p;q(t) =
1

p+ q− 1 [t
p(1− t)q−1 + (q− 1)	p;q−1(t)]; p¿1; q¿2;

	p;q(t) =
1

p+ q− 1 [− t
p−1(1− t)q + (p− 1)	p−1;q(t)]; p¿2; q¿1

with the following starting value:

	1;1(t) = t:
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Numerical testing shows, however, that when t is very small the second of these relations is unstable;
in any case 	p;q(t) can be evaluated more e�ciently, for the given values of p and q, by means of
the n-point Gauss–Legendre rule, with n= b(p+ q)=2c. 1
A trigonometric transformation of the form

’(t) =
∫ t
0 (sin �u)

p−1 du∫ 1
0 (sin �u)

p−1 du
; p¿1;

has been proposed and examined in [24], and a recursive procedure to evaluate it for the chosen
value of p has also been derived. Incidentally, we note that ’(t) can be generalized to allow for a
di�erent smoothing degree at the endpoints:

’2(t) =

∫ t
0 (sin

�
2u)

p−1 (cos �2u)q−1 du∫ 1
0

(
sin �

2u
)p−1 (cos �2u)q−1 du ; p; q¿1: (2.3)

The integrals

�p;q(t):=
∫ t

0

(
sin
�
2
u
)p−1 (

cos
�
2
u
)q−1

du; p; q¿1;

in (2.3) could be computed for any t ∈ (0; 1] by using the following recurrence relations in a proper
way:

�p;p(t) =− 21−p

�(p− 1) (sin �t)
p−2cos�t +

p− 2
4(p− 1)�p−2;p−2(t);

when p ≡ q; p¿3, and

�p;q(t) =
2

�(p+ q− 2)
(
sin
�
2
t
)p (

cos
�
2
t
)q−2

+
q− 2

p+ q− 2 �p;q−2(t); p¿1; q¿3;

�p;q(t) = − 2
�(p+ q− 2)

(
sin
�
2
t
)p−2 (

cos
�
2
t
)q
+

p− 2
p+ q− 2 �p−2;q(t); p¿3; q¿1;

(2.4)

when p 6= q. The starting values are

�1;1(t) = t; �2;1(t) =
2
�

(
1− cos �

2
t
)
;

�1;2(t) =
2
�sin

�
2
t; �2;2(t) =

1
2�(1− cos�t):

However, also the second relation in (2.4) seems to be unstable when t is close to zero. In such
a situation, a direct computation of �p;q using a Gauss rule, as in the case of ’1(t), appears more
e�cient, particularly when p; q are not small.

1 Or the (n + 1)-point Gauss–Radau rule, with n = b(p + q − 1)=2c, when p¿ 1 (bxc= the greatest integer less than
or equal to x).
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A third transformation, of rational type, used in [8,22] in connection with the solution of certain
integral equations, and in [9] to evaluate Hadamard �nite-part integrals, is the following one:

’(t) =
tp

tp + (1− t)p :

Also this transformation can be easily generalized to the nonsymmetric case in order to have p− 1
and q− 1 �rst derivatives vanishing at 0 and 1, respectively. We have

’3(t) =
tp

tp + (1− t)q ; p; q¿1: (2.5)

The last transformations we consider are of exponential type:

’4(t) =
∫ t
0 e

−c=u(1−u) du∫ 1
0 e

−c=u(1−u) du
; c¿ 0;

’5(t) = 1
2 +

1
2 tanh

(
 sin h

(
�
(

1
1− t −

1
t

)))
; ; �¿ 0:

They are known as the IMT-transformation (see [11,4]) and the double exponential transformation
(see [21,4]), respectively. The �rst cannot be evaluated directly but needs to be approximated by
some truncated expansion (see [5]); the second is an alternative which does not require as much work
for its computation (see also [23]). They both have the property of having all derivatives vanish at the
endpoints; but unfortunately, they also have the drawback of concentrating many quadrature nodes
too close to the endpoints. Moreover, the parameters c; ; � must be chosen very carefully since
they a�ect the e�ciency of the transformations considerably. Although in some speci�c applications
these transformations have been shown to be quite e�cient (see [6]), we will not consider them in
the following, because of the above reasons.

3. Integrals on bounded intervals

Also in this section, for simplicity, we refer to the interval of integration (0; 1). First, we compare
the �rst three changes of variable presented in Section 2, by introducing them into (1.1) and evalu-
ating the corresponding new form (2.1) by a Gauss-type rule. Only ’2(t) has been computed using
the corresponding recurrence relations. In particular, this has been done in the examples reported in
the �rst three tables, since the values of p; q are very small and instability did not show up yet.
In Table 4 we have not used ’2(t) because its accurate evaluation, particularly when t is small,
appears more expensive than that of ’1(t) or of ’3(t).
Extensive testing has shown that the nonsymmetric transformation are the most e�cient ones for

our purposes. Moreover, when p; q are very small, we have noticed very minor di�erences between
’1(t); ’2(t) and ’3(t); nevertheless, we have preferred ’1(t). A sample of comparisons between the
performances given by the n-point Gauss–Legendre quadrature rule, after having introduced these
transformations, is reported in Tables 1–4.
Incidentally we note that, particularly when the number of nodes n is �xed and very small, by

increasing the smoothing exponents the accuracy produced by the quadrature rule may not improve
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Table 1
Gauss–Legendre absolute errors obtained with ’i; i = 1; 2; 3 when f(x) = log x

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 1 3.14E−02 2.60E−03 1.96E−04 1.36E−05 9.01E−07 5.81E−09 3.68E−09
3 1 2.31E−02 4.27E−04 8.28E−06 1.49E−07 2.54E−09 4.14E−11 6.63E−13
4 1 4.90E−02 1.26E−04 5.83E−07 2.68E−09 1.16E−11 4.84E−14 —a

5 1 1.87E−01 6.43E−05 6.32E−08 7.21E−11 7.85E−14 — —

’2 2 1 3.71E−02 3.19E−03 2.41E−04 1.68E−05 1.11E−06 7.16E−08 4.55E−09
3 1 8.75E−02 6.91E−04 1.36E−05 2.46E−07 4.17E−09 6.81E−11 1.09E−12
4 1 1.44E−01 1.96E−04 1.32E−06 6.12E−09 2.65E−11 1.09E−13 —
5 1 1.09E−01 1.54E−03 2.00E−07 2.34E−10 2.56E−13 — —

’3 2 1 2.93E−03 2.33E−03 1.90E−04 1.35E−05 9.00E−07 5.80E−08 3.68E−09
3 1 2.77E−01 1.07E−02 4.83E−06 1.47E−07 2.53E−09 4.14E−11 6.63E−13
4 1 3.60E−01 2.48E−03 7.23E−05 3.21E−09 1.15E−11 4.73E−14 —
5 1 2.46E−01 6.03E−02 4.54E−04 1.45E−08 7.79E−14 — —

aHere and in the tables below the symbol — means that the corresponding approximation has achieved full accuracy, i.e.,
14 signi�cant digits in our case.

Table 2
Gauss–Legendre absolute errors obtained with ’i; i = 1; 2; 3 when f(x) = 2x log x + (1− x) log(1− x)

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 2 2.14E−01 1.29E−03 4.41E−06 1.86E−08 7.89E−11 3.25E−13 —
3 3 4.43E−01 2.10E−02 1.43E−06 2.35E−10 5.77E−14 — —
4 4 5.86E−01 7.92E−02 2.03E−06 1.26E−11 — — —
5 5 6.66E−01 1.54E−01 9.21E−05 3.70E−12 — — —

’2 2 2 2.59E−01 1.46E−03 2.62E−06 1.22E−08 5.29E−11 2.19E−13 —
3 3 5.01E−01 4.33E−02 1.15E−06 8.81E−11 2.42E−14 — —
4 4 6.34E−01 1.26E−01 1.08E−04 2.28E−12 — — —
5 5 6.99E−01 2.20E−01 1.17E−03 4.06E−13 — — —

’3 2 2 4.74E−01 6.05E−02 2.31E−04 1.09E−09 8.51E−12 3.59E−14 —
3 3 7.03E−01 3.20E−01 1.73E−02 1.18E−05 1.20E−12 — —
4 4 7.44E−01 5.51E−01 9.56E−02 6.78E−04 7.54E−09 — —
5 5 7.49E−01 6.72E−01 2.27E−01 6.15E−03 1.01E−06 — —

at all or even become worse. This is due to the increasing atness of the new integrand function
around the singular points.
Our approach has been strongly suggested by the following convergence results, which refer to

the use of a n-point Gauss–Legendre (or (n+1)-point Gauss–Radau or (n+2)-point Gauss–Lobatto)
quadrature formula:∫ 1

0
f(x) dx = �1; jw0f(0) +

n∑
i=1

wn; if(xn; i) + �1;lwn+1f(1) + Rn(j; l;f); (3.1)

where �r; s denotes the Kronecker symbol, j; l∈{0; 1}.
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Table 3
Gauss–Legendre absolute errors obtained with ’i; i = 1; 2; 3 when f(x) = x−1=5

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 1 1.08E−02 1.52E−03 1.94E−04 2.31E−05 2.63E−06 2.93E−07 3.23E−08
3 1 3.93E−03 1.84E−04 8.13E−06 3.31E−07 1.27E−08 4.73E−10 1.73E−11
4 1 1.78E−03 2.34E−05 3.43E−07 4.71E−09 6.09E−11 7.57E−13 1.22E−14
5 1 — — — — — — —

’2 2 1 1.13E−02 1.79E−03 2.29E−04 2.73E−05 3.11E−06 3.47E−07 3.82E−08
3 1 1.22E−02 2.71E−04 1.21E−05 4.92E−07 1.89E−08 7.04E−10 2.57E−11
4 1 1.68E−03 4.27E−05 6.61E−07 9.12E−09 1.18E−10 1.43E−12 3.95E−14
5 1 4.27E−02 7.96E−05 1.04E−12 — — — —

’3 2 1 3.21E−02 1.08E−03 1.91E−04 2.30E−05 2.63E−06 2.93E−07 3.23E−08
3 1 6.57E−02 1.85E−03 5.21E−06 3.28E−07 1.27E−08 4.72E−10 1.73E−11
4 1 5.60E−02 1.82E−02 3.90E−05 4.61E−09 6.07E−11 7.55E−13 —
5 1 2.67E−01 2.94E−02 1.12E−04 4.02E−10 — — —

Table 4
Gauss–Legendre absolute errors obtained with ’i; i = 1; 3 when f(x) = x−0:91

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 8 1 6.55E−01 2.79E−01 1.11E−01 4.28E−02 1.61E−02 6.01E−03 2.23E−03
11 1 1.19E−02 3.63E−03 1.03E−03 2.75E−04 7.19E−05 1.85E−05 4.72E−06
17 1 1.13E−01 1.75E−02 2.45E−03 3.20E−04 4.02E−05 4.93E−06 5.99E−07
20 1 4.29E−02 4.65E−03 4.56E−04 4.15E−05 3.61E−06 3.06E−07 2.56E−08
25 1 2.97E−02 1.73E−03 9.35E−05 4.65E−06 2.19E−07 1.00E−08 4.50E−10
35 1 1.22E−02 1.75E−04 2.75E−06 4.05E−08 5.60E−10 7.46E−12 1.24E−13
50 1 1.11E−01 6.61E−05 1.44E−07 3.30E−10 6.70E−13 2.13E−14 4.44E−14

’3 8 1 5.63E−01 2.16E−01 1.10E−01 4.28E−02 1.61E−02 6.00E−03 2.23E−03
11 1 8.70E−01 6.31E−02 1.76E−03 2.70E−04 7.19E−05 1.85E−05 4.72E−06
17 1 2.39E+00 5.09E−01 3.25E−02 2.21E−04 4.02E−05 4.93E−06 5.98E−07
20 1 2.68E+00 7.05E−01 3.89E−02 2.50E−04 3.61E−06 3.06E−07 2.56E−08
25 1 2.85E+00 8.41E−01 2.44E−02 8.65E−04 1.35E−07 1.00E−08 4.50E−10
35 1 2.88E+00 3.86E−01 2.53E−01 6.24E−03 2.77E−06 7.88E−12 1.24E−13
50 1 2.46E+00 1.44E+00 1.75E−01 2.18E−02 4.07E−05 7.00E−11 6.22E−14

Theorem 1 (see Monegato [18]). Let f(x) = xm log k x; with m¿k positive integers. Then we have

Rn(0; 0;f) = O(n−2m−2+�); (3.2)

with �¿ 0 arbitrarily small.

Remark 1. For k = 1 we actually have (see [3]) the sharper bound O(n−2m−2 log n).
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Theorem 2 (see K�untz [14]). Let f(x)=x�; � not an integer; with �¿−1 if in (3:1) we set j=l=0
and �¿ 0 if in (3:1) j = 1. Then we have

Rn(j; l;f) = O(n−2�−2): (3.3)

These �rst two theorems are useful when, for instance, it is known a priori that the integrand
function admits an expansion whose terms are of the form x�((1−x)�); xm log k x((1−x)m log k(1−x)),
with � not an integer.
Similar error bounds have been also derived in [17] for functions which do not admit expansions

of the above type, but nevertheless belong to one of the sets

Cm� [0; 1] := {f∈L1(0; 1) : xi−�f(i)(x)∈C[0; 1]; i = 0; : : : ; m};
�C
m
� [0; 1] := {f∈L1(0; 1) : [x(1− x)]i−�f(i)(x)∈C[0; 1]; i = 0; : : : ; m}:

They are recalled in the next two theorems, where we have de�ned

�(x) := xm−�f(x); f∈Cm� [0; 1];
��(x) := [x(1− x)]m−�f(x); f∈ �C

m
� [0; 1];

Em(f) = minpm∈�m‖f − pm‖∞;
�m being the space of algebraic polynomials of degree m.

Theorem 3. Let f(x)∈Cm� [0; 1]; with �¿0 and m¿ 2� + 2. Then we have

| Rn(0; l;f)|6c log nn2�+2
En−m−1(�(m)); (3.4)

with a constant c independent of n and f.

Proof. Estimate (3.4) follows from the results obtained in [17].

Theorem 4 (see Mastroianni [17]). 2 Let f(x)∈ �C
m
� [0; 1]; with �¿0 and m¿ 2�+2. Then we have

|Rn(0; 0;f)|6c log nn2�+2
En−m−1( ��

(m)
); (3.5)

with a constant c independent of n and f.

One of the main advantages of our approach is that we need to regularize the integrand only
at the endpoints where it is singular. Furthermore, the smoothing exponent does not need to be
the same at each endpoint; actually it needs to be the smallest one which guarantees the required
degree of smoothness. This is important since the higher the exponent, the higher the concentration
of quadrature nodes produced by the transformation near the corresponding endpoint.
When the transformation ’(t) is used to periodize the integrand, in order to obtain high accuracy

using the Trapezoidal rule, the number of vanishing derivatives must generally be the same at both

2 Notice that Theorems 4 and 5 in [17] trivially hold also when there we assume �= 0.
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Table 5
Absolute errors obtained by Gauss–Legendre (with ’1) and Trapezoidal (with ’3) rules when f(x) = log x

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 1 3.14E−02 2.60E−03 1.96E−04 1.36E−05 9.01E−07 5.81E−08 3.68E−09
and 3 1 2.31E−02 4.27E−04 8.28E−06 1.49E−07 2.54E−09 4.14E−11 6.63E−13
G.L. 4 1 4.90E−02 1.26E−04 5.83E−07 2.68E−09 1.16E−11 4.84E−14 —

5 1 1.87E−01 6.43E−05 6.32E−08 7.21E−11 7.85E−14 — —

’3 2 2 1.20E−01 5.05E−02 1.77E−02 5.63E−03 1.69E−03 4.87E−04 1.37E−04
and 3 3 2.89E−02 3.01E−03 2.38E−04 4.37E−05 6.62E−06 9.20E−07 1.22E−07
T. 4 4 3.87E−02 1.78E−02 4.87E−04 5.93E−06 4.80E−07 3.65E−08 2.67E−09

5 5 2.23E−01 1.68E−02 2.87E−03 2.98E−06 3.44E−09 1.39E−10 4.96E−12

endpoints. But this also means that we will unnecessarily concentrate quadrature nodes near an
endpoint where the function is, for instance, smooth.
Another important advantage of our approach is its rate of convergence, which is more than twice

that produced, for example, by the use of the corresponding symmetric version of the transformation
’2(t) combined with the Trapezoidal rule (see [24]). Indeed, for example, for functions of form

f(x) =

{
x�g(x); g(x) smooth with g(0) 6= 0;
x�(1− x)g(x); g(x) smooth with g(0) 6= 0; g(1) 6= 0;

where we assume �; ¿− 1, by taking exponents p= q=m+1 in ’2(t), an error estimate of type
O(n−!) was derived in [24], where

!=min{(m+ 1)(� + 1); m+ 1}; m odd;

!=min{(m+ 1)(� + 1); 2m+ 2}; m even;

in the �rst case, and

!=min{(m+ 1)(� + 1); (m+ 1)(+ 1)}; m even;

in the second one. With our approach, choosing p = m + 1; q = 1 in ’1(t) in the �rst case, and
p= q=m+ 1 in the second one, by applying (3.1) with j = l= 0, from the Theorem 2 above, for
example, we obtain the error estimates

O(n−2(m+1)(�+1)) (3.6)

and

O(n−2(m+1)(�+1)); (3.7)

where �=min{�; }, respectively.
From Tables 5–10, we have compared the absolute errors produced by our approach, based on

the transformation ’1(t) and the n-point Gauss–Legendre rule, with those generated by the n-point
Trapezoidal rule. The Trapezoidal rule was applied after introducing a change of variable using a
symmetric form of ’3(t), with exponents p= q equal to the maximum one in ’1(t).
In the case of the Trapezoidal rule we have used the rational transformation ’3(t), since in all

examples we have considered it has given slightly better results.
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Table 6
Absolute errors obtained by Gauss–Legendre (with ’1) and Trapezoidal (with ’3) rules when f(x) = x log x

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 1 1.23E−02 3.15E−05 1.46E−07 6.70E−10 2.90E−12 1.19E−14 —
and 3 1 7.89E−02 1.42E−05 2.50E−09 6.85E−13 — — —
G.L. 4 1 1.11E−01 9.60E−05 1.70E−10 — — — —

5 1 1.00E−01 2.96E−03 3.96E−11 — — — —

’3 2 2 9.81E−03 1.04E−04 1.87E−05 1.68E−06 1.34E−07 1.01E−08 7.27E−10
and 3 3 9.50E−02 8.53E−03 2.32E−05 5.40E−09 1.16E−10 2.27E−12 4.20E−14
T. 4 4 1.76E−01 4.39E−02 9.28E−04 1.15E−07 1.83E−13 — —

5 5 2.20E−01 9.59E−02 6.22E−03 7.36E−06 2.52E−12 — —

Table 7
Absolute errors obtained by Gauss–Legendre (with ’1) and Trapezoidal (with ’3) rules when f(x) = 2 log x+ log(1− x)

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 2 4.26E−01 2.52E−02 1.79E−03 1.23E−04 8.12E−06 5.23E−07 3.32E−08
and 3 3 4.66E−01 1.76E−02 2.69E−04 4.58E−06 7.65E−08 1.24E−09 1.98E−11
G.L. 4 4 1.63E−01 5.48E−02 7.71E−05 2.96E−07 1.23E−09 5.06E−12 2.80E−14

5 5 2.82E−01 1.70E−01 4.50E−05 3.03E−08 3.07E−11 3.55E−14 1.11E−14
’3 2 2 3.61E−01 1.51E−01 5.30E−02 1.69E−02 5.06E−03 1.46E−03 4.12E−04
and 3 3 8.67E−02 9.02E−03 7.15E−04 1.31E−04 1.99E−05 2.76E−06 3.66E−07
T. 4 4 1.16E−01 5.34E−02 1.46E−03 1.78E−05 1.44E−06 1.10E−07 8.00E−09

5 5 6.68E−01 5.04E−02 8.62E−03 8.94E−06 1.03E−08 4.16E−10 1.49E−11

Table 8
Absolute errors obtained by Gauss–Legendre (with ’1) and Trapezoidal (with ’3) rules when f(x) = 2x log x
+ (1− x) log(1− x)

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 2 2.14E−01 1.29E−03 4.41E−06 1.86E−08 7.89E−11 3.25E−13 —
and 3 3 4.43E−01 2.10E−02 1.43E−06 2.35E−10 5.77E−14 — —
G.L. 4 4 5.86E−01 7.92E−02 2.03E−06 1.26E−11 — — —

5 5 6.66E−01 1.54E−01 9.21E−05 3.70E−12 — — —

’3 2 2 2.94E−02 3.11E−04 5.62E−05 5.03E−06 4.02E−07 3.02E−08 2.18E−09
and 3 3 2.85E−01 2.56E−02 6.97E−05 1.62E−08 3.48E−10 6.80E−12 1.26E−13
T. 4 4 5.27E−01 1.32E−01 2.78E−03 3.46E−07 5.49E−13 — —

5 5 6.60E−01 2.88E−01 1.87E−02 2.21E−05 7.55E−12 — —
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Table 9
Absolute errors obtained by Gauss–Legendre (with ’1) and Trapezoidal (with ’3) rules when f(x) = x1=5

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 1 2.62E−03 1.23E−04 5.42E−06 2.20E−07 8.47E−09 3.15E−10 1.15E−11
and 3 1 2.17E−02 1.35E−05 1.12E−07 8.90E−10 6.66E−12 4.86E−14 —
G.L. 4 1 1.65E−02 2.29E−06 3.10E−09 4.69E−12 — — —

5 1 6.94E−02 — — — — — —

’3 2 2 2.64E−02 7.73E−03 2.36E−03 6.48E−04 1.68E−04 4.24E−05 1.06E−05
and 3 3 1.13E−01 5.39E−03 1.80E−05 2.28E−06 1.81E−07 1.38E−08 1.05E−09
T. 4 4 3.17E−01 4.45E−02 4.88E−04 3.59E−07 2.81E−08 1.87E−09 1.21E−10

5 5 5.05E−01 1.29E−01 4.41E−03 2.68E−06 1.07E−10 1.84E−12 3.01E−14

Table 10
Absolute errors obtained by Gauss–Legendre (with ’1) and Trapezoidal (with ’3) rules when f(x) = x−1=5

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64 n= 128

’1 2 1 1.08E−02 1.52E−03 1.94E−04 2.31E−05 2.63E−06 2.93E−07 3.23E−08
and 3 1 3.93E−03 1.84E−04 8.13E−06 3.31E−07 1.27E−08 4.73E−10 1.73E−11
G.L. 4 1 1.78E−03 2.34E−05 3.43E−07 4.71E−09 6.09E−11 7.57E−13 1.22E−14

5 1 — — — — — — —

’3 2 2 8.58E−02 3.44E−02 1.27E−02 4.39E−03 1.46E−03 4.80E−04 1.57E−04
and 3 3 1.05E−01 5.63E−03 4.57E−04 1.06E−04 2.23E−05 4.45E−06 8.66E−07
T. 4 4 3.28E−01 3.75E−02 2.98E−04 3.39E−06 3.46E−07 3.55E−08 3.72E−09

5 5 5.85E−01 1.22E−01 3.29E−03 1.07E−06 3.48E−08 2.33E−09 1.50E−10

Our approach has been implemented using the Gauss–Legendre rule, instead of the more natural
Gauss–Radau or Gauss–Lobatto formula, because in general it has shown to be slightly more e�cient.
The use of an extrapolation technique improves the results given by the Trapezoidal rule; however,

even these are much less accurate than those obtained with our approach.

4. Integration over a triangle

In this section we consider integrals over the reference triangle 06x61; 06y6x, of functions
which may have a (weak) full corner singularity (see [15]) of the form

I =
∫ 1

0

∫ x

0
w(x; y)g(x; y) dy dx (4.1)

with

w(x; y) = y�(x − y)�(1− x)�r� log k r; r =
√
x2 + ay2; k = 0; 1;

where we assume �; �; �¿ − 1; � + � + �¿ − 2; a¿ 0 a real constant, and g(x; y) smooth. In
general, one has to deal with integrals which refer to a general triangle; however, by means of an
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a�ne transformation these integrals can always be reduced to the corresponding ones of the form
(4.1).
Integrals of this type arise, for example, in the numerical solution of boundary integral equa-

tions over polyhedral boundaries by Galerkin BEM’s. They have been considered in [15,16], where
extrapolation techniques have been proposed and examined.
In [15] it was noted that methods which apply a cubature rule with a (�xed) weight function

(containing a singular part) would not be appropriate, since a transformation to take the integral to
a reference triangle would change the weight function. This problem is alleviated by the approach
we suggest, which is the natural extension of the one we have proposed in the previous section.
Before applying the smoothing transformation, we introduce the change of variable y = ux in

(4.1); we obtain

I =
∫ 1

0
x�+�+�+1(1− x)�

∫ 1

0
u�(1− u)�(1 + au2)�=2[log(x

√
1 + au2)]k g(x; ux) du dx:

Notice that in the case k = 1, for example, we can further write

I =
∫ 1

0
x�+�+�+1(1− x)� log x

∫ 1

0
u�(1− u)�(1 + au2)�=2 g(x; ux) du dx

+
1
2

∫ 1

0
x�+�+�+1(1− x)�

∫ 1

0
u�(1− u)�(1 + au2)�=2 log(1 + au2) g(x; ux) du dx

:= I1 + I2: (4.2)

The above change of variable is often called Du�y’s transformation (see [7]), but it has been already
used a few years earlier in [10]. It eliminates the corner singularity, leaving only the singularities
along the edges of the unit square.
Since I1 and I2 in (4.2) are very similar, we will consider only one of them, namely I1. To compute

it, we propose �rst to introduce smoothing changes of variable x=’1(t), u= �’1(s), where ’1 and �’1
are both of type ’1, but in general with di�erent smoothing exponents depending on �+�+�; �; �
and �. Then we approximate each one-dimensional integral by the n-point Gauss–Legendre rule. We
obtain the following product formula:

I1 =
∫ 1

0
F(t)

∫ 1

0
G(t; s) ds dt =

n∑
i=1

wniF(tni)
n∑
j=1

wnjG(tni; tnj) + Rn;

where we have set

F(t) = [’1(t)]
�+�+�+1[1− ’1(t)]� log’1(t) ’′

1(t)

G(t; s) = [ �’1(s)]
�[1− �’1(s)]

�[1 + a �’1(s)
2]�=2g(’1(t); ’1(t) �’1(s)) �’

′
1(s):

Of course, in general, one could use a n-point Gauss–Legendre rule for the inner integral, and a
m-point rule for the outer integral with n 6= m.
To examine the behaviour of the remainder term Rn we need to recall an extension of the con-

vergence results presented in Section 2, recently obtained in [19]. In particular, it has been shown
in [19] how these results can be extended to include functions f(x) like those in Theorems 1–4
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Table 11
Absolute errors obtained for � ≡ � ≡ �= 1

2 ; � = 1; k = 1 and g(x; y) = e
x+y

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64

2 2 8.93E−02 1.58E−02 2.11E−05 — — —
3 3 9.64E−02 5.34E−03 1.42E−04 1.79E−09 2.61E−12 —
4 4 5.98E−02 2.52E−02 2.63E−03 2.16E−08 — —
5 5 3.23E−02 5.68E−02 6.94E−03 1.50E−06 — —

Table 12
Absolute errors obtained for � ≡ � ≡ �= 1

5 ; � = 1; k = 1 and g(x; y) = 1

p q n= 2 n= 4 n= 8 n= 16 n= 32 n= 64

2 2 7.12E−02 7.54E−03 1.16E−05 4.65E−07 1.78E−08 6.62E−10
3 3 9.25E−02 9.66E−03 1.66E−04 8.20E−09 5.98E−11 4.25E−13
4 4 7.30E−02 2.06E−02 1.24E−03 8.29E−10 2.77E−13 —
5 5 5.05E−02 4.48E−02 3.10E−03 6.55E−08 — —

multiplied by an extra term g(x; y) (smooth with respect to both variables x and y, 06y61). With
these new results it is not di�cult to derive the following bound:

|Rn|=O(n−2p(�+�+�+2) log n) + O(n−2q(�+1) log n) + O(n−2 �p(�+1)) + O(n−2 �q(�+1));
where p; q are the smoothing exponents of ’1(t), while �p; �q are the smoothing exponents of �’1(s).
In Tables 11–12 we report some results obtained by applying our approach.
All computations have been performed on a PC using 16-digit double precision arithmetic. Nodes

and weights of the Gauss rules have been determined with 14 signi�cant digits.
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