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1. INTRODUCTION

Recently discrete boundary value problems have attracted many workers [9, 11-14] who have obtained several interesting theoretical results. Several constructive methods of solution have also been proposed, e.g., the method of complementary functions, the method of adjoints, the method of particular solutions [1-4], invariant imbedding methods [6, 13], etc. All these methods convert the linear boundary value problem to its equivalent initial value problem in just one pass, i.e., no iteration is needed. The purpose of this paper is to propose another one-pass practical shooting type method for multi-point boundary value problems. The origin of this method is the method of chasing developed by Gel'fand and Lokutsiyevskii for second-order linear differential equations [7, 16] and for higher-order equations [5]. The applicability of the proposed method is illustrated by solving several examples which are known to be numerically unstable.

2. LINEAR BOUNDARY VALUE PROBLEMS

Consider the linear difference equation

$$E^n u(t) = \sum_{i=0}^{n-2} b_i(t) E^{n-i-2} u(t) + f(t), \quad (1)$$

where \( t \) belongs to the discrete set \( \mathcal{N} = \{0, 1, 2, \ldots \} \) and \( E \) is the shifting operator \( Eu(t) = u(t+1) \). The functions \( b_i(t), \ 0 \leq i \leq n-3, \ b_{n-2}(t) \neq 0 \), and \( f(t) \) are assumed to be defined for all \( t \in \mathcal{N} \).

The boundary conditions are

$$\sum_{i=0}^{n-1} c_{ij} E^{n-i-1} u(t_j) + \alpha_j = 0, \quad 1 \leq j \leq n, \quad (2)$$
where \( t_1 \leq t_2 \leq \cdots \leq t_n \) and \( t_j \in \mathcal{N} \) for all \( 1 \leq j \leq n \). The coincidence of several points means that at \( t_i \) several conditions are prescribed, which are assumed to be linearly independent. Therefore, at \( t_j \) at least one of \( c_{ij} \), \( 0 \leq i \leq n-1 \), is not zero, say, \( c_{(n-k-1)j} \neq 0 \). Then, at \( t_j \) Eq. (2) can be rewritten as

\[
E^k u(t_j) = \sum_{i=0}^{n-1} d_{ij} E^{n-i-1} u(t_j) + \beta_j, \quad 0 \leq k \leq n-1,
\]

where

\[
d_{ij} = -\frac{c_{ij}}{c_{(n-k-1)j}}, \quad 0 \leq i \leq n-1, \quad i \neq n-k-1,
\]

and

\[
\beta_j = -\frac{\alpha_j}{c_{(n-k-1)j}}.
\]

To begin with we create a linear difference equation of \((n-1)\)th order based on the form of Eq. (3) containing \( n \) unknown functions. Such an equation can be written as

\[
E^{k+1} u(t) = \sum_{i=0}^{n-1} p_{ij}(t) E^{n-i-1} u(t) + q_j(t), \quad (4)
\]

where \( t \in \mathcal{N} \). To find the unknown functions \( p_{ij}(t) \), \( 0 \leq i \leq n-1, \quad i \neq n-k-1 \), and \( q_j(t) \), we rewrite Eq. (4) as

\[
E^{k+1} u(t) = \sum_{i=0}^{n-1} E p_{ij}(t) E^{n-i-1} u(t) + E q_j(t). \quad (5)
\]

Next, we shall use (4) to eliminate \( E^{n-1} u(t) \) from (5), however, it depends on a particular value of \( k \) and we need to consider four different cases:

(i) \( k = 0 \) and \( n \geq 3 \):

\( E^{n-1} u(t) \) as obtained from (4) is

\[
E^{n-1} u(t) = \frac{1}{p_{0j}(t)} \left[ u(t) - \sum_{i=1}^{n-2} p_{ij}(t) E^{n-i-1} u(t) - q_j(t) \right]. \quad (6)
\]

Using (6) in (5), we obtain

\[
E^n u(t) = \frac{E u(t)}{E p_{0j}(t)} - \frac{E p_{1j}(t)}{p_{0j}(t) E p_{0j}(t)} \left[ u(t) - \sum_{i=1}^{n-2} p_{ij}(t) E^{n-i-1} u(t) - q_j(t) \right]
\]

\[
- \sum_{i=1}^{n-3} \frac{E p_{(i+1)j}(t)}{E p_{0j}(t)} E^{n-i-1} u(t) - \frac{E q_j(t)}{E p_{0j}(t)}. \quad (7)
\]
Comparing (1) with (7), we see that the following system of $n$ difference equations must be satisfied:

$$
E_{p0j}(t) = \left[ b_{n-2}(t) p_{(n-2)j}(t) + b_{n-3}(t) \right]^{-1},
$$

$$
E_{p1j}(t) = -b_{n-2}(t) p_{0j}(t) E_{p0j}(t),
$$

$$
E_{p(i+1)j}(t) = \left[ b_{i-1}(t) + b_{n-2}(t) p_{ij}(t) \right] E_{p0j}(t), \quad 1 \leq i \leq n-3,
$$

$$
E_{qj}(t) = -\left[ f(t) + b_{n-2}(t) q_j(t) \right] E_{p0j}(t).
$$

(8)

We also desire that the solution of (4) must satisfy the boundary condition (3). For this, we compare (3) and (4) at the point $t_j$ and find

$$
p_{0j}(t_j) = d_{ij}, \quad 0 \leq i \leq n-2,
$$

$$
q_j(t_j) = \beta_j.
$$

(9)

In the remaining three cases, we proceed as for the case $k = 0$ and $n \geq 3$, and arrive at the following systems of difference equations:

(ii) $1 \leq k \leq n-3$:

$$
E_{p0j}(t) = p_{(n-1)j}(t) \left[ b_{n-k-3}(t) p_{(n-1)j}(t) - b_{n-2}(t) p_{(n-k-2)j}(t) \right]^{-1},
$$

$$
E_{p1j}(t) = p_{0j}(t) b_{n-2}(t) E_{p0j}(t)/p_{(n-1)j}(t),
$$

$$
E_{p(i+1)j}(t) = \left[ E_{p1j}(t) p_{ij}(t) - b_{i-1}(t) p_{0j}(t) E_{p0j}(t) \right] / p_{0j}(t),
$$

$$
1 \leq i \leq n-2, \quad i \neq n-k-1, \quad n-k-2,
$$

(10)

$$
E_{p(n-k)j}(t) = -\left[ E_{p1j}(t) + b_{n-k-2}(t) p_{0j}(t) E_{p0j}(t) \right] / p_{0j}(t),
$$

$$
E_{qj}(t) = -\left[ f(t) p_{0j}(t) E_{p0j}(t) - E_{p1j}(t) q_j(t) \right] / p_{0j}(t),
$$

$$
p_{0j}(t_j) = d_{ij}, \quad 0 \leq i \leq n-1, \quad i \neq n-k-1, \quad q_j(t) = \beta_j.
$$

(11)

(iii) $k = n-2$:

$$
E_{p0j}(t) = -p_{(n-1)j}(t) / (b_{n-2}(t) p_{0j}(t)),
$$

$$
E_{p2j}(t) = (1 - b_{0j}(t) E_{p0j}(t)) / p_{0j}(t),
$$

$$
E_{p(i+1)j}(t) = -(1 + b_{i-1}(t) p_{0j}(t) E_{p0j}(t)) / p_{0j}(t), \quad 2 \leq i \leq n-2,
$$

$$
E_{qj}(t) = -(f(t) p_{0j}(t) E_{p0j}(t) + q_j(t)) / p_{0j}(t),
$$

$$
p_{0j}(t_j) = d_{ij}, \quad 0 \leq i \leq n-1, \quad i \neq 1,
$$

$$
q_j(t_j) = \beta_j.
$$

(13)
(iv) $k = n - 1$:

$$
E_{p,1}(t) = \frac{b_{n-2}(t)}{p_{n-1}(t)},
$$

$$
E_{p,(i+1)}(t) = b_{i-1}(t) - E_{p,1}(t) p_{i}(t), \quad 1 \leq i \leq n - 2,
$$

$$
E_{q,i}(t) = f(t) - E_{p,1}(t) q_{i}(t),
$$

$$
p_{i}(t_{j}) = d_{i}, \quad 1 \leq i \leq n - 1,
$$

$$
q_{i}(t_{j}) = \beta_{i}.
$$

For the particular value of $k$, we solve the appropriate system from $t_{j}$ to $t_{n}$ and collect the values of $p_{i}(t_{n})$, $0 \leq i \leq n - 1$, $i \neq n - k - 1$, and $q_{i}(t_{n})$, thereby obtaining from (4) a new boundary relations at $t_{n}$

$$
E^{k}u_{n} = \sum_{i=0}^{n-1} p_{i}(t_{n}) E^{n-i-1}u(t_{n}) + q_{i}(t_{n}).
$$

Let $N$ be the number of different boundary points, i.e., $t_{1} < t_{2} < \cdots < t_{N} = t_{n}$ ($n \geq N \geq 2$), and $m(t_{j})$ represents the number of boundary relations (2) prescribed at the point $t_{j}$. Hence, $\sum_{i=1}^{N} m(t_{j}) = n$. Thus, in (2) we have $m(t_{n})$ relations at the point $t_{n}$ and to obtain $E^{u}(t_{n})$, $0 \leq i \leq n - 1$, we need $n - m(t_{n})$ more relations (16). This in turn implies that we need to solve $n - m(t_{n})$ appropriate above systems. These systems are not necessarily different, especially because a difference system does not change as long as in (3) $k$ is the same (we can have at most $n$ different difference systems). Further, without loss of generality, we can assume that $m(t_{n}) = \max_{1 \leq j \leq N} m(t_{j})$, otherwise the role of the point $t_{n}$ with the point $t_{j}$ where $m(t_{j})$ is maximum can be interchanged. Finally, having obtained $E^{u}(t_{n})$, $0 \leq i \leq n - 1$, we solve the difference equation (1) as an initial value problem from the right-hand end point $t_{n}$ to the initial point $t_{1}$.

Obviously, the above procedure is meaningful only when the right sides of the appropriate system are defined. For example, consider the boundary value problem

$$
E^{2}u(t) = b_{0}(t) u(t) + f(t),
$$

$$
u(0) = A, \quad u(T) = B.
$$

The relevent system for (17) can easily be obtained from the case (iii) and is given by

$$
E_{p,01}(t) = \frac{1}{p_{01}(t) b_{0}(t)},
$$

$$
E_{q,1}(t) = -\left( q_{1}(t) + \frac{f(t)}{b_{0}(t)} \right) \frac{1}{p_{01}(t)}.
$$
together with the initial conditions
\[ p_{01}(0) = 0, \quad q_1(0) = A. \]

Since \( p_{01}(0) = 0 \) the right sides of (18) are not meaningful. In such a situation we need to modify our representation (4). This is achieved by taking the form
\[ E^k u(t_j) = \sum_{i=0}^{n-1} r_{ij}(t) E^{n-i-1} u(t) + s_j(t). \]  

(19)

This implies the introduction of \((n + 1)\) unknown functions \( r_{ij}(t) \), \(0 \leq i \leq n - 1\), and \( s_j(t) \).

Equation (19) leads to
\[ E^k u(t_j) = \sum_{i=0}^{n-1} E_{r_{ij}}(t) E^{n-i} u(t) + E_{s_j}(t). \]

(20)

As earlier, the combination of (19), (20), and (1) leads to the system
\[ E_{r_{ij}}(t) = \frac{r_{ij}(t-1)}{b_{n-2}(t)}, \]
\[ E_{r_{1j}}(t) = r_{0j}(t), \]
\[ E_{r_{i+1j}}(t) = -E_{r_{ij}}(t) b_{i-1}(t) + r_{ij}(t), \quad 1 \leq i \leq n - 2, \]
\[ E_{s_j}(t) = -f(t) E_{r_{0j}}(t) + s_j(t), \]
\[ r_{ij}(t_j) = d_{ij}, \quad 0 \leq i \leq n - 1, \quad i \neq n - k - 1, \]
\[ r_{(n-k-1)j}(t_j) = 0. \]
\[ s_j(t_j) = \beta_j. \]

Finally, this procedure can also be used to solve
\[ E^n u(t) = h(t) E^{n-1} u(t) + \sum_{i=0}^{n-2} b_i(t) E^{n-i-2} u(t) + f(t), \quad h(t) \neq 0, \]

(23)
together with the boundary conditions (3). The combination of (19), (20), and (23) provides the same system as (21), (22) except in (21) the second equation is replaced by
\[ E_{r_{ij}}(t) = r_{0j}(t) - E_{r_{0j}}(t) h(t). \]

(24)

3. Illustrative Examples

3.1. Consider the definite integral
\[ u(t) = \int_0^t x^e^{x-1} \, dx, \quad t = 1, 2, 3, \ldots. \]  

(25)
It can easily be seen that \(0 < u(t) < u(t-1)\) and \(u(t) \to 0\) as \(t \to \infty\), also

\[
u(t + 1) = 1 - (t + 1) u(t).
\]

(26)

With \(u(1) = 1/e\) correct to any number of places, the recurrence relation (26) provides unrealistic values \([10]\). To overcome this difficulty, using the known behaviour of \(u(t)\), Dorn and McCracken \([10]\) took \(u(N) = 0\) for sufficiently large \(N\) and recursed backward. To check the accuracy of results, they arbitrarily choose \(M (> N)\) and obtained another set of values of the integral. The search for \(M\) and \(N\) continues until the results agree to the desired degree of accuracy. However, this method does not appear to be practicable.

To evaluate the given integral we notice that \(u(t)\) also satisfies

\[
u(t + 2) = (t + 1)(t + 2) u(t) - (t + 1)
\]

together with

\[
u(1) = 1 - u(0),
\]

(27)

and at sufficiently large \(N\), (26) implies

\[
u(N) = \frac{1}{N+2}.
\]

To solve this following the procedure given in the preceding section, we take

\[
u(t + 1) = p_{10}(t) u(t) + q_0(t)
\]

(28)

and find (case (iv)) that the unknown functions \(p_{10}(t)\) and \(q_0(t)\) should satisfy

\[
p_{10}(t + 1) = \frac{(t + 1)(t + 2)}{p_{10}(t)},
\]

\[
q_0(t + 1) = -(t + 1) \left[ 1 + \frac{t + 2}{p_{10}(t)} q_0(t) \right],
\]

(29)

\[
p_{10}(0) = -1, \quad q_0(0) = 1.
\]

From this we obtain \(p_{10}(N - 1)\) and \(q_0(N - 1)\), and in turn using (28) compute \(u(N - 1)\). Once \(u(N)\) and \(u(N - 1)\) are known, one can easily compute the solution from (27). Taking \(N = 10,001\) we computed \(u(t)\) and the results are presented in Table I.
3.2. Dahlquist and Björck \[8\] considered

\[ u(t) = \int_0^t \frac{x'}{5+x} \, dx, \quad t = 1, 2, \ldots \]  

(30)

and found that the problem is numerically unstable. As in the last example, we see that \( u(t) \) satisfies

\[ u(t+2) = 25u(t) - \frac{4t+9}{(t+1)(t+2)}, \]

\[ u(1) + 5u(0) = 1, \]

(31)

and since \( u(\infty) = 0 \) and \( u(t+1) + 5u(t) = 1/(t+1) \), we require

\[ u(N) = \frac{1}{6(N+1)}. \]

To solve this we follow the similar procedure as in the preceding example. Taking \( N = 10,001 \) we obtained the solution and present the same in Table II.

3.3. In both preceding problems \( u(\infty) = 0 \). We now consider

\[ u(t) = \int_0^2 \frac{x'}{5+x} \, dx, \quad t = 1, 2, \ldots \]  

(32)

For this, it is easy to see that \( u(\infty) = \infty \). To obtain \( u(t) \) we notice that

\[ u(t+2) = 25u(t) - \frac{(3t+8)2^{t+1}}{(t+1)(t+2)}, \]

\[ u(1) + 5u(0) = \frac{2^{t+1}}{t+1}, \]

(33)
and since \( u(t+1) + 5u(t) = 2^{t+1}/(t+1) \) we get

\[ u(N) = \frac{2^{N+1}}{6(N+1)}. \]

To obtain the solution by following the procedure of Section 3.1, in view of limited computer capabilities we choose \( N = 250 \) and present the values of \( \int_0^1 (x'(5 + x)) \, dx \) in Table III.

### 3.4. Holt's two-point boundary value problem

\[
\frac{d^2u}{dx^2} = (2m + 1 + t^2)u, \quad u(0) = \beta, \quad u(\infty) = 0,
\]

\[
(34)
\]

### TABLE III

Values of \( \int_0^1 (x'(5 + x)) \, dx \)

<table>
<thead>
<tr>
<th>( t )</th>
<th>( t )</th>
<th>( t )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0.33647224</td>
<td>10 0.27260357</td>
<td>110 0.33498134</td>
<td>210 ( \cdot 0.22311824 )</td>
</tr>
<tr>
<td>1 0.31763882</td>
<td>20 0.14456393</td>
<td>120 0.31460579</td>
<td>220 ( \cdot 0.21812163 )</td>
</tr>
<tr>
<td>2 0.41180592</td>
<td>30 0.99861672</td>
<td>130 0.29751110</td>
<td>230 ( \cdot 0.21367534 )</td>
</tr>
<tr>
<td>3 0.60763709</td>
<td>40 0.77149316</td>
<td>140 0.28300147</td>
<td>240 ( \cdot 0.20971754 )</td>
</tr>
<tr>
<td>4 0.96181456</td>
<td>50 0.63425992</td>
<td>150 0.2705686</td>
<td>250 ( \cdot 0.20472412 )</td>
</tr>
<tr>
<td>5 0.15909272</td>
<td>60 0.54252148</td>
<td>160 0.25982047</td>
<td>260 ( \cdot 0.29712065 )</td>
</tr>
<tr>
<td>6 0.27120305</td>
<td>70 0.4798737</td>
<td>170 0.25047150</td>
<td>270 ( \cdot 0.29071547 )</td>
</tr>
<tr>
<td>7 0.47255616</td>
<td>80 0.42792501</td>
<td>180 0.24229027</td>
<td>280 ( \cdot 0.22874447 )</td>
</tr>
<tr>
<td>8 0.83721921</td>
<td>90 0.38989275</td>
<td>190 0.22874447</td>
<td>300 ( \cdot 0.35960999 )</td>
</tr>
<tr>
<td>9 0.15027929</td>
<td>100 0.35960999</td>
<td>200 ( \cdot 0.22874447 )</td>
<td>320 ( \cdot 0.22874447 )</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>-------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>0</td>
<td>$0.10000000 E \ 01$</td>
<td>$0.10000000 E \ 01$</td>
<td>$0.100000 E \ 01$</td>
</tr>
<tr>
<td>1</td>
<td>$0.25934256 E \ 00$</td>
<td>$0.15729920 E \ 00$</td>
<td>$0.157300 E \ 00$</td>
</tr>
<tr>
<td>2</td>
<td>$0.34564050 E \ 02$</td>
<td>$0.46777349 E \ 02$</td>
<td>$0.467778 E \ 02$</td>
</tr>
<tr>
<td>3</td>
<td>$0.19885236 E \ 02$</td>
<td>$0.22090497 E \ 04$</td>
<td>$0.220908 E \ 04$</td>
</tr>
<tr>
<td>4</td>
<td>$0.45958211 E \ 04$</td>
<td>$0.15417257 E \ 07$</td>
<td>$0.154175 E \ 07$</td>
</tr>
<tr>
<td>5</td>
<td>$0.41255782 E \ 06$</td>
<td>$0.15366706 E \ 11$</td>
<td>$0.153749 E \ 11$</td>
</tr>
<tr>
<td>6</td>
<td>$0.14129838 E \ 08$</td>
<td>$-0.73163560 E \ 15$</td>
<td>$0.215201 E \ 16$</td>
</tr>
<tr>
<td>7</td>
<td>$0.18272024 E \ 11$</td>
<td>$-0.75311525 E \ 15$</td>
<td>$0.418390 E \ 22$</td>
</tr>
<tr>
<td>8</td>
<td>$0.88694322 E \ 15$</td>
<td>$-0.5315520 E \ 15$</td>
<td>$0.112244 E \ 28$</td>
</tr>
<tr>
<td>9</td>
<td>$0.16054807 E \ 18$</td>
<td>$0.413703 E \ 36$</td>
<td>$0.1597 E \ 18$</td>
</tr>
<tr>
<td>10</td>
<td>$0.10827683 E \ 22$</td>
<td>$0.208844 E \ 44$</td>
<td>$0.1058 E \ 22$</td>
</tr>
<tr>
<td>11</td>
<td>$0.27127027 E \ 27$</td>
<td>$0.144078 E \ 53$</td>
<td>$0.144078 E \ 53$</td>
</tr>
<tr>
<td>12</td>
<td>$0.25204672 E \ 32$</td>
<td>$0.135609 E \ 63$</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$0.86739223 E \ 38$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$0.11045054 E \ 43$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$0.51997777 E \ 50$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>$0.90444830 E \ 57$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>$0.58092510 E \ 64$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>$0.13771859 E \ 71$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where \( m \) and \( \beta \) are given constants, is an example where usual shooting methods do not yield satisfactory results. Various authors [15, 17–19] have therefore solved this problem by using different techniques. Its finite difference approximation [19] is given by

\[
\begin{align*}
c_2(t) u(t+2) - c_1(t) u(t+1) + c_0(t) u(t) &= 0, \\
u(0) &= \beta, \quad u(\infty) = 0,
\end{align*}
\]

(35)

where

\[
\begin{align*}
c_0(t) &= 1 - \frac{1}{12} h^2 (2m + 1 + h^2 t^2), \\
c_1(t) &= 2 + \frac{5}{6} h^2 (2m + 1 + h^2 (t+1)^2), \\
c_2(t) &= 1 - \frac{1}{12} h^2 (2m + 1 + h^2 (t+2)^2).
\end{align*}
\]

To solve this problem, following the remarks after Eq. (23), we take

\[
u(0) = r_{10}(t) u(t) + r_{00}(t) u(t+1) + s_0(t),
\]

(36)

where unknown functions \( r_{10}(t) \), \( r_{00}(t) \), and \( s_0(t) \) should satisfy

\[
\begin{align*}
r_{10}(t+1) &= r_{00}(t) + \frac{c_1(t)}{c_0(t)} r_{10}(t), \\
r_{00}(t+1) &= -\frac{c_2(t)}{c_0(t)} r_{10}(t), \\
s_0(t+1) &= s_0(t),
\end{align*}
\]

(37)

For given \( m \), \( \beta \), and \( h \) we compute \( r_{10}(T) \), \( r_{00}(T) \), and \( s_0(T) \). These values in conjunction with \( u(T+1) = 0 \) enable us to obtain \( u(T) \) from (36). Once \( u(T+1) \) and \( u(T) \) are known one can obtain the solution using the recurrence relation (35). To illustrate we have chosen \( m = 0 \), \( \beta = 1 \) with \( h = 0.02 \). Due to limited computer capabilities we have to take \( T = 922 \). Taking \( u(923) = 0 \), Eq. (36) can be used to compute \( u(922) \). Having \( u(923) \) and \( u(922) \) one can easily compute the solution, which has been tabulated in Table IV, wherein we have also included the solution obtained by others. For other choices of \( m \) and \( \beta \) solution can be obtained in a similar manner.
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