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Abstract

We generalize a result of Daróczy and Kátai, on the characterization of univoque numbers with
respect to a non-integer base (Publ.Math. Debrecen 46(3–4) (1995) 385) by relaxing the digit alphabet
to a generic set of real numbers. We apply the result to derive the construction of a Büchi automaton
accepting all and only the greedy sequences for a given base and digit set. In the appendix, we prove
a more general version of the fact that the expansion of an elementx ∈ Q(q) is ultimately periodic,
if q is a Pisot number.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Given an integerm�1 and a real numberq > 1, by anexpansionof a real numberx in
baseqwith digits inZm := {0,1, . . . , m}, we mean a sequence

c1, c2, . . .

satisfying

ci ∈ Zm for all i
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and
∞∑
i=1

ci

qi
= x.

Such expansions appear in many problems of number theory, real number computations,
dynamical systems and in the theory of finite automata:[2,8–10]. There are several different
algorithms for the construction of such expansions, and they have interesting and surprising
properties for certain values ofmandq: see, e.g.,[1,5,6] the references therein.
The purpose of this paper is to extend some of these results to more general digit sets.

This leads to some new difficulties, requiring new algorithms. In the first part of the paper
we establish new theoretical results. They are illustrated by various examples in the second
half of the work.
In order tomotivate the studies of the present paper let us first recall some classical results

of Parry concerning the so-called greedy expansions.
Given a non-negative real numberx, let us define a sequence

c1, c2, . . .

by thegreedy algorithm: if ci is already defined for alli < n then letcn be the biggest
integer inZm satisfying

n∑
i=1

ci

qi
�x. (1.1)

One can prove that ifm�q − 1 then

∞∑
i=1

ci

qi
= x

for all x ∈ [0,m/(q − 1)]. This is called the greedy expansion ofx.
Let us denote by�1, �2, . . . the greedy expansion ofx = 1. If this sequence contains only

a finite number of non-zero digits then let�k be the last non-zero element and let us denote
by �1, �2, . . . thek-periodic sequence with period�1, �2, . . . , �k−1, �k − 1.
Using this sequence, Parry obtained the following characterization of the greedy expan-

sions[8]:

Theorem 1.1. Assume thatm�q−1.A sequencec1, c2, . . . of numbers inZm corresponds
to the greedy expansion

∞∑
i=1

ci

qi
= x

of a suitable numberx ∈ [0, m + 1

q
) if and only if

cn+1cn+2 · · · < �1�2 . . . in the lexicographic sense, for alln�1.

In what follows we will consider a generic set of real numbersA instead of the setZm;
such situations arise in many problems of representation of real numbers with missing
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digits. This requires a more general definition of greedy expansions. We shall generalize
various recent theorems obtained by different authors on this subject, and we shall illustrate
our results by many examples. In the last part of the paper we will also study the close
connection between greedy expansions and finite automata.

2. Quasi-greedy and greedy expansions

We study at the same time the greedy expansions and another related concept which
seems to be useful to investigate: the so-called quasi-greedy expansions.
Let us fix a setA = {a1, . . . , am} of real numbers such that

a1 < a2 < · · · < am.

Given a real numberx, let us define a sequence

s1, s2, . . .

by thequasi-greedy algorithm: if si is already defined for alli < n then letsn be the biggest
element inA satisfying

n∑
i=1

si

qi
+

∞∑
i=n+1

a1

qi
< x. (2.1)

In a similar way, let us define a sequence

s1, s2, . . .

by thegreedy algorithm: if si is already defined for alli < n then letsn be the biggest
element inA satisfying

n∑
i=1

si

qi
+

∞∑
i=n+1

a1

qi
�x. (2.2)

In the sequel, we denote by(di) the sequence(si) in (2.1) i.e., when it is defined by the quasi-
greedy algorithm. We denote by(ci) a generic sequence defined by the greedy algorithm.
The definition of the quasi-greedy expansions is meaningful if

x >
a1

q − 1
=

∞∑
i=1

a1

qi
.

Let us observe that the sequences(di) obtained in this way always contain infinitely many
elements, different froma1. We will say for brevity that the sequences(di) areinfinite.
Note that the definition of the greedy expansions is meaningful if

x� a1

q − 1
=

∞∑
i=1

a1

qi
.

Under some natural assumptions we obtain an expansion ofx indeed:
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Proposition 2.1. If

max
1� j �m−1

(aj+1 − aj ) <
am − a1

q − 1
, (2.3)

then for everyx ∈ (a1/(q − 1), am/(q − 1)] we have
∞∑
i=1

si

qi
= x,

if the sequence(si) is defined by the quasi-greedy or by the greedy algorithm.
Moreover, ifx = a1/(q − 1), we have that the constant sequence(a1) is the sequence

given by the greedy algorithm.

In the greedy case, we can even replace condition (2.3) with

max
1� j �m−1

(aj+1 − aj )�
am − a1

q − 1
(2.4)

and for allx ∈ [a1/(q − 1), am/(q − 1)], it is possible to obtain an expansion ofx by
applying the greedy algorithm.

Proof. If x = am
q−1, then both the quasi-greedy and the greedy algorithm providesn = am

for all n, and the desired equality follows.
Assume next that there are infinitely many indicesn such thatsn < am. Writing sn = ajn

for any suchn, by the construction of the sequence(si) we have(
n∑

i=1

si

qi

)
+
(

∞∑
i=n+1

a1

qi

)
�x

(we can eventually have equality only in the case of greedy expansions) but, in both cases,(
n∑

i=1

si

qi

)
+ ajn+1 − ajn

qn
+
(

∞∑
i=n+1

a1

qi

)
�x,

it follows that
∞∑

i=n+1

a1

qi
�x −

n∑
i=1

si

qi
� ajn+1 − ajn

qn
+

∞∑
i=n+1

a1

qi
.

Lettingn → ∞ we obtain

x =
∞∑
i=1

si

qi

again.
We complete the proof by showing that only the above two cases may occur. Suppose on

the contrary that there existsn such thatsn = ajn < am andsi = am for all i > n. Then(
n∑

i=1

si

qi

)
+
(

N∑
i=n+1

am

qi

)
+
(

∞∑
i=N+1

a1

qi

)
�x
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for all N�n, note that equality can eventually occur in the greedy case; and by the con-
struction of(si),(

n∑
i=1

si

qi

)
+ ajn+1 − ajn

qn
+
(

∞∑
i=n+1

a1

qi

)
�x,

otherwise we could have chosensn = ak with somek > jn; note that this time equality can
eventually occur in the quasi-greedy case.
LettingN → ∞ in the first inequality we obtain that(

n∑
i=1

si

qi

)
+
(

∞∑
i=n+1

am

qi

)
�x.

Combining this with the second inequality we conclude that(
n∑

i=1

si

qi

)
+
(

∞∑
i=n+1

am

qi

)
�
(

n∑
i=1

si

qi

)
+ ajn+1 − ajn

qn
+
(

∞∑
i=n+1

a1

qi

)
,

which is equivalent to

am − a1

q − 1
�ajn+1 − ajn .

However this contradicts our assumption (2.3). �

In order to characterize the quasi-greedy expansions, let us introduce the quasi-greedy
expansions of the differences

�j = aj+1 − aj , j = 1, . . . , m − 1

with respect to the translated digit set

A′ := {a′
j := aj − a1 : j = 1, . . . , m}

instead ofA:

�j = �j1
q

+ �j2
q2

+ · · · for j = 1, . . . , m − 1.

For the rest of the proof let us denote by(�ji ) the greedy expansion of�j with respect to
the setA′.
If the sequence(�ji ) is infinite, then it coincides with(�

j
i ). On the other hand, we have

Lemma 2.2. If (�ji ) is finite for some j and its last non-zero element is�jk = ap − a1, let us
consider the sequence

�i =



�ji if i < k,

ap−1 − a1 if i = k,

�pi−k if i > k

then(�i ) coincides with(�
j
i ).
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Proof. Indeed,(�ji ) is an infinite expansion of�j , and it is the largest such expansion
therefore any other infinite expansion(�i ) of �j must satisfy

(�i )�(�ji ),

so let us show that(�i )�(�i ).

Since(�ji ) is finite,(�i ) and(�
j
i ) cannot be equal, so that

(�i ) < (�ji ) = �j1 . . . �
j
h00. . .

as 0 is the smallest digit we have that necessarily

�1 . . . �h < �j1 . . . �
j
h

and

�1 . . . �h��j1 . . . �
j
h

− = �1 . . .�h,

where if�jh = ap+1 we denote by�
j
h

−
the digitap.

If we have strict inequality then

(�i ) < (�i ).

On the other hand if we have equality, then�h+1�h+2 . . . is an infinite expansion of�p−1
and then

�h+1�h+2 . . . ��p−1
1 �p−1

2 . . .

by definition of(�p−1
j ). Hence, we have that for all infinite expansion(�i ) of �j

(�i )��1 . . .�h�
p−1
1 �p−1

2 . . .

so that(�i ) is the largest infinite expansion of�j and therefore coincides with(�
j
i ). �

Theorem 2.3. Assume again that condition(2.3) is satisfied:

max
1� j �m−1

(aj+1 − aj ) <
am − a1

q − 1
.

Then the mapx �→ (si), where(si) denotes the quasi-greedy expansion of x(resp. greedy
expansion of x), is a strictly increasing bijection between the interval(a1/(q −1), am/(q −
1)] and the set of infinite sequences in A(resp. the set of sequences in A), satisfying

s′
n+1s

′
n+2 . . . ��jn1 �jn2 . . . (2.5)

wheneversn = ajn < am, where we use the notations′
i := si − a1 (or where we have

s′
n+1s

′
n+2 . . . < �jn1 �jn2 . . . , (2.6)

respectively).
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Proof. The strict monotonicity of the mapx �→ (si) follows from the definition of the
quasi-greedy and greedy expansion.
Next, we prove that if(si) is the quasi-greedy or the greedy expansion of somex, then

we have

s′
n+1s

′
n+2 . . . ��jn1 �jn2 . . .

for all n such thatsn = ajn < am.
Indeed, ifsn = ajn < am for somen, then it follows from the definition of(sn) that

n−1∑
i=1

si

qi
+ ajn

qn
+

∞∑
i=n+1

si

qi
= x�

n−1∑
i=1

si

qi
+ ajn+1

qn
+

∞∑
i=n+1

a1

qi
.

Note that equality holds only the case(si) quasi-greedy.
Hence, by canceling the first term on both sides, we have

∞∑
i=n+1

si − a1

qi
� ajn+1 − ajn

qn

that is

∞∑
i=1

s′
n+i

qi
�ajn+1 − ajn . (2.7)

On the other hand, by definition,(�jni ) is the lexicographically largest sequence(�i ) in A′
satisfying

∞∑
i=1

�i

qi
= ajn+1 − ajn . (2.8)

Thisexpansion iseventually infinite, and incase it coincideswith thequasi-greedyexpansion
of �jn .
Comparing Equalities (2.7) and (2.8), we finally have

(s′
n+i )�(�jni ).

Moreover, in the case of the greedy expansion this inequality is strict because the two
sequences are different: indeed, in (2.7) we have strict inequality, while in (2.8) we have
equality by the definition of�jni .

The sequence(�jni ) can be finite or infinite where the quasi-greedy expansions(�jni ) are
infinite. In the infinite cases we are done.
Second step: It remains to establish this last inequality in the greedy case when the

sequence(�jni ) is finite. Then(�jni ) < (�jni ).
In order to prove the inequality

(s′
n+i ) < (�jni )

wedefine a strictly increasing sequence of integersk0 < k1 < k2 < . . . and a corresponding
sequencer0, r1, r2, . . . of integers belonging to the set{1, . . . , m − 1} as follows.



320 M. Pedicini / Theoretical Computer Science 332 (2005) 313–336

Since(�jni ) is finite, there exists ak such that�jnk > 0, and that for alli > k we have

�jni = 0.
Then the inequality

(s′
n+i ) < (�jni )

implies that

s′
n+1s

′
n+2 . . . s

′
n+k < �jn1 . . . �jnk .

Since�jnk = �jnk
−
, it follows that

s′
n+1s

′
n+2 . . . s

′
n+k��jn1 . . . �jnk (2.9)

wheneversn < am.
Observe that because of (2.9) we have only two possibilities: either we have a strict

inequality

s′
n+1s

′
n+2 . . . s

′
n+k < �jn1 . . . �jnk

or

s′
n+1s

′
n+2 . . . s

′
n+k = �jn1 . . . �jnk andsn+k < am,

since in the second casewe know that the last considered digit of the quasi-greedy expansion
is strictly smaller than the last digit of the finite greedy expansion:

s′
n+k = �jk = �jnk

−
< �jnk �a′

m.

This means thatsn+k = ap < am and from the first step above, we have that

s′
n+k+1s

′
n+k+2 . . . < �p1�p2 . . . .

As before we have two cases depending upon the fact the greedy expansion(�pi ) is infinite
or not.
In the first case we have done, because we will have that

s′
n+1s

′
n+2 . . . s

′
n+ks

′
n+k+1s

′
n+k+2 . . . < �jn1 �jn2 . . . �jnk �p1�p2 . . . .

In the second case we have to apply the same reasoning as above: we setr0 = p and we
know that

s′
n+k+1s

′
n+k+2 . . . s

′
n+k+k1

< �p1�p2 . . . �
p
k1

where�pk1 is the last non-zero digit of the (finite) greedy expansion of�p.
By diminishing the last digit of the greedy expansion we obtain

s′
n+k+1s

′
n+k+2 . . . s

′
n+k+k1

��p1�p2 . . . �
p
k1

− = �p1�p2 . . . �
p
k1

and by applying the same argument to the last digitas = �pk1, again we havea1 < as < am,
and by hypothesis we have that the greedy development of�s , is (�si ).
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By iterating the previous reasoningwe obtain the two sequencesk0, k1, . . . andr0, r1, . . .,
such that

s′
n+1s

′
n+2 . . . ��jn1 �jn2 . . . �jnk0

−
�r01 �r02 . . . �r0k1

−
. . .

and in particular the sequence

�j1�
j
2 . . . �

jn
k0

−
�r01 �r02 . . . �r0k1

−
. . .

is the quasi-greedy expansion of�jn .
Now we prove that this inequality is strict. Indeed suppose that we have equality; this

means that

s′
n+1s

′
n+2 . . . = �jn1 �jn2 . . .

from which we obtain

∞∑
i=1

sn+i

qi
=

∞∑
i=1

�jni + a1

qi
=

∞∑
i=1

�jni
qi

+
∞∑
i=1

a1

qi
= �jn +

∞∑
i=1

a1

qi
.

In this case we would have

x =
∞∑
i=1

si

qi
=

n∑
i=1

si

qi
+

∞∑
i=n+1

si

qi

=
n∑

i=1

si

qi
+ 1

qn

∞∑
i=1

si+n

qi
=

n∑
i=1

si

qi
+ �jn

qn
+ 1

qn

∞∑
i=1

a1

qi

=
n−1∑
i=1

si

qi
+ sn + �jn

qn
+

∞∑
i=n+1

a1

qi
=

n−1∑
i=1

si

qi
+ s+

n

qn
+

∞∑
i=n+1

a1

qi
.

But this is an expansion ofxwhich is lexicographically greater than(si), contradicting the
hypothesis that(si) is greedy.
Third step: Now, we prove the other direction in the statement of the theorem: let(si) be

a sequence satisfying the conditions of the theorem.
We shall prove that if(si) is infinite and it satisfies the condition (2.5) then it is the

quasi-greedy expansion of

x :=
∞∑
i=1

si

qi
;

alternatively, if(si) satisfies condition (2.6) then it is the greedy expansion ofx.
Sincea1�si �am for all i then clearlyx belongs to[a1/(q − 1), am/(q − 1)], moreover

if (si) is infinite then not allsi ’s are equal toa1, and sox cannot bea1/(q − 1). It remains
to be shown that ifsn = apn < am for somen, then

n−1∑
i=n+1

si

qi
+ apn+1

qn
+

∞∑
i=n+1

a1

qi
�x,

note that in case of greedy expansion we prove that even the strict inequality holds.



322 M. Pedicini / Theoretical Computer Science 332 (2005) 313–336

By definition,

x =
∞∑
i=1

si

qi
=

n−1∑
i=1

si

qi
+ apn

qn
+

∞∑
i=n+1

si

qi
,

so that the previous inequality is equivalent to

apn+1

qn
+

∞∑
i=n+1

a1

qi
� apn

qn
+

∞∑
i=n+1

si

qi
,

or to

∞∑
i=n+1

s′
i

qi
� apn+1 − apn

qn
.

In order to prove this inequality, we define a strictly increasing sequence of integersk0 <

k1 < k2 < . . . and a corresponding sequence of integersr0, r1, r2 in {1, . . . , m − 1} as
follows.
First, setk0 = n andr0 = pn. Then

(s′
n+i )�(�pni )

by assumption. If this inequality is strict, then there exists a first integerk1�n+1= k0+1
such that

s′
k1

< �pni−n = �pni−k0
.

Thens′
k1

= ar1 − a1 for some 1�r1 < m. Thus we have

(s′
k1+i )�(�r1i )

by assumption. If this inequality is strict then there exists a first integerk2�k1+1 satisfying

s′
k2

< �r1i−k1
;

thens′
k2

= ar2 − a1 for some 1�r2 < m.
Iterating this argument, either we obtain two infinite sequences(kj ) and(rj ), or after a

finite number of steps we obtain thats′
kN+i = �rNi for all i�1.

In the first case, we have

∞∑
i=n+1

s′
i

qi
=

∞∑
j=0

(
kj+1∑

i=kj+1

s′
i

qi

)

=
∞∑
j=0


kj+1−1∑

i=kj+1

�
rj
i−kj

qi
+

s′
kj+1

qkj+1




=
∞∑
j=0


 kj+1∑

i=kj+1

�
rj
i−kj

qi
+

s′
kj+1

− �
rj
kj+1−kj

qkj+1


 .



M. Pedicini / Theoretical Computer Science 332 (2005) 313–336 323

Since

s′
kj+1

= arj+1 − a1 < arj+1+1 − a1��
rj
kj+1−kj

,

it follows that

∞∑
j=0


 kj+1∑

i=kj+1

�
rj
i−kj

qi
+
s′
kj+1

−�
rj
kj+1−kj

qkj+1


 �

∞∑
j=0


 kj+1∑

i=kj+1

�
rj
i−kj

qi
+arj+1 − arj+1+1

qkj+1


.

Finally, since the sequences(�1i ), . . . , (�
m−1
i ) are all infinite by hypothesis of the theorem,

we obtain that

∞∑
j=0

(
kj+1∑

i=kj+1

�
rj
i−kj

qi
+ arj+1 − arj+1+1

qkj+1

)

<
∞∑
j=0


 ∞∑

i=kj+1

�
rj
i−kj

qi
+ arj+1 − arj+1+1

qkj+1




=
∞∑
j=0

(
arj+1 − arj

qkj
+ arj+1 − arj+1+1

qkj+1

)

= ap+1 − ap

qn
.

In the second case, we obtain in a similar way that

∞∑
i=n+1

s′
i

qi
=

N−1∑
j=0

(
kj+1∑

i=kj+1

s′
i

qi

)
+

∞∑
i=kN+1

�rNi
qi

=
N−1∑
j=0


kj+1−1∑

i=kj+1

�
rj
i−kj

qi
+

s′
kj+1

qkj+1


+

∞∑
i=kN+1

�rNi
qi

=
N−1∑
j=0


 kj+1∑

i=kj+1

�
rj
i−kj

qi
+

s′
kj+1

− �
rj
kj+1−kj

qkj+1


+

∞∑
i=kN+1

�rNi
qi

�
N−1∑
j=0


 kj+1∑

i=kj+1

�
rj
i−kj

qi
+ arj+1 − arj+1+1

qkj+1


+

∞∑
i=kN+1

�rNi
qi

�
N−1∑
j=0

(
arj+1 − arj

qkj
+ arj+1 − arj+1+1

qkj+1

)
+

∞∑
i=kN+1

�rNi
qi

= ap+1 − ap

qn
+ arN − arN+1

qkN
+

∞∑
i=kN+1

�rNi
qi

= ap+1 − ap

qn
.

This completes the proof of the theorem.�
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3. Unique expansions

Given an alphabetA = {a1, . . . , am} let us introduce the quasi-greedy expansion of the
differences

�j = aj+1 − aj = �j1
q

+ �j2
q2

+ . . .

for j = 1, . . . m − 1 an in Theorem2.3.

Furthermore let us also introduce the quasi-greedy expansions(�ji ) of the differences

�j = aj+1 − aj = �j1
q

+ �j2
q2

+ . . .

with respect to thedual alphabetA = {a1, . . . , am} given by
aj = a1 + am − am+1−j , j = 1, . . . , m.

Now, let us denote byAq the set of numbersxwhose greedy expansion (with respect to
the original alphabetA) is the unique possible expansion.
We have the following characterization of this set, which generalizes a result given

in [6]:

Theorem 3.1. Assume again that condition(2.3) is satisfied:

max
1� j �m−1

(aj+1 − aj ) <
am − a1

q − 1
.

Then themapx �→ (ci),where(ci) denotes the greedy expansion of x, is a strictly increasing
bijection between the setAq and the set of sequences in A, satisfying

(cn+i − a1) < (�ji )

whenevercn = aj < am, and

(am − cn+i ) < (�ji )

whenevercn = a1+m−j > a1.

Proof. Let (ci) be the greedy expansion ofx. If this expansion is not unique, then there
exists another expansion(di) < (ci) of x. Then by definition we have

(di) > (ci)

and both are expansions of(a1+am)/(q−1)−x, so that(ci) cannot be the greedy expansion
of (a1 + am)/(q − 1) − x.
On the other hand, if(ci) is the unique expansion ofx, the(ci) is the unique expansion

of (a1 + am)/(q − 1) − x.
Hence,(ci) is the greedy expansion of(a1 + am)/(q − 1) − x. �
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4. Examples

Let us introduce the following notation for periodic expansions(ci) with a period of
lengthT starting atck:

(ci) = c1 . . . ck−1(ck . . . ck+T−1)
∞.

Example 4.1. If we fix q = 1+√
5

2 and we considerA = {0,1,3}, then we have
• the alphabetA′ is equal toA (as 0∈ A), gaps inA are

�1 = 1 and �2 = 2;
• as stated in Proposition2.1, for everyx ∈ [0,3/(q − 1)] (where 3/(q − 1) ≈ 4.8541)
there exists an expansion in baseq and alphabetA;

• the greedy expansion of 1 is the sequence 11(0)∞,
• the greedy expansion of 2 is the sequence 3001(0)∞,
• the greedy expansion of 1.2 is the sequence

11(01001010100100100000)∞

which has development

1

q
+ 1

q2
+ q20

q20 − 1

(
1

q4
+ 1

q7
+ 1

q9
+ 1

q11
+ 1

q14
+ 1

q17

)
.

This expression is also equal to

1+ q3

q20 − 1

(
1+ q3 + q6 + q8 + q10 + q13

)
= 1+ (2q + 1)(319q + 198)

6765q + 4180
,

the last equality has been obtained by the fact that ifFk is the Fibonacci sequence

F0 = 0, F1 = 1, Fk+1 = Fk + Fk−1

then every powerqn can be obtained by considering the following equivalence:

qn = Fnq + Fn−1.

The same argument is then used to further simplify the expression

1+ (2q + 1)(319q + 198)

6765q + 4180
= 1+ 198+ 715q + 638q2

6765q + 4180
= 1+ 1353q + 836

6765q + 4180

and

6765q + 4180= 5(1353q + 836).
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• In order to apply Theorem2.3, we need the quasi-greedy expansion for�1 = 1 and
�2 = 2 inA′ and we obtain
◦ �1 = 1 �→ (�1i ) = 1(01)∞ and
◦ �2 = 2 �→ (�2i ) = 300(01)∞,
now, we check the content of the theorem on the greedy expansion of 1.2 as tested before
it is the sequence

11(01001010100100100000)∞.

As it begins with the digit 1 we have to check that its subsequence

1(01001010100100100000)∞

is lexicographically smaller than the quasi-greedy expansion of�2 = 2, so

1(01001010100100100000)∞ < 300(01)∞

and it is the case for the first digit, again we have to check that

(01001010100100100000)∞ < 300(01)∞

and again it is right, the next digit is 0 so this time we have to test the subsequence starting
at the 4th digit against the quasi-greedy expansion of�1 = 1, so

1001010100100100000(01001010100100100000)∞ < 1(01)∞.

In this case we have to look until to the third digit in order to verify the theorem, and
as this digit is zero the next step of the verification has to be performed again between
1010100100100000(01001010100100100000)∞ and the expansion of�1, i.e. 1(01)∞.
The verification is then continued on the whole digit sequence; as we shall see in the next

section, if the quasi-greedy expansions of the gaps inAare representable by finite automata
(in the Büchi sense), we will find that any greedy expansion inA is representable by finite
automata.

Example 4.2. Let q ≈ 1.3247 be the first Pisot number (let us recall that a Pisot number
is an algebraic integerq > 1 if all algebraic conjugates ofq different ofq lie in the open
disc |z| < 1 of the complex plane). It is the only solution of modulus> 1 of the equation
x3 = x + 1, and consider the setA = {0,1,3} as the alphabet.
The setA has deleted elements, in order to illustrate our result, we compute the greedy

and quasi-greedy expansions of the gaps inA.
We have�1 = 1 and�2 = 2; their greedy expansions are:

1= 1

q
+ 1

q5

and

2 = 1

q
+ 1

q2
+ 1

q3
+ 1

q5
.
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The quasi-greedy expansions of the gaps are then

1= 1

q
+ 1

q

∞∑
i=1

1

q5i
= 1

q
+ 1

q

(
1

q5 − 1

)
.

In fact, by the equationq3 = q + 1, we have

1

q
+ 1

q

(
1

q5 − 1

)
= q5 − 1+ 1

q(q5 − 1)
= q4

q5 − 1

= q2 + q

q3 + q2 − 1
= q2 + q

(q + 1) + q2 − 1
= q2 + q

q2 + q
= 1.

On the other hand, we have

1

q2
+ 1

q3
= q + 1

q3
= q3

q3
= 1

and by adding it to the previous expansion we get

2 =
(
1

q2
+ 1

q3

)
+ 1

q
+ 1

q

(
1

q5 − 1

)
= 1

q
+ 1

q2
+ 1

q3
+ 1

q

(
1

q5 − 1

)
.

Example 4.3.We fix the alphabetA = {1,3,4,5,7} and the baseq ≈ 3.61645, solution
of the equationq4 − 3q3 − 2q2 − 3= 0; note thatq is a Perron number (let us recall that a
Perron number is an algebraic integerq > 1, if all algebraic conjugates ofq different from
q lie in the open disc|z| < |q| of the complex plane). As stated in Proposition2.1, for every
x ∈ [1/(q − 1),7/(q − 1)] (where 1/(q − 1) ≈ 0.382197 and 7/(q − 1) ≈ 2.67538) there
exists an expansion in baseq and alphabetA. The first step in order to apply the theorem is
to find quasi-greedy expansions for gaps inA in the alphabetA′ = {0,2,3,4,6}. The gaps
are�1 = �4 = 2 and�2 = �3 = 1. We have the following greedy expansions:
• �1 = �4 = 2 �→ (�1i ) = (�4i ) = 6406(0)∞,
• �2 = �3 = 1 �→ (�2i ) = (�3i ) = 3203(0)∞;
furthermore, their quasi-greedy expansions are:
• �1 = �4 = 2 �→ (�1i ) = (�4i ) = (6404)∞,
• �2 = �3 = 1 �→ (�2i ) = (�3i ) = (3202)∞.
Let us test the theorem on the greedy expansion of 1 inA. In this case it is infinite (and so
it coincides with the quasi-greedy expansion):

1 �→ (ci) = 314(1141)∞.

This implies that(c′
i ) = 203(0030), and the theorem can be easily verified in this case.

5. Correspondence with automata

In this section, we apply the characterization in Theorem2.3 in order to build out an
automaton accepting all and only the greedy sequences for a given set of digitsA in a given
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baseq. The construction is based on the automata associated to the quasi-greedy expansions
of gaps�j in A′, if they exist.
A first remark is that this construction is effective and allows us to build a finite automaton

only if we can build the Büchi automata corresponding to the quasi-greedy expansions of
each�j ’s. This means that we have to suppose the regularity of quasi-greedy expansions.
This is the case if the quasi-greedy expansion of every�j is periodic. For example, this is
satisfied ifq is a Pisot number andA = {0,1, . . . , [q]}, by a result in the appendix to the
present paper.
A second remark is the following: the automaton associated with the quasi-greedy ex-

pansion(�ji ) of �j is defined as the Büchi automaton accepting the translated sequence

(�ji
′
) where�ji

′ = �ji + a1. This is related to the fact that condition (2.6) in Theorem2.3
could have been equivalently stated in the following way:

cn+1cn+2 . . . < �jn1
′
�jn2

′
. . . (5.1)

whenevercn = ajn < am.
Let us give the construction of the automaton:

Definition 1. For every periodic expansion inA′

(di) = �1 . . . �n(�n+1 . . . �n+k)
∞,

the Büchi automatonA associated with(di) is an automaton on the alphabetAwith set of
states

S = {s0, . . . , sn+k}

and transitionssi
�′
i+1→ si+1 for every 0� i < n+k andsn+k

�′
n+k→ sn+1, wheres0 is the initial

state and�i
′ = �i + a1.

Example 5.1. Letusconsider thequasi-greedyexpansion inExample4.3, (�1i ) = (6404)∞,

the associated automaton recognizing the sequence(�1i
′
) = (7515)∞ is

Construction 1 (Greedy automaton). For every gap�j in the alphabet A we consider its
quasi-greedy expansion in the alphabetA′ and the associated automatonAj , with states

Sj = {sji } and set of transitionsT j = {s �′
→ s′}.
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A greedy automatonA recognizing every greedy sequence in base q and digit set A can
be obtained by merging all the automataAj in the following way:
• we consider as set of states S ofA the direct union of states in allAj ’s, plus a new state
s0:

S = {s0} ∪
m⊕

j=1
Sj ,

• we consider the direct union of the transition sets ofAj ’s, for 1�j < m:

T ′ =
m⊕

j=1
T j .

Define

Ts0 := {s0 aj→ s
j
0 |aj < am} ∪ {s0 am→ s0}

and for every states �= s0 ∈ S and transitions
ai→ s′ ∈ T ′ with ai > a1, consider

Ts = {s aj→ s
j
0 |a1�aj < ai}.

Then the set of transitions T forA is

T = T ′ ∪ Ts0 ∪ ⋃
s∈S

Ts;

• finally, the set of initial states isI = {s0} and the set of final states is

F = {s0} ∪
m−1⋃
j=1

{sj0}.

Example 5.2. Let us apply the above construction to Example4.1. In this case it is easy to
build the automaton corresponding to�1 = 1 and�2 = 2 becauseA = {0,1,3}.

Then we merge the two automata, and for any stateswith a transition labeledaj �= a1 and
for everyai < aj we add a transition with labelai from s to the initial state ofAi .
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Here, we obtain the following automaton:

The reader may check that the greedy expansions in Example4.1 are accepted by this
automaton.

Example 5.3. Let us considerq ≈ 3.61645 as in Example4.3, but with the new alphabet
A = {0,1,3,4,6}. We have two possible gaps�1 = �3 = 1 and�2 = �4 = 2, the
admissible interval isx ∈ [0,2.29318] and the corresponding quasi-greedy expansions in
A′ = A are given by

�1 = �3 = 1 �→ (�1i ) = (�3i ) = 3141(1411)∞,

�2 = �4 = 2 �→ (�2i ) = (�4i ) = 64114314(1411)∞.

The associated automata are the following:
A1 = A3 :

A2 = A4 :
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Fig. 1. The greedy automaton forA = {0,1,3,4,6} (with repeated gaps).

The above construction is redundant in this case, because there are repeated
gaps. We should merge twice the identical automaton recognizing the quasi-
greedy expansions for�1 and �3 (and analogously for�2 and �4). Since the
repeated automaton behave in the same way we do not repeat twice the same
automaton. We consider just one copy, thereby obtaining the automatonA
in Fig. 1.

Example 5.4. Let us consider the sameq as in the previous example, but this time with
the alphabetA = {1,3,4,5,7} as in Example4.3, which does not contain the
element 0.
In this case,A′ = {0,2,3,4,6} �= Aand thequasi-greedy sequenceshave to be translated

in order to build the greedy automata.
We have�1 = �4 = 2 �→ (6404)∞ and �2 = �3 = 1 �→ (3202)∞, the as-

sociated automata have to recognize the translated sequences inA: (7515)∞ and
(4313)∞.
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Fig. 2. The greedy automaton forA = {1,3,4,5,7} (with repeated gaps and 0�∈ A).

The greedy automaton recognizing all greedy expansions is then represented in Fig.2.

Appendix A. a note on periodic expansions

It is well-known that the decimal fraction{x} of a real numberx is eventually periodic if
and only ifx is a rational number. This property is known to remain valid for the expansion
in non-integer bases if the base is a Pisot number, see[7,10,2]. We give here a new proof of
this fact by adapting an approach used by Bogmér et al. in[3]. Forx ∈ R+, let [x] be the
integer part ofx.
For the definition of Pisot numbers, see Example4.2; for example, all rational integers

q�2 are Pisot numbers, and the golden sectionq = 1
2(1+ √

5) is also a Pisot number

because its other conjugate12(1− √
5) has modulus< 1.
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In order to state our result precisely, let us fixA = {a1 < a2 < · · · < am} andq > 1 as

in Section2 and let us consider the expansions(cn) of the numbersx ∈
[

a1

q − 1
,

am

q − 1

]
defined recursively by the following formula:{

c1 := f (qx),

cn := f
(
qnx −∑n−1

i=1 ciq
n−i
) (A.1)

with a given functionf : R → A.

Remark A.1. This situation describes the case of a generic sequence where the choice of
the next digit is deterministically taken starting from the previous steps, and this is the case
for greedy, quasi-greedy and lazy sequences:
(a) the greedy expansion is obtained if

fG(y) = max
a∈A

{
a|a�y − a1

q − 1

}
;

(b) the quasi-greedy expansion is obtained if

fQ(y) = max
a∈A

{
a|a < y − a1

q − 1

}
;

(c) the lazy expansion is obtained if

fL(y) = min
a∈A

{
a|a�y − am

q − 1

}
.

Another classical expansion, the�-expansion of Rényi[9] can be defined in the same way
by using the functionf�(y) = [y].

In fact, if we consider the greedy case, and we define thekth restxk of a given expansion
(ci) of x as

xk := ck + ck+1

q
+ ck+2

q2
+ . . . , k = 1,2, . . . ;

then we have

c1 := fG(qx0) = maxa∈A
{
a|a�qx − a1

q − 1

}
,

cn := fG(xn) = max
a∈A

{
a|a�xn − a1

q − 1

}
. (A.2)

Note that

xn = qn
(
x −

n−1∑
i=1

ci

qi

)

and so

cn = fG(xn) = max
a∈A

{
a|a�qnx − qn

n−1∑
i=1

ci

qi
−

∞∑
i=1

a1

qi

}
;
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this shows that we choose the biggesta satisfying

n−1∑
i=1

ci

qi
+ a

qn
+

∞∑
i=n+1

a1

qi
�x,

that is, we apply the greedy algorithm.

Theorem A.1. If x has an eventually periodic expansion, then x belongs to the fieldQ(q).
If q is a Pisot number, then the converse also holds true.

Remark A.2. (a) In the special case whereA = {0,1, . . . , [q]}, the theorem reduces to an
earlier result in[7,10,2]. By using the�-expansions they established the converse part ifq
is a Pisot number then the�-expansion of everyx ∈ Q(q) is eventually periodic.
(b) Our proof will be based on a different approach of Bogmér et al.[3]. Moreover, we

will show that the converse part can be established by an arbitrary type of expansion defined
by some deterministic rule of similar type, for example:quasi-greedyexpansions i.e., the
lexicographically largest infinite expansion (see e.g.,[4,1]) or alternativelylazyexpansion
i.e., the lexicographically smallest expansions (see e.g.,[5] and again[1]).

Proof. If the expansion ofx ∈ R has a period of lengthd, then reasoning as in the classical

case whereq is a rational integer, we obtain thatqdx − x = a

b
. Thenx = a

b(qd − 1)
with

a andb(qd − 1) belonging toZ(q).

Now assume thatq is a Pisot number and consider a numberx = a

b
∈
[

a1

q − 1
,

am

q − 1

]
with a, b ∈ Z(q).
Then all numbers

xk := ck + ck+1

q
+ ck+2

q2
+ . . . , k = 1,2, . . .

satisfy

a1

q − 1
�xk� am

q − 1
.

Due to the rule (A.1), it is sufficient to show that there exist two indicesn < m such that
xn = xm: then(ci) is possibly periodic with a period of lengthm − n.
By generalizing an argument of Bogmér[3], we will prove that the sequence(xk) takes

only finitely many different values.
Equivalently we will show that the sequence(yk) = (b xk) takes only finitely many

values.
Since

yk = qka − b
k−1∑
i=1

ciq
k−i , k = 1,2, . . . ,

the numbersyk belongs toZ(q).
It is sufficient toprove that thenumbersyk andall their conjugatesbelong tosomebounded

set. Indeed, then theywill be the zeros of a set of polynomialswith integer coefficientswhose
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orders and coefficients are bounded by some number independent ofk (see, e.g.[11]). Since
there are only a finite number of such polynomials, this will imply that the set of valuesyk
is finite.
As in [3], we recall from[11] that if q has the conjugatesq1 = q, andq2, . . . , qs , then

there existsmonomorphisms�i : Q(q) → C, with i = 1, . . . , s such that�1 is the identity,
and
• �i (q) = qi , i = 1, . . . , s,
• if y ∈ Q(q), then�1(y), . . . ,�s(y) contain all conjugates ofy (possibly with multiplic-
ity).

Sinceq is a Pisot number, there exists a number 0< � < 1 such that|qi | < � for
i = 2, . . . , s.
Setting

Mk := max{|�1(yk), . . . , |�s(yk)|},
we have to show that the sequenceM1,M2, . . . is bounded.
Let us first observe that

�1(yk)| = |bxk|� |b| a
q − 1

for all kwith

a = max{|ai | : ai ∈ A}.
Next we note that

yk+1 = q(yk − bck),

whence

�i (yk+1) = qi(�i (yk) − �i (b)ck),

so that fori = 2, . . . , s we have

|�i (yk+1)|��(Mk + a|�i (b)|).
Setting

B := a max{|�2(b)|, . . . , |�s(b)|}
we conclude that

Mk+1��(Mk + B)

for k = 1,2, . . .
It follows by induction thatMk+1��kM1 + (�k + �k−1 + · · · + �)B. Therefore

Mk+1�M1 + �
1− �

B

for all k, so that the sequence(Mk) is bounded indeed. �
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