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Abstract
Objectives: The classical diagnostic cross-sectional study has a focus on one disease only. Generalist clinicians, however, are con-
fronted with a wide range of diagnoses. We propose the ‘‘comprehensive diagnostic study design’’ to evaluate diagnostic tests regarding
more than one disease outcome.

Study Design and Setting: We present the secondary analysis of a data set obtained from patients presenting with chest pain in primary
care. Participating clinicians recorded 42 items of the history and physical examination. Diagnostic outcomes were reviewed by an inde-
pendent panel after 6-month follow-up (n 5 710 complete cases). We used Shannon entropy as a measure of uncertainty before and after
testing. Four different analytical strategies modeling specific clinical ways of reasoning were evaluated.

Results: Although the ‘‘global entropy’’ strategy reduced entropy most, it is unlikely to be of clinical use because of its complexity.
‘‘Inductive’’ and ‘‘fixed-set’’ strategies turned out to be efficient requiring a small amount of data only. The ‘‘deductive’’ procedure resulted
in the smallest reduction of entropy.

Conclusion: We suggest that the comprehensive diagnostic study design is a feasible and valid option to improve our understanding of
the diagnostic process. It is also promising as a justification for clinical recommendations. � 2014 Elsevier Inc. All rights reserved.
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1. Introduction

1.1. Established study designs

The cross-sectional study has become the standard de-
sign to evaluate the efficacy of diagnostic tests [1,2]. For
each patient in the study, the result of an index test, that
is, the maneuver to be investigated, is compared with a ref-
erence standard. Although several tests are sometimes com-
bined in the form of a clinical prediction rule (CPR), the
focus in this kind of study is on one disease only. Phase
III diagnostic studies include patients in whom clinicians
suspect the disease under consideration to be present. These
studies result in estimates of how much the likelihood of
a particular disease is changed by test results.

From the investigation of a diagnostic test, we distin-
guish ‘‘studies investigating symptoms.’’ Patients with
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defined symptoms are recruited to establish the prevalence
of the symptom, its etiology (underlying disease), and/or its
prognosis [3]. The focus can be on a single disease or
a broad spectrum of etiologies. Based on the resulting infor-
mation on practice prevalence of underlying diseases, clini-
cians can prioritize their diagnostic workup of patients
presenting with the symptom under consideration. What
proportion of patients with rectal bleeding have colorectal
carcinoma? What proportion of patients presenting with fa-
tigue suffer from depression? These are examples for ques-
tions answered by this kind of study design. Although
studies investigating symptoms are also cross-sectional,
they serve a different purpose and report data that differ
from a diagnostic accuracy study.

Results from a cross-sectional diagnostic study are par-
ticularly useful for the late stage of a clinician’s diagnostic
reasoning, when the possibilities have been narrowed to
a small number of hypotheses or even only one. Study re-
sults help clinicians decide whether a test changes the like-
lihood of a particular hypothesis to a relevant degree.
Studies investigating symptoms, however, include patients
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What is new?

Key findings
� We provided a novel design to retrieve and evalu-

ate complex diagnostic data. Using a working ex-
ample (study of 710 patients presenting with
chest pain in primary care), we performed and
compared different analytical strategies most of
which emulate cognitive strategies used by
clinicians.

What this add to what was known?
� Previous diagnostic study designs have considered

only one disease each. The comprehensive diag-
nostic study (CDS) design refers to several dis-
eases or disease categories. Moreover, a large
number of diagnostic tests may be evaluated within
this paradigm.

What is the implication and what should change
now?
� Especially in generalist settings, clinicians process

a wide array of diagnostic data. The CDS will al-
low the selection of valid tests and the develop-
ment of clinical prediction rules with broader
application than previous investigations. Moreover,
data sets thus collected will improve our under-
standing of diagnostic uncertainty and appropriate
clinical strategies.
on the basis of their (usually main) complaint, before any
diagnostic effort. They can thus provide guidance regarding
the general direction of the diagnostic workup.

1.2. The comprehensive diagnostic study

1.2.1. Definition
We suggest that both designs can be combined to arrive

at a more thorough understanding of clinicians’ diagnostic
processes and improve clinical recommendations in this
area. We suggest calling this study type ‘‘comprehensive di-
agnostic study’’ (CDS). Conducting a CDS would imply (1)
recruiting patients on the basis of a particular symptom or
finding, (2) recording a defined set of further symptoms,
findings, and investigations as potentially valid diagnostic
tests, (3) determining the final cause, that is, diagnostic out-
come (disease), for each patient, and (4) analyzing results
for disease probabilities occurring in the sample and how
these are modified by diagnostic information.

1.2.2. Design
Within a CDS, patients with clinically relevant symp-

toms or findings are recruited. ‘‘Relevant’’ means that
clinicians would be interested in how often certain diseases
occur in these patients and how additional clinical informa-
tion changes their probabilities. Patients with chest pain or
vertigo/dizziness would be an example but also findings
such as hepatomegaly or raised liver enzymes. Investigators
should pay particular attention to their setting. With unse-
lected patients recruited in primary care, they will obtain
different results than from patients who have been referred
to secondary care.

Because CDSs investigate the interplay of relevant
modifiers of disease probabilities, choice of tests to
be considered within the study is critical. The studies dis-
cussed here typically include items from the history and
physical examination. However, further investigations can
be included as long as logistically possible and ethically
justifiable. Because evidence on the accuracy of the history
and physical is often limited, the inclusion of tests will of-
ten be based on medical tradition, for example, textbooks
or pathophysiological considerations. Surveys of clinicians
can help to identify heuristics and rules that have devel-
oped in practice but have escaped scientific attention
[4,5]. Ideally, all symptoms and signs that can modify the
probability of one of the considered outcomes should be
evaluated.

For each patient in the study, the disease associated with
the symptom of entry, that is, the diagnostic outcome, has
to be identified. This can result in a large number of diag-
nostic categories with widely differing probabilities and
prognostic implications. Although this may limit the preci-
sion of analyses, investigators should try to establish each
patient’s diagnosis as detailed as possible. Broader catego-
rizations can be introduced at the analysis stage.

Investigators have to decide whether and to what degree
the protocol should prescribe specific tests to establish
diagnostic outcomes. This often requires a large number
of tests, some of which may be invasive and/or costly. Both
may affect compliance of physicians and patients with
study procedures if they depart too much from established
routines. Alternatively, investigations can be left at the dis-
cretion of treating physicians. This, however, will lead to
considerable heterogeneity of tests performed, partial veri-
fication bias, and uncertainty in outcome adjudication.
Contrary to the goal of developing new diagnostic strate-
gies, in that case, the data set will reflect the preconceptions
of participating physicians. A follow-up of study patients,
which has been proposed for cross-sectional diagnostic
studies, will at least reveal severe chronic conditions such
as cancer or coronary heart disease (CHD) [6].

For a CDS, a procedure must be described to establish
the diagnostic outcome in each patient. Preferably, an inde-
pendent reference panel reviews data provided by clinicians
and patients. If available, specialist investigations and data
obtained at follow-up visits will be taken into account.
Relying on clinicians’ diagnoses is a low-cost alternative,
which has the disadvantage of highly variable diagnostic
standards.



126 N. Donner-Banzhoff et al. / Journal of Clinical Epidemiology 67 (2014) 124e132
1.2.3. Analysis
A CDS allows modeling the uncertainty arising from

a defined clinical scenario. Moreover, investigators can
assess whether diagnostic tests performed within the study
reduce uncertainty and to what degree. While the conven-
tional study design estimates the probability of only one
condition at a time, the analysis of CDS data has to
accommodate several diseases or disease categories. Estab-
lished measures of test performance such as sensitivity,
specificity, or likelihood ratios are restricted to the binary
case. We suggest the broader concept of Shannon’s entropy
to incorporate also clinical uncertainty arising from a situa-
tion with multiple diagnostic outcomes [7]. Entropy is
a function of the probabilities of diagnostic outcomes con-
sidered in a defined clinical situation.
HðDÞ5 �
X

Pilog2Pi ð1Þ

In this equation, Pi is the probability of the ith disease

out of a set of n mutually exclusive diseases. Entropy is
measured in bits of information; log2 is the binary loga-
rithm. Entropy increases with the number of possible dis-
ease states. It decreases as one diagnosis becomes much
more likely than others. Entropy derived from information
theory thus provides an intuitively valid measure of clinical
uncertainty [8].

Mutual information has been suggested as an index of
diagnostic test performance within this paradigm [9,10].
Once we understand the results of a diagnostic test and
the disease outcome as random variables, mutual informa-
tion quantifies the amount of information that the test pro-
vides about the diseases under consideration (for a more
detailed definition, see the subsection Data analysis). A de-
cision can then be made whether diagnostic testing reduces
uncertainty (entropy).

Data sets derived from CDS can be large and complex.
Theoretically, the whole array of statistical (machine)
learning can be applied [11]. However, the main purpose
of a CDS is not a computer program (expert system) be-
cause this is unlikely to be used in everyday practice. It
should rather aim at recommendations regarding tests to
be used in defined clinical situations. The order or combi-
nation (CPRs) of test results can be investigated in this con-
text. Which tests can be omitted because they do not reduce
clinical uncertainty to a sufficient degree is also of interest.
To achieve this, we suggest the following analytical strate-
gies which partly emulate cognitive strategies used by
clinicians:

1.2.3.1. Global entropy. All recorded tests are examined
sequentially regarding their ability to reduce the overall en-
tropy. The latter is measured by mutual information [9,10].
According to the result of the test that reduces entropy
most, the sample is split into two groups (binary case).
On each of these, the remaining tests are evaluated regard-
ing their ability to reduce entropy in the sample. Again, two
groups ensue according at each branch, which are again in-
vestigated in a similar way. This procedure often leads to
a complex decision tree with a large number of branches
and decision chains.

1.2.3.2. Deductive (hypothesis based). Considering their
frequency, severity, and treatability, investigators establish
a priority list of possible diseases expected to occur in
the sample. Using the CDS data set, each is evaluated in
turn by symptoms and signs modifying their likelihood.
Once a patient scores positive for a diagnosis, search is
stopped and treatment is begun. Depending on the setting,
this may also include specialist referral for further workup.
Cases scoring below the threshold will remain in the pool
of undiagnosed subjects and be evaluated for the next hy-
pothesis and so on. This kind of analysis corresponds to
the hypothetico-deductive clinical method. According to
this theory, very early in the encounter with the patient, hy-
potheses (possible diseases) ‘‘pop’’ into the clinician’s
mind and guide further data collection [12].

Ideally, simple scores to evaluate diagnostic hypotheses
derived from other studies are used for this kind of analysis.
Alternatively, a decision rule is derived from the data set.
Cases scoring above a defined treatment threshold are re-
garded as having that particular disease.

1.2.3.3. Inductive (test based). Sometimes, a single symp-
tom or sign by being positive increases the likelihood of
a particular disease to such a degree that the diagnostic pro-
cess can be stopped at this point (pathognomonic sign). Al-
though this occurs only rarely, clinicians paying attention to
this possibility increase the efficiency of their diagnostic
reasoning considerably. This strategy always has to be com-
bined with other approaches to be applied to the remaining
majority of patients negative for pathognomonic signs.

1.2.3.4. Fixed set. This strategy implies the identification
of a set of items that are evaluated on every patient
irrespective of particular findings. The items are chosen
according to their ability to reduce the entropy in the study
data set. This strategy is analogous to the review of sys-
tems as part of a full medical history. Here, a defined set
of questions referring to one organ system is asked, as part
of the hospital admission procedure or with frequent
presentations.
2. Methods

2.1. Data set

To illustrate the design of a CDS and related analytical
approaches, we performed a secondary analysis of the first
Marburg chest pain study. Design and conduct of this study
have been described elsewhere [13]. Briefly, 74 general
practitioners (GPs) recruited consecutively patients aged
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�35 years who presented with chest pain as the primary or
secondary complaint. GPs took a standardized history and
performed a physical examination. Results of 42 single di-
agnostic tests were thus obtained. These included pain
quality; location and severity; modifying factors, for exam-
ple, chest pain associated with food; associated symptoms,
for example, shortness of breath; and known risk factors,
for example, diabetes or known CHD. Patients and GPs
were contacted 6 weeks and 6 months after the index con-
sultation. All available information about the course of
chest pain, treatments including hospitalizations and drugs,
and diagnostic procedures initiated by GPs or specialists
was retrieved. An independent expert panel of one cardiol-
ogist, one GP, and one research staff member reviewed each
patient’s data and established the reference diagnosis by de-
ciding which disease was the underlying cause for the chest
pain at the time of index consultation. For the analysis pre-
sented here, we collapsed 28 reference diagnoses into nine
larger categories (Table 1). In 710 of 1,212 patients, infor-
mation on all 42 symptoms and signs was available. Anal-
yses presented in this article are based on this sample.

2.2. Data analysis

We calculated entropy H(D) as a measure of our uncer-
tainty about the disease state or diagnostic outcome using
formula (1). H(DjT ) quantifies our average uncertainty
about the disease state (D) given the results of a test (T )
and is calculated by
Table 1

Diagno

Stable
Acute

Nonisc
diso

Severe

Benign
Benign

Psycho

Chest

Others
HðDjTÞ5
Xm

i51

PðtiÞ �HðDjT5 tiÞ; ð2Þ
where P(ti) is the probability that a patient has the test re-
sult i and H(DjT 5 ti) is the entropy about the disease status
within the sample of patients with the test result i [10].

The difference between H(D) and H(DjT ) is the mutual
information I(D;T ). It quantifies the average amount
of information gained by performing a diagnostic test,
. Diagnostic categories/outcomes considered in the analysis

stic category Explanation

coronary heart disease
coronary syndrome Myocardial infarction, unstable

angina
hemic cardiovascular
rders

Hypertension, heart failure, cardiac
arrhythmia, myocarditis, heart
valve defect, pulmonary embolism

respiratory disorders Chronic obstructive pulmonary
disease, pneumonia,

respiratory disorders Cold, bronchitis
digestive disorders Gastroesophageal reflux disease,

gastritis
genic causes Depression, anxiety, stress-related

and somatoform disorders
wall syndrome Various musculoskeletal reasons and

disorders
No specific diagnosis possible
a large I stands for a test achieving a large reduction of un-
certainty [10].

All calculation were performed within R, 2.14.1 (R
Foundation for Statistical Computing, Vienna, Austria)
(http://www.R-project.org) using the entropy 1.1.7 package
[14], and Rweka 3.7.5, an R interface to Weka [15,16].

2.2.1. Individual index tests and fixed set
Before evaluating complex strategies, we calculated the

mutual information of each item (test) individually and or-
dered them according to their ability to reduce the entropy.
We then calculated the mutual information of a set of the
best two items, of the best three items, and so on. We plot-
ted the post-test entropy H(DjT ) of the best one, two, three,
four, and five fixed test sets, respectively. This plot can help
to decide whether the expense of adding another item to the
set results in a relevant reduction of uncertainty. We used
the best set of three tests to illustrate possible clinical
implications.

2.2.2. Global entropy
Following the ‘‘global entropy’’ approach, we con-

structed a decision tree using the C4.5 algorithm. C4.5 first
grows a tree using information gain as the split criterion
[16]. The test/symptom or sign that minimizes the entropy
of the resulting subsets is chosen to partition the data set.
Information gain equals the expected value of the mutual
information of a test. To avoid overfitting and unnecessary
complexity, the initial tree is pruned, that is, unreliable
parts of the tree are discarded. The pruning procedure is
based on the comparison of the error estimates of an inter-
nal node and the nodes below it. According to the result,
a subtree is replaced by a terminal node, raised or kept. Be-
cause the same data set that was used to raise the tree was
used to prune the tree, the upper limits of the confidence
intervals of the error rates are compared instead of their
point estimates [16]. We ran C4.5 using a confidence
factor, c 5 0.05, which corresponded to a confidence
level 5 0.95%. In C4.5, all errors are treated as equal irre-
spective of the diagnostic outcome. To determine the per-
formance of the decision tree, we calculated the accuracy
that equals the number of correctly classified cases divided
by the total number of cases. Furthermore, we calculated
the average pretest entropy about the disease state, H(D),
the entropy about the disease state given the result of
the classification using the tree, H(DjT ), and the mutual in-
formation, I(D; T ), as a measure of the diagnostic
performance.

2.2.3. Deductive (hypothesis based)
We selected three conditions to be evaluated: (1) need

for urgent hospital admission, (2) CHD, and (3) chest wall
syndrome (CWS). For each of these, a CPR is available
(Table 2). All CPRs have been derived from the current
data set, they provide binary thresholds (condition yes/
no). CPRs were successively applied starting with the

http://www.r-project.org


Table 2. Clinical predicting rules used in the deductive approach

CPR Urgent admission score [21] Marburg Heart Score [22] CWS score [23]

Items and
scoring

Known clinical vascular disease (1 point)
History of heart failure (1 point)
Home visit required (1 point)
Pain not reproducible by palpation (1 point)
Pain radiation to left arm (1 point)

Age/gender (female �65 yr, male �55 yr)
(1 point)

Known clinical vascular disease (1 point)
Patient assumes cardiac origin of pain

(1 point)
Pain worse with exercise (1 point)
Pain not reproducible by palpation (1 point)

Pain reproducible by palpation (1 point)
Stinging pain (1 point)
Localized muscle tension (1 point)
Absence of cough (1 point)

Threshold Test negative: 0e2 points
Test positive: 3e5 points

Test negative: 0e2 points
Test positive: 3e5 points

Test negative: 0e3 points
Test positive: 4 points

Abbreviations: CPR, clinical prediction rule; CWS, chest wall syndrome.
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‘‘urgent hospitalization score.’’ Cases scoring positive were
selected for treatment, which in this case denoted urgent re-
ferral to hospital. The remaining cases were evaluated for
CHD and so on. We calculated H(DjT ) and the mutual in-
formation for the whole test sequence. Additionally, we
plotted the probabilities of the disease outcomes for the re-
spective subsamples.

2.2.4. Inductive (test based)
To identify ‘‘pathognomonic’’ symptoms or signs, we

calculated the likelihood ratios (LR) for each test and diag-
nostic outcome category. For each combination, we inserted
the LR values O1 into a matrix with columns representing
the diagnostic outcomes (diseases) and rows representing
tests. In this LR matrix, the pattern indicating a pathogno-
monic test would be a test with a high LR for one diagnos-
tic category, whereas LRs for the other diagnostic
categories were substantially lower. We combined the tests
identified in this manner in a test sequence that was succes-
sively applied to the cases in the data set. Again, we calcu-
lated H(DjT ) and the mutual information for the whole test
sequence and we plotted the probabilities of the disease
outcomes for the respective subsamples.
Fig. 1. Maximum decrease in entropy using optimal sets of one, two,
three, four, and five tests. Y-axis shows the entropy, given the informa-
tion of the respective tests. X-axis shows the number of items in the
test set and names the respective optimal test set. 0: pretest entropy,
no test applied; 1: cough; 2: cough and pain reproducible by palpa-
tion; 3: cough, pain reproducible by palpation, and known CHD; 4:
cough, pain reproducible by palpation, known CHD, and stabbing
pain; 5: cough, pain reproducible by palpation, stabbing pain, history
of hypertension, and patient is anxious. CHD, coronary heart disease.
3. Results

3.1. Fixed set

The mutual information of the single tests ranged from
0.06 (dull chest pain) to 0.23 bits (cough) (see Appendix
at www.jclinepi.com). Fig. 1 shows the effect of test com-
binations; the higher the number of items in the set, the
higher was the decrease in the entropy.

The best three-item test set was ‘‘cough/pain reproduc-
ible by palpation/known CHD.’’ These correspond to a com-
bined test with eight possible outcomes. As can be seen
from Fig. 2, the outcomes are clinically plausible with
largely differing disease probabilities. The number of pa-
tients and entropy in the respective outcome categories
ranged from 3 and 0.0 bits to 273 and 2.49 bits, respec-
tively. Applying this combined test reduced the entropy
of the data set from H(D) 5 2.35 to H(DjT ) 5 1.88 bits.
Mutual information was 0.47 bits.
The best five-item test set was ‘‘cough/pain reproducible
by palpation/stabbing pain/history of hypertension/patient
is anxious’’ with a mutual information of 0.69 bits.

3.2. Global entropy

The final decision tree exploited the information of 19 of
the 42 tests included in the data set and resulted in 24 de-
cision/internal and 25 terminal nodes (see Appendix at
www.jclinepi.com). The accuracy was 65.8%. The entropy
and the number of cases in the terminal nodes ranged from
0.0 to 2.3 bits and from 2 to 215, respectively. Applying
this decision rule reduced the average entropy from
H(D) 5 2.35 to H(DjT ) 5 1.65 bits. The mutual informa-
tion was 0.7 bits.

http://www.jclinepi.com
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Fig. 2. Result of the optimal (maximal decrease in entropy) set of three tests: cough, pain reproducible by palpation, and history of CHD. For each
possible combination of the results of the three tests, the number of patients, the entropy, and the proportion of underlying diseases are shown.
Implications for the clinical management for the resulting subsets are also suggested. Scale of the bar charts is in percentage. CWS, chest wall
syndrome; CHD, coronary heart disease; H(D), entropy about disease status in bits; N, number of patients in the sample; ACS, acute coronary
syndrome.
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Fig. 3. (A) Results of the deductive hypothesis-based strategy. Three clinical hypotheses (‘‘Need for an urgent admission?’’ ‘‘Has the patient an
underlying CHD?’’ ‘‘Has the patient an underlying CWS?’’) were successively tested by applying the respective clinical decision rule. For each re-
sulting subset, the number of patients, the entropy, and the proportion of underlying diseases are shown. Implications for the clinical management
for the resulting subsets are also suggested. (B) Results of the inductive test-based strategy. The three items/tests identified in the inductive ap-
proach as pathognomonic symptoms (‘‘pain related to food,’’ ‘‘cough,’’ and ‘‘home visit required’’) were successively applied. For each resulting
subset, the number of patients, the entropy, and the proportion of underlying diseases are shown. Implications for the clinical management for the
resulting subsets are also suggested. Scale of the bar charts is in percentage. CHD, coronary heart disease; CWS, chest wall syndrome; CP, chest
pain; H(D), entropy about disease status in bits; N, number of patients in the sample.
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3.3. Deductive (hypothesis based)

The deductive approach resulted in four subsets of pa-
tients (Fig. 3A). In those with a positive urgent hospital ad-
mission score (n 5 34), only five different diagnostic
outcomes were left and entropy was reduced from
H(D) 5 2.35 to H(DjT ) 5 2.09 bits. For cases scoring pos-
itive on the Marburg Heart Score (n 5 212), entropy in-
creased slightly from 2.35 to 2.55 bits, whereas the
number of diagnostic outcomes (diseases) was identical to
the whole sample. In the subsample with a positive CWS
score (n 5 57), the number of diagnoses was only slightly
decreased to eight, whereas the entropy was decreased to
1.48 bits. In the remaining subset, including 407 patients,
the entropy was 2.04 bits. On the whole, applying this se-
quence of three CPRs reduced the entropy from
H(D) 5 2.35 to H(DjT ) 5 2.15 bits. The mutual informa-
tion was 0.2 bits.
3.4. Inductive (test based)

Following the inductive analytical approach, we identi-
fied three tests that we considered as pathognomonic symp-
toms or signs (see Appendix at www.jclinepi.com for the
likelihood ratio matrix): chest pain related to food
(LR 5 27.5 for benign digestive disorder), cough
(LR 5 10.3 for benign respiratory disorder), and home visit
needed [LR 5 4.9 for acute coronary syndrome (ACS)].
Using these tests in a sequence resulted in four subsamples
(Fig. 3B). For the first subsample of patients with a high
likelihood of a benign digestive disorder (n 5 13), entropy
was reduced to 1.24 bits. Cough as an additional symptom
was the criterion for the second subsample (n 5 101). The
likelihood of benign respiratory infection thus increased to
50.5%. The entropy in this subsample was reduced to
2.05 bits. For patients in the third subsample, a home visit
was required (n 5 34), 44% of these had a cardiac

http://www.jclinepi.com
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condition, and entropy was 2.52 bits. For the remaining pa-
tients (n 5 562), the entropy was relatively low with
2.06 bits mainly because of a high prevalence of CWS.
Overall, applying this test sequence reduced the entropy
from H(D) 5 2.35 to H(DjT ) 5 2.07. Mutual information
was 0.28 bits.
4. Discussion

In a study of 710 patients presenting with chest pain in
primary care practice, 42 index tests and 9 diagnostic out-
come categories were evaluated. Analytical strategies re-
sulted in widely differing reductions of uncertainty
quantified as entropy.

4.1. Strategies compared

‘‘Global entropy’’ analysis resulted in the largest de-
crease of entropy compared with the other approaches. This
strategy made use of a large part of the information con-
tained in the data set without leaving patients unassigned
to a diagnostic outcome category. However, calculation of
the related decision tree is very complex and requires so-
phisticated software. This analysis provides a reference
standard for the remaining strategies, but resulting recom-
mendations are unlikely to be used in practice because of
their complexity.

The deductive (hypothesis-based) strategy used only in-
formation derived from eight index tests; three of these
were part of more than one CPR. This analysis left 407
of 710 cases unassigned and achieved the least decrease
in entropy compared with other analytical strategies.

The inductive (test-based) strategy made use of only
three test criteria; a pool of 526 cases remained without di-
agnostic assignment. Chest pain being associated with food
allowed the rapid selection of cases with benign digestive
disease, as happened with cough (benign respiratory dis-
ease) and home visits (CHD). The overall entropy was re-
duced to 2.07 bits.

Using the fixed-set strategy, it was possible to name the
set of five items that provided the highest reduction in en-
tropy. However, the higher the number of items in the set,
the higher is the number of possible outcomes in the com-
bined test. Given that all items are dichotomous, the num-
ber of possible outcomes is 2n, in which n is the number of
items in the set. This can rapidly lead to a number that is
not cognitively manageable any more. There is thus
a trade-off between reduction in entropy by a defined set
of tests and cognitive demand on the clinician.

4.2. Clinical implications

The outlined analytical strategies correspond to cogni-
tive strategies used by clinicians when confronted with a pa-
tient. The deductive or hypothesis-based analysis reflects
the hypothetico-deductive method [12]. The inductive or
test-based method corresponds to ‘‘inductive foraging,’’
which has unusual phenomena (symptoms, pattern failure,
and sense of alarm) as its starting point, be that from the
perspective of the patient or the physician. This strategy
has been suggested as an efficient way of data collection
in low-prevalence generalist areas [17]. Finally, the fixed
set of routine questions (tests) parallels the review of sys-
tems. Among theories of clinical reasoning, structural se-
mantic theory proposed by Bordage [18] corresponds to
this kind of analysis. In this view, disease concepts are rep-
resented in the clinician’s mind as prototypes, that is, com-
binations of binary tests, so-called semantic qualifiers. The
data presented here suggest that the hypothetico-deductive
method often suggested as the normative and descriptive
standard of diagnostic reasoning [12] may have a more lim-
ited role in generalist settings. Here, other strategies such as
inductive (test-based) ones should also be used.

The study design presented here will be particularly fruit-
ful in generalist settings such as primary care practice or hos-
pital emergency departments. In these settings, the history
and physical examination comprise a large number of cheap
and quick-to-conduct diagnostic tests that can contribute to
efficiently triage patients with a wide range of possible dis-
ease states. However, this kind of study may also be relevant
for specialized settings and findings arising from physical
examination, biochemical tests, or imaging procedures.

The analyses presented generally show that uncertainty
can only be reduced to a certain degree. In our view, they
give a realistic picture of diagnostic uncertainty in primary
care. Further investigations such as imaging or biochemical
tests are of use only in relatively small subsets of patients
with a high probability of specific diseases. For most pa-
tients, strategies such as ‘‘watchful waiting’’ maybe more
appropriate. In practice, clinicians will usually combine
the strategies evaluated in this article.

The global entropy strategy results in a highly complex
decision tree, which reflects the overall uncertainty of the
diagnostic situation but is cognitively intractable for human
beings. However, an expert system based on this algorithm
might be of use in clinical teaching. It could give learners
immediate feedback on the validity and efficiency of their
diagnostic data gathering, that is, history taking, physical
examination, or investigations. As opposed to classical
teaching based on predictive values or likelihood ratios, this
would refer to all relevant diseases and not just one.
4.3. Limitations

The study, which our analysis is based on, was not
originally designed to evaluate all possible diagnostic out-
comes in patients with chest pain. Because its focus was
on CHD, assignment of non-CHD diagnoses by the refer-
ence panel was often based on sparse data; some degree
of misclassification is therefore possible. In some instances,
reference diagnoses had to be based on the history, which
might have resulted in incorporation bias. Because of these



132 N. Donner-Banzhoff et al. / Journal of Clinical Epidemiology 67 (2014) 124e132
shortcomings, we regard our analysis as illustrative for the
CDS design but not suitable for clinical recommendations
per se.

In the original study sample, 71 different reference diag-
noses were made. To ease analysis and understanding of
results, we collapsed them into nine broad categories. For
these, we considered not only anatomy and physiology
but also prognosis and management. In other words, we
avoided grouping patients with different prognosis (benign
self-limiting vs. life-threatening conditions) together in one
category.

In most of our analyses, we have treated diagnostic out-
come categories and related errors equally. Only in the de-
ductive (hypothesis-based) approach, clinical priorities are
reflected in the order of hypotheses evaluated. Missing
life-threatening diseases such as ACS would cause more re-
gret or chagrin in the clinician than missing benign condi-
tions such as CWS [19,20]. Adjustment for differential
weights of disease entities will become important in studies
with multiple diagnostic outcomes.

The large number of variables analyzed in this kind of
study results in a high degree of variability. Strategies to es-
tablish the precision of estimates, evaluate sampling error,
and calculate sample size will have to be developed. As
with any CPR, validation by an independent data set will
have to establish the robustness of findings. We chose un-
certainty (entropy) to evaluate the effect of diagnostic tests,
not only for its mathematical properties but also as an intu-
itive measure of clinical uncertainty. However, other mea-
sures can be considered for this purpose. The same
applies to other classes of statistical models than the ones
used for this analysis.

4.4. Conclusion for future studies

Wewould like to encourage researchers to extend their di-
agnostic study design toward all diagnostic outcomes relevant
to a particular clinical situation. Moreover, they should con-
sider the evaluation of a large number of index tests to model
diagnostic reasoning in a more comprehensive way than with
the classical one-test study design. We hope that the design
features and analytical strategies presented in our article will
provide useful guidance for this kind of work.
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