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#### Abstract

A hypergraph is called normal if the chromatic index of any partial hypergraph $H^{\prime}$ of It coincides with the maximum valency in $\boldsymbol{H}^{\prime}$. It is proved thas a hypergraph is normal iff the maximum number of disjoint hyperedges coincides with the minimum number of vertices representing the hy peredges in each partial hypergraph of it This theorem implies the following conjecture of Berge: The complement of a perfect graph is perfect. A new proof is given for a related theorem of Berge and Las Vergnas. Finally, the results are applied on a problem of integer valued linear programming, slightiy sharpening some results of Fulkerson.


## § 0. Introduction

Let $G$ be a finite graph and let $\chi(G)$ and $\omega(G)$ denote its chromatic number and the maximum number of vertices forming a cliqu: in $C$, respectively. Obviously,
(1) $\quad \mathrm{x}(G) \geq \omega(G)$.

There are several classes of graphs such that

$$
\begin{equation*}
\chi(G)=\omega(G) \tag{2}
\end{equation*}
$$

e.g., bipartite graphs, their line graphs and complements, interval graphs, transitively orientable graphs, etc. Obviously, relation (2) does not say too much about the structure of $G ;$ e.g. adding a sufficiently large clique to an arbitrary graph, the arising graph satisfies (1).

Berge [1, 2] has introduced the following concept: a graph is perfect ( $\gamma$-perfect) if the equality holds in (2) for every induced subgraph of it.

[^0]The mentioned special classes of graphs have this property, since every induced subgraph of them belongs to the same class. He formulated two conjectures in connection with this notion:

Conjecture 1. A graph is perfect if and only if neither itself nor its complement contains an odd circuit without diagonals.

Conj.ature 2. Let $\alpha(G)$ denote the stability number of $G$. let $3(G)$ denote the minimum number of cliques which partition the set of all the vertices. $A$ graph $G$ is perfec: if and only if $\alpha\left(G^{\prime}\right)=\theta\left(G^{\prime}\right)$ for any induced subgraph of $G$.

This conjecture is an attempt to explain some similarities between the properties of the chromatic number and the stability number; his next conjecture is proved in the present paper, formulated as follows.

Perfect graph theorem. The complement of a perfect graph is perfect as well.

Obviously, the second conjecture of Berge would follow from the first one. However, due to its simpler form, it has more interesting applications and has been more investigated. Partial results are due to Berge [3], Berge and Las Vergnas [4], Sachs and Olaru [6]. Fulkerson [5] reduced the problem to the following conjecture, using the theory of anti-blocking polyhedra:

Duplicating an arbitrary vertex of a perfect graph and joining the obtained two vertices by an edge. the arising graph is perfect.

In §1 we prove a theorem which contains this conjecture.
Berge has observed that the perfect graph conjecture has an equivelent in hypergraph theory, interesting for its own sake too. The correspondence between graphs and hypergraphs is simple and enables us to translate proofs formulated in terms of graphs into proofs with hypergraphs and conversely. In $\$ 2$ we deduce the hypergraph version of the perfect graph theorem from the above-mentioned conjecture of Fulkerson; the proof is short and does not use the theory of anti-blocking polyhedra. It could be formulated in terms of graphs as well; hewever, the hyper-graph-version shows the idea more clearly. It chould be pointed out that thus the proof consists of two steps and the more difficult second step was done first by Fulkerson.

In §3. we give a new proof of a related theorem of Berge, Finally, in §4 we give some formulations of the results in terms of linear programming. Most of them have been observed io be equivalent with the perfect graph theorem already by Fulkerson.

## §1

Let $G, H$ be two vertex-disjoint graphs and let $x$ be a vertex of $G$. By substituting $H$ for $x$ we mean deleting $x$ and joining every vertex of $H$ to those vertices of $G$ which have been adjacent with $x$.

Theorem 1. Substituting perfect graphs for some vertices of a perfect graph the obtained graph is also perfect.

Proof. We may assume that only one perfect graph $H$ is substituted for a vertex $x$ of a perfect graph $G$. Let $G^{\prime}$ be the resulting graph. It is enough to show that

$$
\begin{equation*}
\chi\left(G^{\prime}\right)=\omega\left(G^{\prime}\right), \tag{3}
\end{equation*}
$$

since for the induced subgraphs of $G^{\prime}$, which arise by the same construction from perfect graphs, this follows similarly.

We use induction on $k=\omega\left(G^{\prime}\right)$. For $k=1$ the statement is obvious.
Assume $k>1$. It is enough to find a stable set $T$ of $G^{\prime}$ meeting all $k$ element cliques, since then coloring these vertices by the same color and the remaining vertices by $k \cdots 1$ other colors (which can be done by the induction hypothesis). we obtain a $k$-coloring of $G^{\prime}$.

Put $m=\omega(G), n=\omega(H)$, and let $p$ denote the maximum cardinality of a clique of $G$ containing $x$. Then, obviously.

$$
k=\max \{m, n+p-1\} .
$$

Consider an $m$-coloring of $G$ and let $K$ be the set of vertices having the same color as $x$. Let, further, $L$ be a set of independent vertices of $H$ meeting every $n$-element clique of $H$. Then $T=L \cup(K \backslash\{x\})$ is a stable set in $G^{\prime}$. Moreover, $T$ intersects every $k$-elen ent clique of $G^{\prime}$. Really, if $C$ is a $k$-element clique of $G^{\prime}$ and it meets $H$ then, obviously, it contains an $n$-element clique of $H$ and thus a vertex of $L$. On the other
hand, if $C$ does not meet $H$, then $C$ must be an $m$-element chque of $G$, and thus $C$ contains a vertex of $K \backslash\{r\}$.

As it has been mentioned in the introduction, in view of Fulkerson's results, the perfect graph theorem already foilows from Theor m I. However. to make the paper self-contained, we give a proof of the perfect graph conjecture (which seems to be different from that of Fulkerson).

## §2

A hispergraph is a non-empty finite collection of non-empty finite sets called edges. The elements of edges are the vertices. Multiple edges are allowed. i.e. more (distinguished) edges may have the same set of vertices. The number of edges with the same vertices is called the multiplicity of them. The number of edges containing a given vertex is the degree of it. The maximum degree of vertices of a hypergraph $H$ will be denoted by $\delta(H)$.

A parrial hypergraph of $I /$ is a hypergraph consisting of certain edges of $H$. The subhupergraph syanned by a set $X$ of vertices means the hypergraph

$$
H_{\{ } X=E \cap X_{1} E \in H, E \cap X \neq \emptyset .
$$

A partial subhypergraph is a subhypergraph of a partial hypergraph (or. equivalently, a partial hypergraph of a subhypergraphi).

The cliromatic number $\mathbf{x}(H)$ of a hyp rgraph $H$ is the least number of colors sufficient to color the vertices (so that every edge with more than one vertices has at least two vertices with different colors). The chromatic index $\mu(I)$ of $H$ is the least number of colors by which the edges can le colored so that edges with the same color are disjoint.

Obviotisly.

$$
\begin{equation*}
\mu(H) \geq \delta(H) \tag{4}
\end{equation*}
$$

Let a hypergraph be called normal if the equality holds in (4) for every partial hypergraph of it.

A set $T$ of vertices of $H$ is called a transversal if it meets serery edge of
$H: \tau(f i)$ is the minimum cardinality of transversals. Denoting by $\nu(H)$ the maximum number of pairwise disjoint edges of $H$. we obviously have

$$
\begin{equation*}
\nu(H) \leq \tau(H) . \tag{5}
\end{equation*}
$$

Let a hypergraph be called $\tau$-normal if the equality holds in (5) for every partial hypergraph of it.

A hypergraph is said to have the Helly property if any collection of edges whose intersection is empty contains two disjoint edges. It is easily seen that normal and $\tau$-normal hypergraphs have the Helly property.

Given a hypergraph $H$, we can consider its edge-graph $G(H)$ defined as follows: the vertices of $G(H)$ are the edges of $H$ and two edges of $H$ are joined iff they intersect. On the other hand, for a given graph $G$ we can construct a hypergraph $H(G)$ by considering the maximal cliques of $G$ (in the set-theoretical sense) as vertices of $H$ and. for any vertex $x$ of $G$, the set of ma cimal ciiques containing $x$, as an edge of $H(G)$. It is easily shown '. ' $G$ has no multiple edges (which can be assumed throughout this. er) then

$$
\begin{equation*}
G(H(G)) \geq G . \tag{6}
\end{equation*}
$$

Furthermore, $H(G)$ always has the Helly property.
It is casily seen that

$$
\begin{equation*}
\mathrm{x}(G(H))=\rho(H) . \quad \omega(\overline{G(H)})=\omega H) \tag{7}
\end{equation*}
$$

( $\overline{G(H)}$ is the complement of $G(H)$ ). Moreover. if $H$ has the Helly property then
(8) $\quad \chi(\overline{G(H)})=\tau(H), \quad \omega(G(H))=\delta(H)$.

Hence by (6),

$$
\begin{array}{ll}
\chi(G)=\rho(H(G)) . & \omega(G)=\delta(H(G)) .  \tag{9}\\
\chi(\bar{G})=\tau(H /(G)) . & \omega(\bar{G})=\nu(H(G)) .
\end{array}
$$

for any graph 6 Equalities (7), (8) and (9) imply

Theorem 2. $H$ is normal iff $G(H)$ is perfect. $G$ is perfect iff $H(G)$ is normal. U is $\tau$ nu, mal iff $\bar{G}(\bar{H})$ is perfect; $\bar{G}$ is perfect iff $H(G)$ is $\tau$ nermal.

As a corollary to Theorems I and 2 we have

Theorem I'. Multiplying some edges of a normal hypergraph, the obtained hypergraph is normal.

Therr:sm 2 implies that the perfect grapin theorem is equivalent to
Theorem 3. A hypergraph is $\boldsymbol{t}$-normail iff it is normal.

Proof. Parts "it" and "only if" of this theorem are tquivalent (by Theoren 2). Thus it is enough to show that if $H$ is normal then

$$
r(H)=\varphi(H)
$$

since for the partial hypergraphs this follows similarly. We use induction on $n=\tau(H)$. For $n=0$ the statement can be considered to be true.

It is enough to find a vertex $x$ with the property that the partial hypergraph $\|^{\prime \prime}$ consisting of the edges not containine $x$ has $\nu\left(H^{\prime}, \boldsymbol{v}(\boldsymbol{H})\right.$ : since then $H^{\prime}$ has an $(n-1)$-element transvefsal $T$ and then $T \cup\{x\}$ is an $n$-施ement transversal of $\boldsymbol{H}^{\prime}$, showing that

$$
\tau(I f) \leq n=\nu(H) .
$$

Assume indirectly that for any vertex $x$ there is a system $F_{x}$ of $n$ disjoint edges not covering $x$. Let

$$
H_{0}=U_{x} F_{x}
$$

where the edges occurring in more $F_{x}$ 's are taken with muitiplicity. $H_{0}$ arises from $H$ by removing and multiplying edges, hence by Theorem $1^{\prime}$ it is also normal, i.e.

$$
\rho\left(H_{0}\right)=\delta\left(H_{0}\right) .
$$

But, obviously, $H_{0}$ has $n \cdot m$ edges, where $m$ is the number of vertices of $H$. Since there are at most $n$ disjoint edges in $H_{0}$, we have

$$
\rho\left(H_{0}\right) \geq m .
$$

On the other hand, a given verte $x \boldsymbol{x}$ is covered by at most one edge of $F_{y}(y \neq x)$ and by no edge of $F_{z}$, hence

$$
\delta\left(H_{0}\right) \leq m-1,
$$

a contradiction.

## §3

A subhypergraph of a normal hypergraph is not always normal, as shown e.g. by the hypergraph

$$
\{\{a, b, d\},\{b, c, d\},\{a, c, d\}\} ;
$$

here $\{a, b, c\}$ spans a non-normal subhypergraph. Hypergraphs with the property that every subhypergraph of them is normal are described in the following theorem. A hypergraph is balanced if no odd circuit occurs among its partial hypergraphs (an odd circuit is a hypergraph isomorphic with the hypergraph $\{(1,2\},\{2,3\}, \ldots,\{2 n, 2 n+1\},\{1,2 n+1\}\})$.

Theorem 4. The following statements are equivalent:
(i) $H$ is balanced:
(ii) erery sulthypergraph of $H$ has chromatic number 2:
(iii) cvery subhypergraph of $H$ is normai.

Obviously, Theorem 3 gives more equivalent formulations of (iii). The theorera is actually due to Berge [3]. In what follows, we are going to give a new proof for the non-trivial parts of it.

Proof. (iii) $\Rightarrow$ (i) being trivial, it is enough to show (i) $\Rightarrow$ (ii) and (ii) $\Rightarrow$ (iii).
(1) Assume that $H$ is balanced, though it has subhypergraphs which are not 2 -chromatic. Let $H_{0}$ be such a subhypergraph with minimum number of vertices. Consider the graph $G$ consisting of the two-element
edges of $H_{11}$ : every vertex of $H_{10}$ is considered to be a vertex of $G$.
Now $G$ is comected. Really, if $\mathrm{H}(G)=X \subset Y, X \subset Y=0, X, Y \neq 0$. and no edge of $G$ join' a vertex of $X$ to a vortex of $Y$, then considering a 2 -coloration of $H_{0} \mid X$ and one of $H_{0} Y$ (by the minimality of $H_{0}$ such 2-colorations exist) these form together a 2 -coloration of $H_{0}$, since every edge $E$ of $H_{0}$, with $E \gg \mid$ has at least two points in one of $X, Y$, and then even in this part of it there are two vertices with different colors.

Since $H$ is balanced. $G$ is obviously hipartite. Let $G$ be colored by two colors. Since $H_{n}$ cannot be colored by two colors, there is an edge $E$, with $\|:=1$. of $H_{0}$ having only vertices of the same color. Let $x, y \in E$, $x \neq y$. Since $G$ is connected, there is a wath $P$ of $G$ connecting $x$ and $y$. We may assume hat no festher vertex of $E$ belongs to $P$. Then the subhypergraph spanned by the vertices of $P$ contains an odd circuit. a contradiction.
(II). Now iet // be a hypurgraph with property (ii), we show it has property (iii): obviously it is enough to show

$$
\tau(H)=\nu(I) .
$$

Let $\tau 1 H ;=i$ and consider a minimal partial subhypergraph $H_{0}$ of $H$ with the property $\boldsymbol{r}\left(H_{0}\right)=1$ we show that $H_{0}$ consists of independent edges. we are rady. Suppose indirectly $E_{1} ; E_{2} \in H_{0} . x \in E_{1} \cap E_{2}$. By the minimality of $H_{3}$. there is a $\left(1\right.$-element transversal $T_{i}$ of $H_{0} \backslash\left\{E_{i}\right\}$ $i=1.2$ Put $Q=\mathcal{T}_{1} \cap T_{2}, R_{i}=T_{i} \backslash Q . S=R_{1} \cup R_{2} \cup\{r\}$. Obviously, $x \in T_{i}$, hence $|S|=2\left\{R_{1}\right\}+1$. Since $H_{0} \mid S$ is 2 -chromatic by (ii), there are two disjoint subsets of $S$ both meeting every edge $E$ of $H_{0} \mid S$ with iE! $>1$. One of them, say $M$, has at most $\left[\frac{1}{2}|S|\right\}=\left\{R_{1} \mid\right.$ eiements.

Now $M \cup Q$ is a transversal of $\Pi_{0}$. Indeed, if an edge $E$ is not represented by $Q$ then it meets both $R_{1}$ and $R_{2}$ if $E \neq E_{1}$ and meets $R_{1 ;}$ and © is $E=E_{i}$ : thus, $E \cap S_{i} \geq 2$, whence $E$ is represented by $M$.

But ${ }_{i} M \cup Q\left|\leq\left|R_{1}\right|+|Q|=1\right.$, a contradiction.
We conclude this section with the remark that bipartite graphs are. obviously, balanced tand thus normal). On the other hand, Theorem 4 shows that balanced hypergraphs have chromatic number 2. Recently. Las Vergnas and Fournier sharpened this statement and showed that normal hypergaphs have chromatic number ?.

Let

$$
A=\left(\begin{array}{ccc}
a_{11} & \ldots & a \\
\vdots & & \vdots \\
a_{r 1} & \ldots & a_{r k}
\end{array}\right)
$$

be a $\mathbf{0 . 1}$. -matrix, no row or column of which is the 0 vector and consider the optimization programs
(10)

$$
\begin{aligned}
& y \geq w \\
& y \geq 0 \\
& \min y \cdot 1
\end{aligned}
$$

(11) $A x \leq 1$
$x>0$
$\max w \cdot r$
where 1 denotes the vector


It is well-known that if $x, y$ rum through non-negative real vectors, (10) and (11) have a common optimum. But now we are interested in integer vector solutions.

Let $B$ be a ( 0.1 -matrix such that
(i) any column u of $B$ satisties $A u \leq 1$
(ii) every maximal ( 0,1 )-vector with this property is a column of $B$. Consider two further programs
(12)
$y B \geq w$
$y \geq 0$
$\min y \cdot 1$

| (13) | $\begin{aligned} B x & \leq 1 \\ x & \geq 0 \end{aligned}$ |
| :---: | :---: |
|  |  |

Theorem 5. Assume that the optimum of (10) ( $=$ the optimum of (11)) is an integer for any ( 0.1 )-vector $w$. Then. for any non-negative integer
vector w. each of (10)-(13) has an integer optimum and an integer solution vecror.

Remark. The greatest part of this theorem is formulated in Fulkerson [5] as a consequence of the perfect graph conjecture and the theory of anti-blocking polyhedra.

Proof. (1). First we show that (11) has a solution vector with integral eniries for any (0,1)-vector $w_{0}$. For let $x_{0}$ be a solution of it with the greatest possible inumber of O's. Put

$$
w_{0}=\left(w_{1}, \ldots, w_{k}\right) . \quad x_{0}=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{k}
\end{array}\right) .
$$

Ohviously, $x_{0}^{T} \leq w_{0}$. We show that $x_{0}$ is an integer vector.
Assume indirectly $0<x_{1}<1$, say; then $w_{1}=1$. Put

$$
w_{i}^{\prime}= \begin{cases}1 & \text { if } x_{i} \neq 0 \text { and } i>1 \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
w^{\prime}=\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right) .
$$

Let $x^{\prime}$ be a solution of $(\|)$ with $w=w^{\prime}$, then

$$
w^{\prime} x^{\prime} \leq w_{0} x^{\prime} \leq w_{0} x_{0}
$$

and

$$
w^{\prime} x^{\prime} \geq w^{\prime} x_{0}>w_{0} x_{0}-1
$$

Hence, both $w^{\prime} x^{\prime}$ and $w_{0} x_{0}$ being integers,

$$
w^{\prime} y^{\prime}=w_{0} x^{\prime}=w_{0} x_{0},
$$

i.e., $x^{r}$ is a solution of ( 11 ) with $w=w_{0}$ too, and has, obviously, more 0 's than $x_{0}$ has, a contradiction.
(2). Now we prove that also (10) has an integer solution vector for any ( 0,1 )-vestor $w$. Assume indirectly that there are ( 0,1 )-vectors $w$ failing to have this property and let $w_{0}$ be one with minimum number of 1's. Let $y_{0}$ be a solution of ( 10 ) with $w=w_{0}$. Obviously, we may assume that $y_{0}^{T} \leq 1$. Put

$$
w_{0}=\left(w_{1}, \ldots, u_{k}\right), \quad y_{0}=\left(y_{1}, \ldots, y_{k}\right), \quad y_{1} \neq 0,
$$

say, and define a $(0,1)$-vector $w^{\prime}=\left(w_{1}^{\prime}, \ldots, w_{k}^{\prime}\right)$ by

$$
w_{i}^{\prime}= \begin{cases}w_{i} & \text { if } a_{1 i}=0 \\ 0 & \text { otherwise }\end{cases}
$$

We show first that $y_{0}$ is not a solution of $(10)$ with $w=w^{\prime}$. For let $x^{\prime}$ be a solution of (11) with $w=w^{\prime}$; we may assume $x^{\prime T} \leq w^{\prime}$. Then

$$
y_{0} \cdot 1=y_{0} A x^{\prime}=w^{\prime} x^{\prime}
$$

or

$$
y_{0}\left(1 \quad A x^{\prime}\right)=0
$$

but this is impossible since both $y_{0}, 1-A x^{\prime}$ are non-negative and their first entries are $y_{1}$ and $\geq 1-\sum_{i=1}^{k_{1 i}} a_{1 w^{\prime}}=1$, i.e., the inner product is non-zero.

Thus, considering a solation $y^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{r}^{\prime}\right)$ of $(10)$ with $w=w^{\prime}$ we have

$$
y^{\prime} \cdot 1<y \cdot 1
$$

and these being integers,

$$
y^{\prime} \cdot 1 \leq y \cdot 1-1 .
$$

This implies $w^{\prime} \neq w_{e}$, i.e. hy the minimality property of $w_{0}, y^{\prime}$ can be chosen to be an integer vector. Let

$$
y^{\prime \prime}=\left(1, y_{2}^{\prime}, \ldots, y_{r}^{\prime}\right),
$$

then

$$
\because \prime 4 \geq w
$$

since

$$
\begin{aligned}
& \sum_{j=1}^{r} y_{j}^{\prime \prime} a_{j i}=\sum_{i=1}^{r} y_{j}^{\prime} a_{j i} \geq w_{j}^{\prime}=w_{i} \quad \text { if } \quad a_{1 i}=0 \\
& \sum_{i=1}^{r} y_{j}^{\prime \prime} a_{j i} \geq 1 \geq w_{j} \quad \text { if } \quad a_{1 i} \neq 0
\end{aligned}
$$

Since

$$
y^{\prime \prime} \cdot 1 \leq 1+y^{\prime} \cdot 1 \leq y_{0} \cdot 1
$$

$y^{\prime \prime}$ is an integer vector solution of (10).
(3). Put

$$
B=\left(\begin{array}{ccc}
b_{11} & \cdots & b_{1 k} \\
\vdots & & \vdots \\
b_{s 1} & \cdots & b_{s k}
\end{array}\right)
$$

Let $H$ be a hypergraph on vertices $1, \ldots, s$; for any $1 \leq i \leq k$ it has an edge

$$
E_{i}=\left\{j: b_{i t}=1\right\}
$$

Now $H$ is normal. For consider a partsal hypergraph $H^{\prime}$ of it; let

$$
\begin{aligned}
& w_{i}= \begin{cases}1 & \text { if } E_{i} \in H^{\prime} \\
0 & \text { otherwise }\end{cases} \\
& w_{0}=\left(w_{1}, \ldots, w_{k}\right)
\end{aligned}
$$

Let $x_{0}, y_{0}$ be integer solution vectors of (11) and (10), respectively. Since

$$
A x_{0} \leq 1
$$

there is a column $t_{i}$ of $B$ with $x_{0} \leq u$ by property (ii) of it. Then the vertex corresponding to $u$ has degree $w_{0} u \geq w_{0} x_{0}$ in $H^{\prime}$, i.e.

$$
\delta\left(H^{\prime}\right) \geq w_{0} x_{0}
$$

On the other hand, associate a color with every I entry of $y_{0}$. For a given edge $E_{i}$, consider an $1 \leq i \leq r$ with $y_{j} a_{i i}>0$ and give the color associated with $y_{j}$ to $E_{1}$. If $E_{i}$ ind $E_{t}$ have the same color, then there is a $i$ with $d_{i j}=a_{1 j}=1$, i.e. no coiumn of $B$ can have $I$ 's on both the $i^{\text {th }}$ and $t^{\text {th }}$ place by (i). Hence $E_{i}, E_{i}$ are disjoint, i.e. the coloring defined above is a good one, showing that

$$
\rho\left(/^{\prime}\right) \leq v_{0} \cdot 1=w_{0}^{\prime},
$$

whence $\rho\left(H^{\prime}\right)=\delta\left(H^{\prime}\right)$.
(4). Let now $w_{0}=\left(w_{1}, \ldots, w_{k}\right)$ be a $(0,1)$-vector. Consider the partial hypergraph $H^{\prime}$ consisting of those $E_{i}$ 's for which $w_{1}=1$. Hy Theorem 3,

$$
\tau\left(H^{\prime}\right)=\nu\left(H^{\prime}\right)=\nu
$$

i.e. there are $v$ columns $u_{j_{1}}, \ldots, a_{j v}$ of $B$ such that every row corresponding to an edge of $H^{\prime}$ has a 1 in at least one of them Let

$$
\begin{aligned}
& y_{j}= \begin{cases}1 & \text { if } j=j_{1}, \ldots, j_{v} \\
0 & \text { otherwise }\end{cases} \\
& y_{0}=\left(y_{1}, \ldots, y_{s}\right)
\end{aligned}
$$

Then

$$
y_{0} B \geq w_{0}, \quad y_{0} \geq 0, \quad y_{6} \cdot 1=\nu
$$

On the other hand, there are $\nu$ rows $b_{i_{1}} \ldots b_{i_{v}}$ of $B$ such that they correspond to edges of $H^{\prime}$ and every column has at most one 1 in them. Putting

$$
\begin{aligned}
& x_{i}= \begin{cases}1 & \text { if } i=i_{1}, \ldots, i_{\nu} \\
0 & \text { otherwise }\end{cases} \\
& x_{0}=\left(x_{1}, \ldots, x_{k}\right)
\end{aligned}
$$

we have

$$
B x_{0} \leq 1 . \quad x_{0} \geq 0 . \quad w_{n} x_{0}=v .
$$

showing that $x_{0}, y_{0}$ are solution vectors of (12) and (13).
(5). Finaliy, let $w_{0}=\left(w_{1}, \ldots, w_{k}\right)$ be an arbitrary non-negative integer vector. We show that (10) (13) have integer solution vectors. It is enough to deal with (10) and ( 11 ). Let us multiply the edge $E_{i}$ of $H$ by $w_{2}, i=1 \ldots, k$ let $I^{\prime}$ denote the arising hypergraph. Then

$$
\delta\left(H^{\prime}\right)=\rho\left(H^{\prime}\right)
$$

since by Theorem $I^{\prime} Z^{\prime}$ is normal. Let $/$ be a vertex $x^{2}$ with maximum valency in $H^{\prime}$ and $u_{j}$ the corresponding column of $B$. Then

$$
\boldsymbol{A} u_{j} \leq 1 . \quad u_{j} \geq 0
$$

and
(14) $\omega_{0} u_{j}=\delta\left(H^{\prime}\right)$.

On the other hand, let the edges of $H^{\prime}$ be colored by $\rho=\rho\left(H^{\prime}\right)$ colors. This means that there are $\rho(0,1)$-vectors $a_{1}, \ldots, a_{\rho}$ such that $a_{1}+\ldots$ $\ldots+a_{\infty}=w_{0}$ and $A x \leq 1, x \geq 0$ implies $a_{1} x \leq 1$ for any $1 \leq 1 \leq \rho$. Hence there is a 10.1 -vector $y$ by the part 2 ) of the nroof such that

$$
y_{i} A \geq a_{1}, \quad y_{1} \geq 0, \quad y_{1} \cdot 1=1 .
$$

Putting

$$
y=y_{1}+\ldots+y_{1}
$$

this vector satisfies

$$
y A \geq w_{0}, \quad y \geq 0, \quad y \cdot 1=\rho
$$

i.e. by (14) the theorem is proved.
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