Hybrid attribute-based recommender system for learning material using genetic algorithm and a multidimensional information model
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Abstract In recent years, the explosion of learning materials in the web-based educational systems has caused difficulty of locating appropriate learning materials to learners. A personalized recommendation is an enabling mechanism to overcome information overload occurred in the new learning environments and deliver suitable materials to learners. Since users express their opinions based on some specific attributes of items, this paper proposes a hybrid recommender system for learning materials based on their attributes to improve the accuracy and quality of recommendation. The presented system has two main modules: explicit attribute-based recommender and implicit attribute-based recommender. In the first module, weights of implicit or latent attributes of materials for learner are considered as chromosomes in genetic algorithm then this algorithm optimizes the weights according to historical rating. Then, recommendation is generated by Nearest Neighborhood Algorithm (NNA) using the optimized weight vectors implicit attributes that represent the opinions of learners. In the second, preference matrix (PM) is introduced that can model the interests of learner based on explicit attributes of learning materials in a multidimensional information model. Then, a new similarity measure between PMs is introduced and recommendations are generated by NNA. The experimental results show that our proposed method outperforms current algorithms on accuracy measures and can alleviate some problems such as cold-start and sparsity.

1. Introduction

With the growth of technology in educational organizations at recent years, Web-based learning environments are becoming very popular. Typical electronic learning (e-learning) environments that can be accessed by mobile, such as Moodle and Blackboard include course content delivery tools, synchronous
and asynchronous conferencing systems, Forums, quiz modules, sharing materials, white boards and etc. [1,2].

One of the important parts in the new learning environments is recommender system (RS). A recommender system in an e-learning context is a software agent that tries to “intelligently” recommend actions to a learner based on the actions of previous learners. This recommendation could be an on-line activity such as doing an exercise, reading posted messages on a conferencing system, or running an on-line simulation, or could be simply a web material [3]. One of the most important applications of recommender systems in learning environments is material recommendation. RSs use opinions of a community of users to help individuals identify material and content of interest from a potentially overwhelming set of choices more effectively [4]. By using material recommender systems in learning environments, we can address two problems, personalization and information overload. In this situation, recommender system offers which learning objects should learners study next [5], or offers learning objects in order to contribute to the learners’ progress towards particular goals [6].

While the recommender system algorithms try to address information overload and personalization problems, with growing numbers of existing users and items tremendously, these algorithms will suffer serious scalability and sparsity problems. In addition, most of traditional recommendation algorithms have been developed for e-commerce applications that cannot cover some necessary requirements of learning environments. One of these drawbacks is that they usually consider user’s rating information alone and cannot take into account contextual information of user and item such as their attributes. But considering attributes of learner and learning materials such as subject and publisher is a necessary requirement to have a good recommendation. Therefore, it is necessary to consider attributes of materials and learners to improve the quality and accuracy of recommendations in learning environment.

On the other hand, we can consider two groups of attributes for learning material including explicit attributes and implicit (latent) attributes. Explicit attributes are known such as subject and publisher for learning materials and can be extracted by experts, but implicit attributes that are latent can be inferred by historical ratings of learners. Some researches tried to combine attributes (features) of users or items with historical rating for recommendation. Robin [7] reviewed several hybrid recommender methods developed to combine the external (we called explicit) features and historical rating data for higher prediction accuracy. According to the experiment results reported, it is believed that both features and the historical ratings have great values to estimate the prediction function for recommendation.

In order to generate recommendations with higher quality and accuracy and alleviating some problems in existing recommender algorithms such as sparsity in learning environment, this research combines explicit and implicit attributes of learners and materials in the unified model. This model has two modules. In the implicit attribute-based module, genetic algorithm is used for extracting implicit attributes of learners from historical rating in the shape of weight vectors. In the explicit attribute-based module, preference matrix (PM) is introduced that can model the interest of learners based on explicit attributes of learning materials in a multidimensional space. The main contribution of this paper is improving the quality and accuracy of recommendation and addressing sparsity problem using combining implicit and explicit attributes of learners in a unified model by genetic algorithm and a multidimensional information model. Using this recommender system, tutors can improve the performance of the teaching process and learners can find their suitable online materials.

Rest of this paper is organized as follows: In Section 2, the previous related works on e-learning material recommender systems are discussed. Section 3 introduces the overall system framework and describes the proposed mechanism step by step. Experiment section applies the proposed algorithm for a dataset to evaluate and analyze the performance of method. Finally, Conclusion section provides the concluding remarks.

2. Literature review

Recommender systems have already been implemented in real e-commerce applications such as Amazon [8] and CDNow [7] where they are used to recommend to online shoppers, products and services that they might otherwise never discover on their own. There have also been several pioneering research system prototypes, such as Syskill and Webert [9], Fab [10], and GroupLens [11]. Many recommendation systems in various fields such as movies, music, news, commerce and medicine have been developed but few in education field [12]. With the appearance of e-learning, learning material (learning content or learning resource) recommendation is a new topic in recommendation systems.

Most of recommendation systems are designed either based on content-based filtering or collaborative filtering. Both types of systems have inherent strengths and weaknesses, where content-based approaches directly exploit the product information, and the collaboration filtering approaches utilize specific user rating information. In addition, to produce the accurate and effective recommendations, researchers proposed several different algorithms, some of which derive from the achievements of data mining. Some of recommending algorithms are user-based collaborative filtering [13], Item-based collaborative filtering [10], Cluster-based collaborative filtering [14], Dimension reduction based collaborative filtering [15], Horting Graph-theoretic collaborative filtering [16] and Bayesian network based recommendation [17]. In the following of this section, we explain some researches about recommender systems in the area of e-learning in four categories.

Collaborative filtering: Majority of researchers used collaborative filtering (CF) based recommendation system [18–21]. Based on the assumption that users with similar past behaviors have similar interests, a CF system recommends items that are liked by other users with similar interests. Collaborative filtering methods are completely independent of the intrinsic properties of the items being rated or recommended. CF was used by Soonthornphisaj et al. [22] for prediction the most suitable materials for the learner. At first, the weight between all users and the active learner is calculated by Pearson correlation. Then, users that have the highest similarity to the active learner are selected as the neighborhoods. Finally, using the weight combination obtained from the neighborhoods, the rating prediction is calculated. This strategy considers learner’s rating information alone and neglects content-based relativity between
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Claypool and Gokhale [35] introduced a simple linear recommendations. These researches really combine only explicit features) of items or users with historical ratings to get better recommendations. Khribi et al. [32] proposed two modules: an off-line module that was required to develop the system as search engine. Their objective was to be able to recommend to a student the most appropriate links/WebPages to visit next. This strategy does not consider contents of learning materials for improving the accuracy of recommendation. Clustering was proposed by Hammouda and Kamel [26] to group learning documents based on their topics and similarities. Data mining techniques such as Association Rule mining, and inter-session and intra-session frequent pattern mining, were applied by Zaiane [3]. Sunita and Lobo used a classification algorithm for the data selected from Moodle database to classify the data, then they used Apriori Association Rule algorithm for Recommendation [27].

Hybrids: Each recommendation strategy has its own strengths and weaknesses. Hence, combining several recommendation strategies can be expected to provide better results than either strategy alone [28,29]. Most hybrids work by combining several input data sources or several recommendation strategies. Liang et al. [30] implemented the combination of content-based filtering and collaborative filtering to make personalized recommendations for a courseware selection module. Liu and Shih [31] designed a material recommendation system based on association rule mining and collaborative filtering. Since the user’s preferences were predetermined (from the result of the web usage mining), the system was able to reduce the work load that was required to develop the system as search engine. Khribi et al. [32] proposed two modules: an off-line module which preprocesses data to build learner and content models, and an online module which uses these models on-the-fly to recognize the students’ needs and goals, and predict a recommendation list. Li et al. [33] discovered content-related item sets CF then applied the item sets to sequential pattern mining and generated sequential pattern recommendations to learners. Some researchers also try to use semantic information for recommendation [34].

As said before some researches combine attributes (features) of items or users with historical ratings to get better recommendations. These researches really combine only explicit attributes. Claypool and Gokhale [35] introduced a simple linear combination of recommendation scores from different recommenders. Robin [7] reviewed some of main approaches that use this approach. In summary, in order to improve the learning material recommendation efficiency and alleviate some problems such as sparsity, this research develops a unified model for combining multi-dimensional attributes of materials and learner’s rating information. In addition, this research introduces implicit attributes and uses genetic algorithm for optimized extraction of these attributes.

3. Proposed recommendation approach

In this section, at first the system framework is presented and then the proposed recommendation mechanism is described step by step.

3.1. Proposed recommender framework

Vector space model is implemented for user’s preference modeling in the most of recommendation algorithms. These vectors are ratings of user for items. In these approaches, according to the similarity between vectors or similarity between ratings of users, most relevant items are recommended to users. But these approaches do not have adequate accuracy for learning environment, because materials usually have several kinds of attributes with different values and different learners may place different emphases on these attributes. For example materials have subject, sub-subject and publisher as attributes and each attribute has values for example for subject we have “mathematics, computer science”.

Truly, rating of a user for an item represents the overall rating value on different attribute value of product. Therefore, two users that have similar overall rating values for a specific item may place different emphases on its attributes. As a result, to have a good personalization in e-learning recommender systems, it is necessary to consider different attributes of materials [36].

Learning materials usually have several kinds of attributes. Therefore, in order to consider learner’s preference accurately, attributes of learning materials should be taken into account as much as possible. Since the ratings depend on needs and attributes of learners and also attributes of materials, the rating function could be denoted as \( \sigma(M, \bar{U}, \bar{T}) \). \( M \) is a prediction model learned from the historical rating data. \( \bar{U} \) and \( \bar{T} \) are attributes of the learners and learning materials, respectively. Based on this view, the objective of recommender system problem is to find a fit relationship between spaces attributes of user and items to generate appropriate recommendation. Unfortunately, in most cases we cannot use the mentioned model. Because the selection of all suitable attributes for the learner and material in a CF problem is an almost impossible mission. Even if the attribute set is chosen, it is approximately impossible to collect the corresponding data because some data are involved the privacy of people or some attributes could not be described and coded formally. This leads to low accuracy of prediction as it is only based on the limited observed attributes [37,38].

However, we can use the historical rating data in a user-item matrix for discovering some valuable attributes of learner and learning material that are called implicit attributes reflecting characteristics of learning material and learner.
Thus, we can use the prediction models built based on the observed attributes or explicit attributes plus latent attributes or implicit attributes to improve the recommendation process for acquiring higher prediction accuracy [36]. In this research, the explicit attributes were modeled using PM and also genetic algorithm is used to find the relationship between the overall rating and the underlying implicit attributes weight vector for each learner. More specifically, given the ratings data of a learner, GA computes his/her preference model in terms of implicit attributes weight.

Fig. 1 shows the framework of the proposed recommender system. The proposed framework has two recommenders. In the multidimensional information model based recommender for learners’ modeling, server usage logs of learners are collected in the certain period. Then using this information and rating information, PM is built for each learner. Then, according to the new similarity between learners, ratings are predicted. In genetic based recommender module, the weights of implicit attributes for each learner are calculated using genetic algorithm. The proposed genetic algorithm can calculate the interest of learners for each attribute of learning materials. In the online mode, the material access history of the active learner is extracted from the server log file, starting from the time that the learner connected to the e-learning system until s/he asks for recommendations. Finally, results of two recommender systems are combined with each other. In the following of this section, the detailed steps are presented.

3.2. Genetic based recommender

With growing number of users and items tremendously for learning environment, recommendation algorithms will suffer serious scalability problems, with computational materials going beyond practical or acceptable levels. Therefore, this research uses genetic algorithm as a metaheuristic algorithm for optimization of attributes weight.

3.2.1. Optimization of implicit attributes

The GA mimics the process of natural evolution by combining the survival of the fittest among solution structures with a structured, yet randomized, information exchange and creates offspring. Each candidate solution is represented by a sequence of numbers known as chromosome. In this research, each element (gene) in a string represents an implicit attribute weight. A judiciously selected set of chromosomes is called a population and the population at a given time is a generation. The population size, which remains fixed from generation to generation, has a significant impact on the performance of the GA. This size is to be specified by the user depending upon the number of elements in the string and the problem complexity. In this research, this parameter is selected by trial and error. A randomly generated set of strings makes the initial population. Optimization of the initial population is done by GA, using an appropriately defined fitness function. In the following of this section we, describe GA process step by step.

Coding strategy: Let \( w_i = (w_{i1}, w_{i2}, \ldots, w_{iK}) \) and \( e_i = (e_{i1}, e_{i2}, \ldots, e_{iK}) \) indicate attributes weight vector for user \( i \) item \( i \) where \( K \) is number of defined attributes and \( \sum_{j=1}^{K} w_{ij} = 1, \sum_{j=1}^{K} e_{ij} = 1. \) In this research, each weight vector will be represented by the following string of 0s and 1s:

\[
b_1^1 \ldots b_i^1 b_i^2 \ldots b_{k-1}^1 b_{k-1}^2 \ldots b_k^1 b_k^2 \ldots b_k^m
\]

Since the value of each weight is continuous and also between 0 and 1, we make 1/100th precision for each attribute weight by 10 bits. These 10 bit binary numbers are transformed into decimal floating numbers, ranging from 0 to 1 by applying the following equation:

\[
x' = \frac{x}{2^{10} - 1}
\]

where \( x \) is the decimal number of the binary code for each attribute weight. Two matrices of attributes weight \( W_U = (w_1, w_2, \ldots, w_N)^T \) and \( W_I = (e_1, e_2, \ldots, e_M)^T \) that indicate attributes weight vectors for \( N \) users and \( M \) items respectively become the optimizing targets. Its initial solution could be some random values gained by an off-line process. At the basis of initial population, new individuals produced in each iteration are evaluated by fitness function.

Fitness function: Fitness is an evaluated function to analyze the attributes weight of individual and judge its prediction
accuracy. When individual \( w_i \) is applied to generate recommendation's results for user \( i \), the similarity between prediction rating with the actual rating values can express its prediction accuracy. It is the basis of fitness. So, the accuracy function is defined as follows:

\[
f(W_U, W_I) = \sum_{i=1}^{N} \frac{f(w_i) = \sum_{j=1}^{N} \sum_{j=1}^{M_i} w_{ik} \cdot e_{ik} - r_j}
\]

where \( r_j \) is actual rating of item \( j \) by user \( i \), \( w_{ik} \) and \( e_{ik} \) are weight of attribute \( k \) for user \( i \) and item \( j \) respectively and \( M_i \) is number of rated items by user \( i \). When \( f(W_U, W_I) \) is lower, the accuracy prediction would be higher.

**Selection operation:** The selecting of selection operators is an important part in genetic algorithms. This part is independent of other parts in genetic algorithms and has no direct relation with the problem and with the fitness function, crossover operator and mutation operator used in genetic algorithms [39]. In this research, a probabilistic selection is performed based upon the individual's fitness such that the better individuals have an increased chance of being selected. Here, the universal sampling method is adopted for selecting the good strings and the probability of selecting each string is calculated by:

\[
p_c(W_U, W_I) = 1 - \frac{f_c(W_U, W_I)}{f_c(W_U, W_I)}
\]

where \( f_c(W_U, W_I) \) denotes the value of fitness function for chromosome \( c \), \( PS \) is number of individuals in the population or population size and \( p_c(W_U, W_I) \) denotes the probability of selecting chromosome \( c \). Because the sum of fitness in a population is constant, an individual with lower fitness has higher probability to be chosen. We find that the universal sampling method scheme yields a good individual to be selected for the reproduction of the next population. We hope it would be helpful in improving the efficiency of our algorithm.

**Crossover and mutation operation:** Crossover is a process of taking more than one parent solutions and producing a child solution from them. The crossover operator takes two chromosomes selected and tries to mate them generating the individuals for the next generation. In this work, one-point crossover is used to produce offspring. Single crossover point on both parents' strings is selected randomly. All gens beyond that point in either string is swapped between the two parent chromosomes.

Mutation operator is used to investigate some of the unvisited points in the search space, and also to avoid premature convergence of the entire feasible space caused by some super chromosomes. This operator makes random changes in one or more elements of the string. Mutation is done with a small probability, called mutation probability or rate. According to mutation rate, randomly selecting some elements of individual, and changing its value, new individual can be gained. It is a local random searching method to keep diversity of population.

### 3.2.2. Recommendation

After implicit attributes weight optimization, similarity degree between learners by implicit attribute based (IAB) method can be calculated by following formula that is a cosine similarity:

\[
sim_{IAB}(L_a, L_b) = \frac{\sum_{i=1}^{K} w_{ai} \cdot w_{bi}}{\sqrt{\sum_{i=1}^{K} w_{ai}^2 \cdot \sum_{i=1}^{K} w_{bi}^2}}
\]

The prediction rating of learning material \( i \) by \( L_a \) using implicit attribute based method is \( P_{IAB}(L_a, i) \) that is gained by the rating of \( L_a \) neighborhood, \( N_{IAB}(L_a) \), that have rated \( i \) before. The computation formula is as follows:

\[
P_{IAB}(L_a, i) = R_{I_a} + \frac{\sum_{j \in N_{IAB}(L_a)} \sim_{IAB}(L_a, L_j) \times (R_{I_j}(i) - R_{I_a})}{\sum_{j \in N_{IAB}(L_a)} \sim_{IAB}(L_a, L_j)}
\]

where \( R_{I_a} \) and \( R_{I_j} \) denote rating average of learning materials rated by active learner \( L_a \) and \( L_j \) respectively and \( \sim_{IAB}(L_a, L_j) \) is the similarity between active learner \( L_a \) and \( L_j \) that is a member of \( N_{IAB}(L_a) \). However, if a learner does not have enough similar learners, traditional algorithms will generate a lot of dissimilar learners which will definitely decrease the prediction accuracy of active learner. Thus, in order to enhance efficiency of calculation, learners set should be preliminarily filtered via setting a similarity matching threshold \( \tau \). The two learners are effective similar neighbor only if the similarity between them is at least \( \tau \).

#### 3.3. Multidimensional information model based recommender

In this section, learner interests are modeled as a multidimensional data structure according to explicit attributes of learning materials. Then, to generate recommendation, similarity between learners is computed based on similarity between their multidimensional data structures.

##### 3.3.1. Multidimensional information model

Rating of a material that has certain explicit attribute values indicates the importance of these explicit attribute values for the learner; it can be considered as base for weighting of explicit attributes for the learner. Therefore, in order to consider learner’s preference accurately, attributes of learning materials should be taken into account. Therefore, the material attributes’ description model can be defined as a vector \( C = < A_1, A_2, \ldots, A_m > \) where \( A_i \) denotes the \( i \)th dimension attribute’s name of material.

This research introduces a multidimensional attribute-based framework for recommendation that involves attributes of materials in the recommendation process, but selection of appropriate attributes may vary in the different systems. System developer can use Learning Object Metadata (LOM) to select suitable attributes. In this research, according to the simplicity and usefulness, we select four attributes including: subject, secondary subject, education type (Bachelor Degree (B.D.), Master Degree (M.D.), PhD Degree (PhD.D.)) and publisher of material. Based on this description model, a certain material is defined as \( MA_j = \{ (AK_1, AW_1), (AK_2, AW_2), \ldots, (AK_m, AW_m) \} \), where \( AK_i \) denotes \( i \)th dimension attribute’s keyword of material \( M \), and \( AW_i \) denotes the appropriate weight value for \( i \)th attribute and \( AW_1 \geq AW_2 \geq \ldots \geq AW_m \) and \( \sum_{i=1}^{m} AW_i = 1 \). For example:

\[
M_j = [(Mathemattic, 0.35), (Probability, 0.3), (Master \times degree, 0.2), (Author5, 0.15)]
\]
we use the order of accessed material as useful information for learners’ dynamic interest modeling. The preference of a learner’s recently accessed materials has an important role to the future interests. However, in the existing vector-space based preference modeling methods, the dynamic changes of learner’s preference are neglected and always all accessed materials treat equally. Thus, by changing the learner’s interests and preferences with the passage of time, the recommender system cannot produce the accurate recommendations. Herein, Gradual Forgetting Function (GFF) concept is introduced in order to reflect dynamic interests and preference of a learner more accurately. In this research, we introduce a quadratic function, as follows:

\[ h(x(M_i)) = 1 - \lambda \left( 1 - \frac{x(M_i) - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \right)^2 \]  

where \( x(M_i) \) is the order of \( M_i \) in the material access order by learner \( L_i \), \( x_{\text{max}} \) is the order of the latest accessed material and \( x_{\text{min}} \) is the order of the first accessed material. Therefore, the effect of \( M_i \) to \( L_i \)’s future interest will become smaller with material access process going on and \( h(x) \) should be attenuated gradually. In \( h(x) \), \( \lambda \) is an adjustable parameter used to describe the change rate of learner’s preference, and the bigger of \( \lambda \), the quicker of the forgetting.

The \( h(x) \) attenuation with \( \lambda = 0.95 \) is shown in Fig. 2. Based on Eq. (6), \( h(x) \) value of the latest accessed material is equal to 1, and with access going on, \( h(x) \) value of materials could be updated.

The central element of all recommender systems is the user model that contains knowledge about the individual preferences which determine his or her behavior in a complex environment of web-based system. The attention-degree of learners is inferred by learners rating. In this paper, a multidimensional information model is introduced to combine attributes of accessed materials and learner’s rating information for making a preference model for learner. For each learner, we consider a set of accessed materials by the learner and a preference matrix that model learner’s preference. Fig. 3 shows a preference matrix (PM) and a set of accessed materials (AM) by learner \( L_i \).

**Definition 1.** Each accessed material by learner \( L_i \) is defined as a four-tuple \((\text{MID}, x(\text{MID}), \text{NH}, \text{RR})\), where \( \text{MID} \) denotes accessed material ID of learner \( L_i \), \( x(\text{MID}) \) denotes the order of \( \text{MID} \) in the material access order by learner \( L_i \), \( \text{NH} \) denotes the normalization value of \( h(x) \) function for accessed material \( \text{MID} \) by learner \( L_i \) and \( \text{RR} \) denotes the rating of \( L_i \) to material \( \text{MID} \). For example in Fig. 3 material \( M1 \) is the first material that have been studied by \( L_i \), therefore \( x(M1) = 1 \) and \( h(1) = 0.02 \). Learner \( L_i \) has rated this material four, therefore \( \text{RR} = 4 \).

**Definition 2.** The preference model of learner \( L_i \) is defined as a matrix with \( m \) rows in which \( m \) denotes the number of attributes of materials. Each cell in this matrix is defined as a four-tuple \((\text{KA}, \text{NH}, \text{RR}, \text{level})\), where \( \text{KA} \) is the keyword of the \( \text{level} \)th attribute accessed materials by learner \( L_i \) and \( \text{level} \) denotes the row number for this tuple.

**Definition 3.** \( \text{NH} \) of each tuple in PM is defined as the sum of the \( \text{NH} \) value of all materials in AM that their attributes’ keyword is same with the attributes’ keyword of tuple.

**Definition 4.** \( \text{RR} \) of each tuple in PM is defined as the average of the \( \text{RR} \) value of all materials in AM that their attributes’ keyword is same with the attributes’ keyword of tuple.

We make and update the preference matrix by the following strategy:

Search the keywords of the latest accessed material attributes \((\text{KA}_j, \text{KA}_2, \ldots, \text{KA}_m)\) in PM from the upper row to the bottom row. If the keyword of \( i \)th attribute cannot be matched, a new column is created that the first row to \( m \) and its rows give the corresponding matched attributes and the next \( m - i + 1 \) its rows give the latter \( m - i + 1 \) attributes of material. Then the \( \text{NHs} \) and \( \text{RRs} \) of matrix are updated according to Definitions 3 and 4.

PM can model preferences of a learner. System can transfer preference of a learner from accessed materials to high-level attributes and indicate importance each attribute for the learner. In this matrix, each accessed material corresponds to a unique path from the first row to the last row, and the keywords of all tuples located in this path correspond to the relevant keywords of the material’s attributes.

3.3.2. Recommendation

As a logical assumption, two learners with similar attribute keywords in their PM can be considered as similar neighbors. Based on this assumption, we can solve sparsity problem. For defining similarity degree, three rules are implemented:

1. The more similar attributes of learner \( L_a \) and learner \( L_b \)’s accessed materials, the larger similarity between them.

2. The more similar the order of accessed materials of learner \( L_a \) and learner \( L_b \), the larger similarity between them.

3. The more similar the rating data of learner \( L_a \) and learner \( L_b \), the larger similarity between them.

Therefore, the similarity degree between two learners can be calculated based on Attributes Intersection Vector (AIV) between two their corresponding PMs. \( \text{AIV} \) between learner \( L_a \) and learner \( L_b \), \( \text{AIV}(L_a, L_b) \), is defined as the maximum intersection between columns of \( \text{PM}_a \) and \( \text{PM}_b \) with same keyword in each row. After matching process, we have an \( \text{AIV} \) such as Fig. 4 shows.

The calculation of similarity between two learners can be divided into two aspects as: preference based similarity and
learner rating based similarity. The preference based similarity sim\textsubscript{PB} can reflect the similarity between learners based on attributes. Inspired by Cosine similarity, the calculation of sim\textsubscript{PB}(L\textsubscript{a}, L\textsubscript{b}) can be defined as follows:

\[
sim_{PB}(L_a, L_b) = \frac{\sum_{i=1}^{n} (RR_{a}(i) \cdot NH_{ai}) \cdot (RR_{b}(i) \cdot NH_{bi})}{\sqrt{\sum_{i=1}^{n} (RR_{a}(i) \cdot NH_{ai})^2 \cdot \sum_{i=1}^{n} (RR_{b}(i) \cdot NH_{bi})^2}}
\]

(7)

where \(NH_{ai}\) indicates the value of \(NH\) in the \(i\)-th row’s matching for learner \(a\). \(AW_i\) indicates attribute weight that was defined before. For reflecting the similarity between the rating vectors of two learners, the learner rating based similarity can be applied to overcome sparsity rating problem. Inspired from Pearson, this similarity can be defined as follows:

\[
sim_{PP}(L_a, L_b) = \frac{\sum_{i \in \text{AIV}(L_a, L_b)} (RR_{a}(i) \cdot NH_{ai}) \cdot (RR_{b}(i) \cdot NH_{bi})}{\sqrt{\sum_{i \in \text{AIV}(L_a, L_b)} (RR_{a}(i) \cdot NH_{ai})^2 \cdot \sum_{i \in \text{AIV}(L_a, L_b)} (RR_{b}(i) \cdot NH_{bi})^2}}
\]

(8)

where \(RR_{a}(i)(L_a)\) indicates rating of user \(L_a\) in row \(i\) of \(PM_a\) corresponding with row \(i\) of \(AIV\). \(\text{AIV}(L_a, L_b)\) indicates the mean value of \(L_a\)’s rating in rows of \(PM_a\) corresponding with rows of \(AIV\).

It must be noted, in the calculation of sim\textsubscript{PP}(L\textsubscript{a}, L\textsubscript{b}) that computes the similarity between \(RR\) value of rows on \(PM_a\) and \(PM_b\) which correspond to each row on \(AIV\) \((L_a, L_b)\) does not need to have the identical accessed materials between two learners. By this definition of similarity, we can overcome sparsity rating problem. Finally, Explicit Attribute Based (EAB) similarity between \(L_a\) and \(L_b\) can be calculated as follows:

\[
\text{Sim}_{EAB}(L_a, L_b) = \beta \cdot \text{Sim}_{PP}(L_a, L_b) + (1 - \beta) \cdot \text{Sim}_{RB}(L_a, L_b)
\]

(9)

The prediction rating of learning material \(i\) by \(L_a\) using implicit attribute based method is \(P_{EAB}(L_a, i)\) that is gained by the rating of \(L_a\) neighborhood, \(N_{EAB}(L_a)\), that have rated \(i\) before. The computation formula is as the follows:

\[
P_{EAB}(L_a, i) = \frac{\sum_{L \in N_{EAB}(L_a)} \text{Sim}_{EAB}(L_a, L) \times (R_L(i) - \overline{R}_L)}{\sum_{L \in N_{EAB}(L_a)} \text{Sim}_{EAB}(L_a, L)}
\]

(10)

where \(\overline{R}_L\) and \(\overline{R}_L\) denote rating average of learning materials rated by active learner \(L_a\) and \(L_j\) respectively and \(sim_{EAB}(L_a, L_b)\) denote the similarity between active learner \(L_a\) and \(L_j\) that is a member of \(N_{EAB}(L_a)\).

3.4. Final recommendation

The development of final recommendation is done in this stage. Truly, we proposed two methods for learning material recommendation: Explicit Attribute Based Collaborative Filtering (EAB-CF) and Implicit Attribute Based Collaborative Filtering (IAB-CF). These two methods can be combined for final recommendation. A linear combination of EAB-CF and IAB-CF is used for recommendation (EB-IB-CF). Therefore for rating prediction the following formula is used:

\[
P_{E}(L_i, i) = a \cdot P_{EAB}(L_a, i) + (1 - a) \cdot P_{EAB}(L_{e}, i)
\]

(11)

where \(P_{E}(L_i, i)\) denotes final prediction rate for learning material \(i\) by \(L_a\). Finally top N-learning materials with higher predicted rate are considered as recommendation results. Each of the approaches uses some of useful information in their recommendation process. Thus, hybrid approach can resolve their weak points and improve the accuracy and quality of recommendation results.

4. Experiments

We have conducted a set of experiments to set parameters and examine the effectiveness of our proposed recommender system in terms of recommendation accuracy and quality.

4.1. Evaluation metrics and data set

In order to check the performance of the proposed algorithm, a real-world dataset is applied in our simulations. MACE\textsuperscript{1} dataset that is pan-European initiative to interconnect and disseminate digital information about architecture is used for experiment. This dataset is issued from MACE project that is done from September 2006 to September 2010. This dataset contains 1148 learners and 12,000 materials.

The precision and recall are most popular metrics that evaluate decision support accuracy. For the evaluation of recommender system, they have been used by various researchers [12,14]. The precision is a measure of exactness and recall is a measure of completeness. Several ways to evaluate precision and recall exists [40]. When referring to Recommender Systems the recall can be defined as follows:

\[
\text{AI}(L_a, L_b) = \left[ \begin{array}{c}
(\text{Info. Tech.,...}) \\
(\text{Intell. sys.,...}) \\
(\text{Ph.D.,...})
\end{array} \right]
\]

Figure 4 Attributes intersection vector sample.

\textsuperscript{1} Metadata for Architectural Contents in Europe.
Recall = \frac{|test \cap top - N|}{|test|} \tag{12}

where \(top - N\) denotes the recommendation set and \(test\) denotes the test set. The precision when referring to recommender systems can be defined as follows:

Precision = \frac{|test \cap top - N|}{NR} \tag{13}

where \(NR\) denotes number of recommendations. Since increasing the size of the recommendation set leads to an increase in recall but at the same time a decrease in precision, we can use \(F_1\) measure [41] that is a well-known combination metric with the following formula:

\[ F_1 = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall} \tag{14} \]

To evaluate prediction accuracy, we have used the Mean Absolute Error (MAE), a statistical accuracy metric, [40,42] is computed as

\[ MAE = \frac{\sum_{i=1}^{\text{N}} |R_U(i) - P_U(i)|}{|N|} \tag{15} \]

where \(P_U(i)\) is the predicted rating for material \(i\) by learner \(U\), \(R_U(i)\) is the learner given rating for material \(i\) by learner \(U\), and \(N\) is the total number of learners. We have used the Rooted Mean Square (RMS) error, and 0/1 loss error also.

4.2. Parameters setting

In this section, first the impact of input parameters is analyzed on the recommendation performance.

4.2.1. Parameters of IAB-CF

The probabilities of Crossover and mutation operators have an important role in GA, so it is necessary to define proper operator’s probability to achieve a better performance. However, the optimal values of crossover and mutation probabilities are problem specific that often are obtained by trial and error. Therefore, we examine the impacts of various combinations of \(PC\) (probability of crossover) and \(PM\) (probability of mutation) on the recommendations quality of the proposed approach. According to the experiments, \(PC = 0.83\) and \(PM = 0.17\) give good results for our problem. In order to choose the population size, we have considered the criterion of using a number of individuals in the population which is the double of the number of bits used to represent each individual [43]. Consequently, since we used \(K \times 10 = 15 \times 10 = 150\) bits for each attributes weight vector, we select 300 as population size. The number of individuals keeps constant through every generation. We only keep the 5% of the best individuals from each generation to obtain the next one (elitist selection). The genetic algorithm stops when there is an individual in the population with a fitness value lower than a constant \(\gamma\). We
select γ according to the optimal values found in results of the other recommendation approaches.

One of the parameters for the IAB-CF is number of attributes; K. The performance of method may vary with varying number of considered attributes for users. Fig. 5 shows the results obtained for the proposed model with different number of attributes, where the minimum number of rating required for test users, M, was 30, the number of user, N, was 500. It can be seen that the performance improves steadily with the number of attributes increasing, but not very much.

Since number of attributes of user could be seen as the user communities, this number should be a relative small number according to experience. Fig. 6 shows the results obtained

<table>
<thead>
<tr>
<th>Method</th>
<th>Error MAE</th>
<th>RMS</th>
<th>0/1 loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>EB-IAB-CF</td>
<td>0.787</td>
<td>1.051</td>
<td>62.7</td>
</tr>
<tr>
<td>EAB-CF</td>
<td>0.891</td>
<td>1.181</td>
<td>65.2</td>
</tr>
<tr>
<td>IAB-CF</td>
<td>0.832</td>
<td>1.163</td>
<td>63.2</td>
</tr>
<tr>
<td>User based</td>
<td>0.873</td>
<td>1.172</td>
<td>64.7</td>
</tr>
<tr>
<td>Mixture pLSA</td>
<td>0.848</td>
<td>1.170</td>
<td>63.4</td>
</tr>
<tr>
<td>CR [45]</td>
<td>0.994</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>BC [45]</td>
<td>1.103</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>BN [45]</td>
<td>1.066</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
for the IAB-CF method, while parameters set as $M = 30$, $K = 15$, and the number of user was changed from 100 to 1200. According to Fig. 6, the performance of the method is good for different values of users. It means that the choosing the number of attributes, $K$ is not strict.

In addition, there are three other parameters including: number of neighborhoods, weighting coefficient in the combination of two type of similarity in EBA-CF (beta) and EAB-CF and IAB-CF (alpha) that must be adjust for better recommendation. According to previous experiments, EBA-CF for $\beta = 0.35$ gives the best prediction accuracy.

4.2.2. Neighborhood size

Fig. 7 shows the influence of neighborhood size on the performance of EAB-CF and IAB-CF with F1 metric while $N = 500$, $M = 50$, $K = 15$. It was observed that the size of the neighborhood affects the quality of top-N recommendations. Considering this diagram, we select 16 as the optimal choice of neighborhood size.

4.2.3. Weighting coefficient ($\alpha$)

Fig. 8 shows the impacts of $\alpha$ on the precision, recall and F1of EB-IB-CF while $N = 500$, $M = 50$ and $K = 15$. It indicates that taking into consideration a combination of EAB-CF and IAB-CF to predict rating will play a positive role in the recommendation process, but $\alpha$ does not acknowledge ‘the larger the better’ rule: the best precision can be obtained with $\alpha = 0.7$.

4.3. Performance comparison

In experiments, the data is ordered by learners’ access timestamp, and then is divided into a training set and a test set. In order to increase the number of records in test set as much as possible so as to eliminate the effect of accidental factor, the top 60% access records of each learner in ordered dataset are used as training set and the remnant 40% access records are used as test set. The algorithm is then trained on the training set and top N-learning materials are predicted from that learners’ test set.

To evaluate the sensitivity of different algorithms on number of recommendation (NR), we compare proposed approaches that is presented in Fig. 9 while $N = 500$, $K = 15$, and $M = 50$. As Fig. 9 shows combination of explicit based and implicit based collaborative filtering has the best performance. The relative performance of these methods for different number of recommendations is different but as in general we can say the best performance is from 18 to 22. Although, this paper presents a recommender system for learning material, but the proposed approach can be used for some other area of recommender system. Therefore, to compare our approach with other approach of recommender system, EachMovie dataset has been used. Table 1 presents the experimental results obtained by EB-IB-CF, EAB-CF, IAB-CF, a memory-based method using nearest-neighbor users to predict ratings, results of normalized Gaussian PLSA\(^2\) mixture method published in Hofmann [44] and results published in Breese et al. [45] including Bayesian clustering (BC), Bayesian networks (BN), Correlation(CR) for EachMovie dataset. Since the data set will influence the results of CF algorithm, comparing of different algorithms is difficult. For the mixture PLSA, results are chosen the best results in Hofmann [44]. The results of user-based and proposed method obtained from the same data set. Comparisons were produced for $N = 500$ users with the average number of ratings about 100, and $M = 50$. As can be seen, the proposed multi-attribute based method has better prediction accuracy of the memory-based, mixture PLSA method and other methods in terms of MAE.

In the final comparison experiment, the mean running times for single learner of EB-IB-CF algorithm, vector space model-based content-based recommendation algorithm [46], user and item combined collaborative-based recommendation algorithm and hybrid recommendation algorithm [47] is compared with respect to N or number of participated learner which are selected from MACE dataset while $K = 15$, $M = 50$ and $NR = 20$. As shown in Fig. 10 at all times, content-based algorithm is faster than any other algorithms. The running time of the proposed and improved hybrid recommendation algorithms are slightly larger than collaborative based algorithm. According these experiments, although the proposed recommendation will get higher precision in most case, it will cost

---

\(^2\) Probabilistic latent semantic analysis.
the largest running time. Therefore, there is a trade-off between algorithm running time and recommendation precision when choosing the proposed recommendation algorithm.

5. Conclusions

One of the most important applications of recommendation systems in e-learning environment is personalization and recommendation of learning materials. However, since the repository of learning materials is very massive and these materials have several attributes, there are several drawbacks such as sparsity when applying the existing recommendation algorithms. To address these problems and have a good recommendation for learner, this paper presents a novel personalized recommender system that utilizes explicit and implicit attributes of materials in the unified model. The experiment results show that the proposed approach performs better than the traditional approaches. The main contribution of this paper is improving the quality of recommendations and addressing sparsity problem using genetic algorithm and a multidimensional information model.

The learning processes (resource access processes) usually have some time-dependency relationship and are repeatable and periodic. Therefore, the time-dependency relationship between learning resources in a learning process can reflect learner’s resource access latent pattern and preference. For further research, to improve the recommendation process we can make a hybrid approach and mine learner’s historical access records for discovering the resource access sequential patterns. Then, using these sequential patterns, we can predict the most probable resource that a learner will access in near feature.
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