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ABSTRACT

Advances in the medical field have increased the need to incorporate modern techniques into surgical
resident training and surgical skills learning. To facilitate this integration, one approach that has gained
credibility is the incorporation of simulator based training to supplement traditional training programs.
However, existing implementations of these training methods still require the constant presence of a
competent surgeon to assess the surgical dexterity of the trainee, which limits the evaluation methods
and relies on subjective evaluation. This research proposes an efficient, effective, and economic video-
based skill assessment technique for minimally invasive surgery (MIS). It analyzes a surgeon’s hand
and surgical tool movements and detects features like smoothness, efficiency, and preciseness. The sys-
tem is capable of providing both real time on-screen feedback and a performance score at the end of the
surgery. Finally, we present a web-based tool where surgeons can securely upload MIS training videos
and receive evaluation scores and an analysis of trainees’ performance trends over time.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Surgical skill is dependent on both psychomotor and cognitive
proficiency [1]. Surgeons have to learn the art of executing fine
motor movements while maintaining tissue integrity within the
human body. This is a challenging task, one that requires a signif-
icant time investment both from senior surgeons mentoring the
residents and the residents themselves. However, this traditional
one-to-one apprenticeship model has significant limitations. First,
there is a dearth of trained surgeons, especially in the developing
world, who qualify as evaluators. Secondly it requires dedicated
time of the surgeon. Hence, it is almost impossible to immediately
evaluate every surgical training exercise. The trainees are only
assessed before moving to the next stage of training. As a result
feedback becomes summative and this lack of granularity and
proximity in the assessment fails to provide meaningful guidance
on how to improve the subtle aspects of the individual’s clinical
skills [2].
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Due to the demand for greater accountability and patient safety
in health care delivery today; effective surgical performance mea-
surement is becoming an absolute necessity [3]. To ensure the best
surgical performance, systematic simulator training programs are
being developed and integrated into traditional training in hospi-
tals [4]. It is a new and progressive way to improve surgical resi-
dent training and surgical skills learning. The simulation systems
allow multiple practice sessions, objective measurement of skills
and the ability to deliver remote training. While simulation train-
ing is emerging as an effective means of practicing in a consequent
free environment, the evaluation of surgical proficiency in simula-
tion also requires the constant presence of a competent surgeon.
This means that evaluating surgical dexterity still remains highly
subjective and does not yield quantitative data [5]. High-end vir-
tual reality (VR) simulators use sensors that map movements into
virtual space where they are analyzed by algorithms [6-8]. While
this method does offer a degree of objectivity it still has practical
limitations. One such confine is that the introduction of sensor
mechanisms both interfere with the surgeons’ movements [9]
and add adaptations that are not seen in real surgical environ-
ments. There are also human constraints, such as thinking of a sur-
gical simulator as a videogame, which has no didactic value [10].
Prior experience with videogames has also been shown to be a
handicap when using simulators [11]. And yet another concern is
that such systems will create a false sense of security, built on
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the development of incorrect habits while getting used to a virtual
environment [10]. Thus the solution lies in developing an objective
proficiency measurement system for surgery that will be (a) reli-
able, (b) replicable in real surgery, and (c) affordable.

Use of a video camera in surgical skill training has become very
valuable as this video data can be used for future assessment. The
video data can be further analyzed with computer vision analysis
without the use of any external sensors. Computer vision analysis
(herein referred to simply as “computer vision”) has produced
many technological breakthroughs in the last few decades. It has
been successfully used for object detection, tracking, motion detec-
tion and analysis. A variety of computer vision applications that
have been invented in the past few years can be applied in clinical
as well as other domains of biomedical informatics to solve many
problems [12,13]. In this research, open source computer vision
[12] was used to track physicians’ hand and surgical tool motion
from captured video and with the goal of assessing surgical dexter-
ity from the analysis. The tracking of a surgeon’s hand and surgical
tool movements can be one of the most important features in
assessing surgical performance. This project addresses the issues
of cost, replicability in a real environment, and the measurement
of skills without interfering in surgeons’ psychomotor movements
by adding bulky sensors.

The system was used in minimally invasive surgical (MIS) tech-
niques. Unlike open surgery, MIS uses tiny incisions to operate in
constrained environments [14] which requires high levels of psy-
chomotor proficiency and significant training. The specific psy-
chomotor skills and hand-eye coordination needed for this type
of surgery were reinforced through box-trainers and computer-
enhanced simulation trainers, and the movements of instruments
were captured by cameras by which the videos could later be ana-
lyzed by a computer vision system.

The proposed system used an optical flow algorithm to analyze
the surgical field video in real time and provide dynamic feedback
scores in order to assess surgical training performance. We
assessed surgical proficiency as a multidimensional vector com-
posed of motion smoothness, surgical gesture proficiency, and
number of errors. Surgical proficiency is multidimensional by its
nature and it was important to develop a system that captured
each of the dimensions. This required a different algorithm for each
of the proficiency measures. We then tested the hypothesis that
this system could accurately capture surgical proficiency by differ-
entiating between the performances of experts, intermediates, and
novices.

Our system is capable of providing trainees both real time and
summative feedback. Real time feedback was employed to provide
measures to surgeons during the training which helped them
dynamically control the learning experience. Summative feedback
helped summarize their performance to gain knowledge about
trends. We also developed an Internet based tool where users
could upload pre-recorded surgical exercise videos and receive
an immediate proficiency score.

2. Background

Laparoscopic surgery requires many hours of systematic prac-
tice on a simulator to acquire psychomotor skills. One simulator
box that has commonly been utilized is the Fundamentals of
Laparoscopic Surgery (FLS), and it has become one of the most
widely used simulators for training. It is endorsed by the American
College of Surgeons (ACS) and establishes a standard set of didactic
information and manual skills serving as a basic curriculum to
guide surgical residents, fellows, and practicing surgeons in the
performance of basic laparoscopic surgery [15]. The training is
composed of a laparoscopic trainer box which consists of a number

of non-procedure specific simulation exercises incorporating most
of the psychomotor skills necessary for basic laparoscopic surgery.
We employed exercises from the FLS simulator to develop our
system.

The FLS box offers a number of exercises. However for this
study, three exercises were considered focusing on hand-eye coor-
dination, ambidexterity, and depth perception (Fig. 1) [8]:

o Peg transfer: The peg transfer exercise requires the trainee to
lift six objects with a grasper/dissector with the non-
dominant hand, transfer the object midair to the dominant
hand and then place each object on a peg on the opposite side
of the board. There is no importance placed on the color of
the objects or the order in which they are placed or where. Once
all six objects have been transferred, the process is reversed.
The exercise is timed and a penalty is imposed for any peg
dropped out of the reach of the tool.

Intracorporeal suture: This suturing task involves the place-
ment of a suture precisely through two marks on a Penrose
drain that has been slit along its long axis, and then tying an
intracorporeal knot in the suture. The knot must have one dou-
ble throw and 2 single throws. A penalty is imposed if the drain
is avulsed from the block to which it is secured by double-sided
adhesive tape.

Shape cutting: This cutting exercise requires cutting out a circle
from a square piece of gauze. One hand should be used to pro-
vide traction on the gauze using the grasper and to place the
gauze at the best possible angle to the cutting hand. A penalty
is imposed for any deviation from the line demarcating the
circle.

In iterative practice sessions on the FLS, a user receives only
summative feedback after a certain number of repetitions. Cur-
rently there are two feedback systems available. One requires the
presence of an observer to monitor exercise completion time and
committed errors which are sent to the FLS to score. The FLS typi-
cally returns the result (pass or fail) in 4-6 weeks. The second sys-
tem requires post-hoc analysis on a recorded surgery of a
competent surgeon or trainer to subjectively assess the surgical
dexterity of the trainee by providing a composite score, which
lacks inter-rater reliability and is an expensive process. However,
both these methods remain primarily subjective in nature.

Several video and sensor-based systems have been developed to
capture a user’s motion and other important features which can be
later analyzed objectively and quantitatively and correlated with
the skill level [16]. However, most of the quantitative skill assess-
ment systems available are sensor-based, i.e., sensors are inte-
grated into surgical tools or surgeon’s gloves to track different
movement features. Although these sensory systems capture
motion features quite well, there has not been enough work done
in combining tool and hand movement data together to assess the
surgical proficiency. Other researchers compelled surgeons to wear
sensors to monitor certain features or body’s center of pressure
value and observed the correlation with the skill execution, but
unfortunately these kinds of data are not sufficiently comprehen-
sive to successfully assess the skill level. Moreover, skill assess-
ments are usually performed only in simulated training
environment since the integration of wearable sensors in live sur-
gery interferes with proper surgical skill execution [16]. And even
then the sensors have to be sterilized to be used in real surgery
which increases the cost of the entire surgical procedure [17].
Unfortunately, none of these techniques described accurately
assess actual surgical competence.

These drawbacks of sensor integration caused a shift in focus
toward video based systems. Some video-based systems use only
external cameras to capture hand movement while performing sur-
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Fig. 1. Exercises for fundamentals of laparoscopic surgery.

gical exercise. This approach requires the camera to have an unob-
structed view of the hands and is heavily reliant on the consistency
of the ambient lighting, a lack of background noise, and the resolu-
tion of the video [16]. And due to the use of long instruments in MIS,
it is almost impossible to derive tool movement data from a hand
movement video. Other video-based approaches track surgical
tool-tip; however, this analysis is solely dependent on the
travel-length value of the tool-tip. At this point no work has been
done that combines analyses from both hand and surgical tool
movement. This is critical in surgery where surgeons’ hand and
tool movements are important components of ensuring patient
safety.

Thus there exists a need for a complete performance evaluation
system with automatic tracking. In the present study, we aimed to
develop a video-based assessment tool for laparoscopic surgery
training to assess the generic and specific technical aspects of sur-
gical features. This method of assessment has previously been pro-
ven highly effective in improving technical skills acquisition and
self-assessment [18]. The recorded videos can be shared securely
via online for quicker distribution to experts for assessment [19].
Thus an Internet based video sharing tool was developed where
recorded videos could be uploaded and assessed automatically by
the developed algorithm.

3. Methodology

The proposed system in this research was designed to work
with the Fundamentals of Laparoscopic Surgery trainer box. Video
recordings rendered from inside the box and two external cameras
were analyzed to provide formative feedback scores on the screen
upon the completion of each exercise (Fig. 2). The idea was to
assess both hand and tool data and calculate a score which is fed
back to the user.

3.1. Object segmentation

The exercises in the FLS require surgeons to move certain
objects. Analysis of the movements, jerkiness and placement of
the objects can help provide assessments of the surgeons’ level of
proficiency. For example, a piece of gauze that is cut by the surgeon
provides valuable information about the surgeons’ proficiency,
since the shape of the cut, its size and duration to execute that
cut are all important cues. The system therefore required an effi-
cient object segmentation algorithm. We tested a number of com-
puter vision algorithms to analyze motion.

The color image was converted from a Red-Green-Blue (RGB)
color space to Hue-Saturation-Value (HSV) color space. In the
RGB model, images are represented by three components, one for
each of the primary colors - red, green and blue. However, the
HSV color space can capture the distinct image features better than
RGB color space [20,21]. The HSV image contains 3 channels: hue
(H), saturation (S) and value (V) where Hue is a color attribute
and represents a dominant color [22]:

60(G — B)/S if V=R
H—{120+60(B-R)/S if V=G
240 + 60(R - G)/S if V=B

If H< 0 then H — H + 360.

The HSV image of the video was split into a single channel Hue
image. To isolate marker of the tool and hands, a histogram of the
Hue channel was calculated. Color of the tool-marker was red and
the gloves were purple whose corresponding histogram values
were found and binary thresholding applied to detect the tool
and the hand respectively. In this case, if the pixel value in the
hue channel matched the histogram color value, it was changed
to 255 i.e., white. The rest of the pixels were set to O i.e., black.

maxValue if src(x,y) > threshold

dst(x.y) = {O otherwise

Finally to maximize the elimination of noise, advanced morpho-
logical transformation was used. Advanced morphological trans-
formation performed as a noise filter by using erosion and
dilation as basic operations. Erode and dilate functions use the
specified structuring element that determines the shape of a pixel
neighborhood over which the minimum and maximum (respec-
tively) is taken [12].

dst = open(src, element) = dilate(erode(src, element), element)

where
erode(x,y) = min src(x+x,y+Vy)
(x'.y")ekemel

dilate(x,y) = max src(x+x.,y+Y)

(x".y")ekemel
Figs. 3 and 4 show the noise-free detection tools and hands
respectively.

3.2. Motion detection

Measuring motion and its features as mentioned before is crit-
ical to assessing surgical proficiency. In the video, the sequence of
images are taken at a fixed time interval. The motion of objects in
3-D induces 2-D motion in the image plane. The motion is called
optical flow. There are several methods for calculating optical flow.
By applying a frame-to-frame differencing technique to find the
object silhouette, and motion history images (MHI), the dynamic
part of the scene was captured. Frame-to-frame differentiating
function calculates absolute difference between two arrays of con-
secutive frames [12].

dst = |src1 — src2|

The function extracts templates by thresholding frame differ-
ences and then updates the motion history image by passing the
resulting silhouette.
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Fig. 2. Proposed system with integrated hand/tool video and a feedback system.

Fig. 3. Noise-free tool detection applying advanced morphological transformation.

timestamp if silhouette(x,y) # 0
mhi(x,y) =< 0 if silhouette(x,y) = 0 and mhi < (timestamp — duration)
mhi(x,y)  otherwise

That is, MHI pixels where motion occurs are set to the current
timestamp, while the pixels where motion happened before spec-
ified duration are cleared (Fig. 5) [23].

The gradients of the resulting motion history image were taken
to produce a mask of valid gradients. First the derivatives Dx and
Dy of MHI are calculated to find the gradient orientation as:

Dy(x,y)
Dx(x,y)

orientation(x,y) = TAN"

After that, the mask was filled to indicate where the orientation
was valid. For the local motion segments, small segmentation areas
were first rejected and then the orientation was calculated using

regions of interest (ROIs) that bound the local motions; then the
areas of valid motion within the local ROIs were calculated. Any
such motion area that was too small was rejected. Fig. 6 shows
the detected motion in both hand and tool videos. The algorithm
recorded the coordinates of the center point of motion in pixel
and the gradient of movement in degrees.

3.3. Feature extraction

Two arrays of data were extracted from both left and right hand
and tool positions (pixel) and gradients (degree). Coordinates of the
tool were analyzed to extract smoothness, extra movement, and
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Fig. 4. Noise-free hand detection applying advanced morphological transformation.

"

Fig. 5. Example of motion history image (MHI) of hand movement.

movement efficiency. Tremor was calculated by analyzing both the
position and direction of movement. Angular values of the direction
of hand movement were interpreted into 4 gestures - left, right, up,
down and stationary for further extraction of features like percep-
tion of depth and hand movement efficiency.

3.3.1. Motion smoothness (tool video)

Smooth steady motion is one of the most important features in
assessing surgical skill [24]. From the coordinates of the tool posi-
tion, Euclidean distance between every frame was calculated. If the
hand movement is x, then hand motion, acceleration and jerkiness
could be found from the following equations:

Hand motion = @
dt

2
. . X
Hand motion acceleration = i
t

Px
hand motion jerkiness = —

dt

Tool movement for 5 consecutive frames is summarized in
Fig. 7, which shows velocity, acceleration, jerkiness and snap of
the tool movement which are the 1st, 2nd, 3rd and 4th derivatives

for movement of 5 frames respectively. The figure also shows that
deceleration, negative jerk, and snaps features were derived from
it, but deceleration and its higher derivatives were ignored since
they have no association with smooth and steady motion. Positive
jerk value for the entire duration of exercise was calculated to find
the counter feature i.e., motion smoothness [25].

3.3.2. Snaps (tool video)

Extra movement such as snaps is another important factor that
may be used to determine surgical proficiency. It was calculated by
the 4th derivative of hand movement [25]. Total value of positive
snaps was calculated to find this movement feature in every
exercise.

Snaps = dix
dt*

3.3.3. Movement efficiency (tool video)

On surgical simulators measures of economy of tool movement
have been shown to be reliable, valid, and objective measures of
technical competence [26]. Once the Euclidean distance between
tool positions and the starting frame tool position was calculated
for each frame, the values were averaged to find the tool move-
ment efficiency. Average movements of both left and right hands
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Fig. 6. Detected motion in hand and tool videos.
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Fig. 7. Different order derivatives of tool movement across five frames.
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Fig. 8. Trajectory of tool movement of left and right hands of novice and expert
surgeons.

of novices and experts are shown in Fig. 8. It is clear that novices
expended much more movement than the experts for the same
exercises.

3.3.4. Tremor (tool video)

Tremor is an involuntary, roughly sinusoidal component inher-
ent in a normal human hand motion. It has been found to consist of
a “mechanical-reflex” component which is thought to originate
from the central nervous system and has a frequency range of 8-
12 Hz [24]. Imprecision in laparoscopic surgery due to tremor
has long been a concern. Surgical tool tremor was calculated by
the motions that change directions in 2 frames and had a value
of no more than 5 pixels. It was characterized by the following
function where numbers in the parentheses refer to the frame
numbers:

If ((direction[6] != direction[4]) && (movement[6] —
movement[4] <= 5)) {
If ((direction[4] != direction[2]) && (movement[4] —
movement[2] <= 5)) {
If ((direction[2] != direction[0]) && (movement[2] —
movement[0] <= 5)) {
tremor = true;
}
Else
tremor = false;

3.3.5. Depth perception (hand video)

Repetitive motion toward the direction of the tool was recorded
as up-down motion and accounted for the perception of depth.
Table 1 categorized up-down movements with a range of angular
movements. This repetitive hand movement is observed mostly
in the inexperienced residents due to, (1) translation of the
2-dimentional image of the operating field from the video screen
into a 3-dimentional mental image [27], (2) learning to operate
using long instruments, and (3) mastering ambidexterity and
eye-hand coordination. This motion was calculated by the total
number of hand motions both in up and down directions.
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Table 1
Segmentation of movement from angular values.
Angle Direction
45°<, < 135° Up
135°<, £ 225° Left
225°<, < 315° Down
45°>, > 315° Right
0 No movement

3.3.6. Bimanual dexterity (hand video)

Bimanual dexterity is a measurement of how well a resident is
able to optimize the use of both hands [28,29]. If the resident
ignores the non-dominant hand, then he/she probably has not
mastered the bimanual dexterity. Bimanual dexterity was calcu-
lated by comparing percentage of idle time for each of the hands
for the total time to complete the exercise.

3.4. Detecting error

Errors vary from task-to-task. Three different algorithms were
developed to detect task-specific errors from the tool videos and
record separately in peg transfer, intracorporeal suturing, and
shape cutting exercises.

3.4.1. Peg transfer

The developed algorithm detected the colorful triangular
objects and computed the total number by counting all of the pix-
els inside the blue rectangle (Fig. 9). If at the end of the exercise all
the objects were not inside the rectangle, then the missing number
of objects was recorded as errors.

3.4.2. Intracorporeal suturing

During intracorporeal suturing, if the Penrose drain was pulled
excessively from its original location, then it was considered to be
tissue damage [30]. The program detected the Penrose drain and
automatically calculated the deviation from its original position
during the exercise (Fig. 10).

3.4.3. Shape cutting

In the shape cutting exercise, the user excised the required
piece of gauze and then placed that piece under the camera, and
upon pressing ‘spacebar’, the program automatically detected the
shape of both the inside and outside cuts. The program saved an
image (snapshot) and converted it from an RGB to grayscale image.
Then it employed a Gaussian blur filter to smooth the image and
also a Canny’s filter to find edges. Finally the Hough transformation
found the actual circle and two binary images were produced for

Time: ()0:48

Fig. 9. Error recording in peg transfer exercise by automatic detection of an object
outside the test area.

Fig. 10. Detection of tissue damage during exercise.

the contents outside and inside the circle respectively (Fig. 11).
By counting the number of white pixels, the program automatically
found the outside and inside imperfection and provided a com-
bined precision of cut score.

3.5. Multivariable linear regression

The computer vision algorithm extracted six features from each
of the laparoscopic cholecystectomy videos along with their corre-
sponding hand movements. Each of the videos was rated by expert
surgeons in three categories: smoothness, efficiency, and precision.
Sets of three of the extracted features were found to be associated
with each of the rated features by the experts. For example, the
smoothness score was associated with the jerkiness, snaps and tre-
mor; and the efficiency score was associated with movement effi-
ciency, depth perception and bimanual dexterity. Three of the
extracted features were grouped into a single feature which the
experts rated. Multivariate linear regression models were built
using the tool “Weka” to find the relationship between extracted
features and experts’ scores.

hq(smooth) = ag + ay (jerkinesss) + a,(snaps) + as(tremor)

hy (efficiency) = by + bs (movement efficiency)
+ b, (depth perception) + b;(bimanual dexterity)
The precision score was solely associated with the number of
error committed and the time taken to complete the exercise. After

discussions with expert surgeons, the equation for measuring error
for each of the surgery types was created and is given below:

€ITOlpeg transfer = % x ((completion time(if > 48) — 48) s

+ (No. of drops x 25) s)

ITOntracorporeal suture = % x ((completion time(if > 112) — 112) s

+ tissue damage)

€ITO shape cutting = 11—0 x ((completion time(if > 98) — 98) s
+ cut imperfection)
485,112 s and 98 s are the average time for experts to complete peg

transfer, intracorporeal suture and shape cutting exercise
respectively.



G. Islam et al./Journal of Biomedical Informatics 59 (2016) 102-114 109

2. Hough
Transform
3. Binary

Place cut
under camera

1. Smoothing

Thresholding

Score
inside

Score
outside

Fig. 11. Automatic measuring of precision in shape cutting task.

3.6. Final scores

Once the exercise was completed, the system would calculate
scores for each feature and display it on the screen along with a
composite score. Features from hand and tool videos were normal-
ized to 100. Finally, the following scoring scheme was employed
for each exercise to calculate the composite score:

hq(smooth) + hy(efficienc
a( ) 2 b( y) - errorpeg transfer

SCOT€peg transfer =

hq(smooth) + hy(efficiency)
Scorelntracorporeal suturing — 2

— €ITOTntracorporeal suture

hq(smooth) + hy (efficienc
SCOT'€shape cutting = a( ) ) b( y)

— @ITOTIshape cutting

3.7. Training efficacy

A control group and a test group of subjects were used to test
the effectiveness of the feedback system. No feedback was pro-
vided to the control group, but the test group was provided
real-time feedback on motion smoothness, movement efficiency,
number of committed errors and elapsed time. Each subject from
both of the groups repeated a single surgical exercise after three
weeks. For each of the subjects, a performance score for each
parameter was calculated and added to form a composite score.
A learning curve was created by plotting the composite score over
time using the Matlab program. We expected the learning curve for
the test group to be steeper than that of the control group
(see Fig. 12).

3.8. Webtool integration

We also designed and implemented an Internet based system
which could automatically evaluate a FLS exercise video. The web-
site was hosted on a secured server where users could login and
upload videos and receive instant evaluation scores on different
performance features. Both computer vision and neural network
algorithms were run to provide the assessment score. Users could
also access their previous assessment scores and observe the pro-
gress. All these videos were de-identified and stored in a secured
repository. The website also contained the rater’s account where

Video
assessment
tool

User account Rater account

Observe
Upload video previous Score video
scores
Train
algorithm

Fig. 12. Internet based system for training of the algorithms.

expert surgeons could login into the system and rate the de-
identified videos in smoothness, efficiency, and precision. These
ratings were then used to train the neural network to improve
the accuracy of the evaluations.

4. Results

Video data of medical students and surgical residents (system
users) from various post graduate years (PGY) were collected while
practicing peg transfer, intra corporeal suturing and shape cutting
exercises using the FLS trainer. Each subject conducted the exercise
at two consecutive times, and videos of the second trial were ana-
lyzed. Each exercise data was captured with three synchronous
cameras; two cameras for capturing each of the hand movements



110 G. Islam et al./Journal of Biomedical Informatics 59 (2016) 102-114

Table 2
Number and expertise levels of subjects.

Group Experience level No. of subjects
Expert PGY5-PGY4 8
Intermediate PGY1-PGY3 12
Novice Medical students 32

and one camera for capturing the tool movement. A total of 52
sample videos were collected and grouped as shown in Table 2.

4.1. Inter-rater reliability

Fifty-two de-identified FLS exercise videos were sent to three
expert surgeons for evaluation. Each video was analyzed and rated
in terms of smoothness, efficiency and precision. To find the inter-
rater reliability, Fleiss’ Kappa coefficient between experts’ score
was calculated. Fleiss’ kappa is a statistical measure for assessing
the reliability of agreement between a fixed numbers of raters
when assigning categorical ratings to a number of items or classi-
fying items. Table 3 shows fair to moderate agreement between
the raters with significant p-value.

4.2. Stratification of expertise

All of the frames of the surgical tool and hand videos were ana-
lyzed. Arrays of position and movement gradients were captured
from each frame where each sample consisted of both left and
right tools/hands. The angular value of the movement gradient
was converted to four motions: left, up, right and down. Several
algorithms analyzed the displacement and direction of movements
and prepared an occurrence matrix for each of the gestures.

Fig. 13 shows the jerkiness, snaps and tremor scores for both
the left and right surgical tools of participants from three levels
of expertise. The histogram clearly shows that experts had lower
jerkiness scores, hence their movements were smoother than those
of intermediates and novices. The total numbers of snaps were also
calculated and average snaps among the different expertise groups
were displayed in Fig. 13. Tremors were difficult to assess subjec-
tively, however the motion detection algorithm was able to detect
very subtle movement and the system calculated tremors for both
hands and tools. The figure shows a decrease in tremor features
with the increasing experience level of the examiners. Due to the
use of longer instruments, very subtle hand movement could cause
greater tool movement and thus a greater number of tremors were
noticeable in tool analysis.

Motion redundancy for both hand movements was analyzed.
More than 65% of the redundant motion was observed in up-
down direction, which results from extra motion in perception of
depth. Fig. 14 shows motion redundancy in up-down direction. It
appears that as the level of expertise increases the perception of
depth also increases, producing a reduction in vertical redundant
motion. In addition, the average traveling distances for the tools
were also calculated and it showed that experts required on aver-
age 40% less movement than novices to complete the same
exercise.

Table 3
Inter-rater reliability: Fleiss’ Kappa coefficient between raters.
Fleiss’ kappa P Agreement
Smoothness 0.4349 <0.0001 Moderate agreement
Efficiency 0.3581 0.0001 Fair agreement
Precision 0.4393 <0.0001 Moderate agreement

Percentage of time the non-dominant hand moved compared to
the dominant hand was calculated to assess bimanual dexterity.
Both intermediates and novices showed almost 40% less activity
in the non-dominant hand as compared to the experts (Fig. 15).

Table 4 presents the results of ANOVA among the different skill
levels which was found to be very significant for all six features.
p < 0.05 was taken as statistically significant.

Random Forest classifier was used for the classification of each
gesture data. Sixty-six percent of the data for both hand and tool
gestures was used as training data. The remainder 34% of the data
was unlabeled and used for testing of each gesture. Each gesture
shows a significantly high true positive rate of detected features
(Table 5).

Motion smoothness, motion redundancy and tremor value for
both hand and tool gestures were normalized and Linear Discrim-
inant Analysis (LDA) was performed. Fig. 16 shows the result of the
LDA analysis for both hand and tool gestures where the data
roughly conform to 3 distinct regions in a 2-dimensional projection
space. These initial experiments validated the hypothesis that LDA
could be used to simplify the original data into a simpler, low-
dimensional data set. In addition the features from the tool move-
ments were more accurate at different levels of expertise than
those of the hand movements.

4.3. Smoothness and efficiency score

Training dataset was used to find the regression parameters.
Once all the parameters were determined, the test data set was
run to find the correlation coefficient between raters’ average score
and predicted score. Both equations showed more than 90% corre-
lation with significant p-value (Table 6).

4.4. Error detection

For error detection, the automatically generated error score was
compared to the observers score for each of the videos. The system
was able to detect drops of triangular objects in peg transfer exer-
cise very accurately. The overall sensitivity of the system was
found to be 87% (Table 7).

4.5, Efficient skill learning

The proposed video-based surgical skill assessment technique
could provide immediate feedback, hence it was also tested as a
tool for the efficient skill learning technique. Thirty-two medical
students (novices) were used as the control group where no-
screen feedback or assessment score was provided. Twenty-two
medical students were used as the experimental group where they
were provided real-time on-screen feedback and assessment score
at the end of every trial. All participants in each group performed
the peg transfer and shape cutting exercise at least 16 times. The
average score for each of the two groups as a function of the num-
ber of trails is shown in Fig. 17, where an improved learning curve
was observed for the experimental group. Paired t-test was per-
formed showing a significant difference in performance between
the two groups (p < 0.0001).

5. Discussion

In the present study we developed and evaluated a video-based
assessment tool for laparoscopic surgery training to assess the gen-
eric and specific technical aspects of surgical skills. Fifty-four FLS
training exercise videos performed by medical students and resi-
dents from various postgraduate years of training were analyzed.
Several functions were developed that combined a series of com-
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Table 4
Comparison of skill levels by expertise, using the tool and hand gestures (ANOVA
analysis).

Gestures Expert vs Intermediate vs Expert vs
intermediate  novice p-value novice p-value
p-value

Tool  Smoothness 0.0032 <0.0001 <0.0001

Snaps 0.0425 0.0325 0.00345

Movement 0.0295 0.0002 <0.0001

efficiency

Tremor 0.0002 0.0045 <0.0001

Hand Depth <0.0001 <0.0001 0.0001
perception

Bimanual <0.0001 <0.0001 <0.0001

dexterity

puter vision algorithms to accurately track the surgical tool-tips,
the surgeon’s hands and the objects in the surgical scene. The
motion detection function tracked the position and direction of
the surgical tools and the surgeon’s hand movements. It then used
this information to extract a number of psychomotor skill assess-

Table 5
Random forest analysis of training and testing data sets by tool and hand gestures.

Gestures True positive (%) False positive (%)
Tool Smoothness 72.2 17.7

Snaps 66.7 34.8

Movement efficiency 60.0 29.7

Tremor 80.0 4.5
Hand Depth perception 722 16.0

Bimanual dexterity 94.4 1.6

ment features which included jerkiness, snaps, tremor, movement
efficiency, perception of depth and bimanual dexterity. For each of
the features, ANOVA analysis showed a statistically significant dif-
ference in variance between the consecutive expertise groups, i.e.
novices-vs-intermediates and intermediates-vs-experts. Also when
classified into 3 groups for each of these features (using Random
Forest classifier), it showed an average of 74% correctly classified
groups according to the expertise level. Each of these videos were
de-identified and sent to three experts to be rated in three cate-
gories: smoothness, efficiency, and precision. Only scores with high
inter-rater reliability were utilized in the development of the scor-
ing algorithms. Sets of three of the extracted features were found
to be associated with one of the rated features by the experts.
For example, the smoothness score was associated with the jerki-
ness, snaps and tremor; the efficiency score is associated with
movement efficiency, depth perception, and bimanual dexterity;
and precision was associated with the number of error committed
and the time taken to complete the exercise. A multivariate linear
regression model was built for each of the categories and regres-
sion parameters were found using the tool “Weka”. The entire
dataset was split into a 60% training set, 10% cross-validation set
and 30% testing set to find the parameters and test the regression
models. Analysis results showed a very high correlation (91% aver-
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Table 6
Correlation between raters’ average and predicted scores.
Features Correlation ~ p-value
coefficient
Smoothness 4.86 — 0.74 x (jerk) — 0.29 0.9241 <0.0001
x (snap) — 0.92 x (tremor)
Efficiency 1.67 — 0.41 x (movement 0.9028 <0.0001
efficiency) + 0.64 x (bimanual
dexterity)
— 0.94 x (depth perception)
Table 7
Correlation between detected and actual errors on three tasks.
Correlation coefficient p-value
Peg transfer Drop count 0.98 <0.0001
Intracorporeal suturing Tissue damage  0.77 0.0008
Shape cutting Precision of cut  0.86 <0.0001
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Fig. 17. Learning curve over the number of trials with and without feedback.

age) of experts’ ratings with significant p-values. The system auto-
matically detected the number of errors committed during each
exercise. Errors in this situation were very task specific and identi-
fied by continuous observations by the expert observers. Overall
the system successfully detected 87% of the errors automatically,
thus supporting the hypothesis that the skill assessment provided
by the proposed automatic quantitative scoring system is equiva-
lent to that of the gold standard.

Although our current findings contrasted an expert group with
a novice group, expertise is best viewed as a continuum with a
number of levels that result in unique performance characteristics.
The development of expertise is marked by specific transitions cor-
responding to reorganizations of knowledge and non-monotonic
(not linear) increases in the learning curve [31]. To observe the

effect of the feedback system on the process of development of
expertise, we conducted an experiment with 54 medical students
where each performed 2 specific FLS box exercises 16 times. None
of the subjects had any prior experience with the task. Thirty-two
of the novices were used as the control group where no perfor-
mance feedback was provided during the learning period. They
simply followed the provided guidelines for the tasks. For the other
22 novices (experimental group), on-screen real-time feedback and
performance score were provided subsequent to each exercise.

The performance curve for the control group of novices who
were not provided any feedback during the course of the 16 exer-
cise session showed an “intermediate effect” in their learning
curve. Intermediate effect is defined by Patel et al. [32,33] as “a
temporary decline in performance as knowledge is acquired and
organized, when a linear increase in performance with the length
of training or time on task would be expected”. On the other hand,
the performance curve of the experimental group exhibited a more
steady performance throughout the learning session. Although the
rate of learning became saturated after a certain number of trials,
the learning curve did not show the intermediate effect in the
experimental group. Paired t-test showed significant improvement
in the performance of the experimental group over the control
group. The average group score showed an 11% better performance
for the experimental group over the control group, thus supporting
the second hypothesis that the immediate feedback system would
increase training effectiveness by reducing the time it takes to
attain a desired level of proficiency.

Finally, we developed an Internet based tool where a user could
upload FLS exercise videos and receive an immediate assessment
score. Users could also track their progress by observing their past
scores. All these videos were de-identified and added to an online
surgical video repository. Expert raters could observe these videos
and provide performance score for smoothness, precision and effi-
ciency features. Once a video rating by a minimum of three expert
was obtained, the score was used to retrain the neural network
(see Fig. 18).

The main limitation of our study was the dearth of surgical
videos. Although videos of the surgical procedures were readily
available; capturing hand video required placing an additional
camera on the system. Moreover, each tool and hand video was
rated by three expert surgeons in three different categories, and
only videos with high inter-rater reliability were included in the
study. This constraint reduced the total number of usable FLS
videos. Despite these shortcomings, there was significant statisti-
cal significance in the reliability and validity of the assessment
tool. For future studies, we aim to increase this number by captur-
ing more surgical videos. The web-based assessment application is
expected be a useful tool for acquiring a large number of video rat-
ings from experts.
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6. Conclusion

This research presents a video-based surgical skill assessment
technique. We used a computer vision algorithm to analyze the
video of a surgeon’s hand and surgical tool movement, and extract
features like surgical tool-movement smoothness, movement effi-
ciency, individual gesture proficiency, and task specific errors. Data
from different surgical residents at various level of training and
expert surgeons were collected to train and test the algorithm.
Since the research analyzes video data of the surgery rather than
any wearable sensors, it is cost effective and also overcomes the
drawbacks of most of surgical skill assessment techniques pre-
sently available.

The proposed video-based surgical skill assessment technique
can provide real-time on-screen feedback, so it is also being tested
as a tool for an efficient skill learning technique. After analyzing
data from the experiment with an on-screen feedback system,
the results showed steeper learning curve than the system without
the feedback. More data is being collected for analysis to help fur-
ther strengthen this hypothesis.

Objective evaluation remains the holy grail of this line of exper-
imentation, and to that effect the ultimate achievement would be
an acceptance of this tool by the various Boards of Surgical Spe-
cialties as a validated tool. While there are several challenges that

need to be addressed to achieve this, such as large scale multisite
trials and repeatability, the work presented here lays the founda-
tion for such experimentation. A huge opportunity lies in address-
ing the need for objective evaluation of both cognitive and
psychomotor surgical skills concurrently. We also need to under-
stand how surgical errors evolve [34], and if such a system can help
predict an error before it occurs. For example, could increased snap
values potentially predict an impending mistake? While these
remain important questions, the work here takes the first step at
developing a comprehensive, affordable and scalable approach to
surgical proficiency determination. In addition to the developed
informatics tool presenting a practical solution, it hopefully will
also encourage research and investigation in this area.

Appendix A. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.jbi.2015.11.002.
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