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Abstract

Given a von Neumann algebra M denote by S(M) and LS(M) respectively the algebras of all measurable
and locally measurable operators affiliated with M. For a faithful normal semi-finite trace τ on M let
S(M,τ) be the algebra of all τ -measurable operators from S(M). We give a complete description of all
derivations on the above algebras of operators in the case of type I von Neumann algebra M . In particular,
we prove that if M is of type I∞ then every derivation on LS(M) (resp. S(M) and S(M,τ)) is inner.
© 2008 Elsevier Inc. All rights reserved.
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Introduction

Derivations on unbounded operator algebras, in particular on various algebras of measurable
operators affiliated with von Neumann algebras, appear to be a very attractive special case of the
general theory of unbounded derivations on operator algebras. The present paper continues the
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series of papers of the authors [1,2] devoted to the study and a description of derivations on the
algebra LS(M) of locally measurable operators with respect to a von Neumann algebra M and
on various subalgebras of LS(M).

Let A be an algebra over the complex number. A linear operator D : A → A is called a
derivation if it satisfies the identity D(xy) = D(x)y + xD(y) for all x, y ∈ A (Leibniz rule).
Each element a ∈ A defines a derivation Da on A given as Da(x) = ax − xa, x ∈ A. Such
derivations Da are said to be inner derivations. If the element a implementing the derivation Da

on A, belongs to a larger algebra B , containing A (as a proper ideal as usual) then Da is called a
spatial derivation.

In the particular case where A is commutative, inner derivations are identically zero, i.e. triv-
ial. One of the main problems in the theory of derivations is automatic innerness or spatialness
of derivations and the existence of noninner derivations (in particular, nontrivial derivations on
commutative algebras).

On this way A.F. Ber, F.A. Sukochev, V.I. Chilin [3] obtained necessary and sufficient con-
ditions for the existence of nontrivial derivations on commutative regular algebras. In particular
they have proved that the algebra L0(0,1) of all (classes of equivalence of) complex measurable
functions on the interval (0,1) admits nontrivial derivations. Independently A.G. Kusraev [13]
by means of Boolean-valued analysis has established necessary and sufficient conditions for
the existence of nontrivial derivations and automorphisms on universally complete complex
f -algebras. In particular he has also proved the existence of nontrivial derivations and automor-
phisms on L0(0,1). It is clear that these derivations are discontinuous in the measure topology,
and therefore they are neither inner nor spatial. It seems that the existence of such pathological
example of derivations deeply depends on the commutativity of the underlying von Neumann
algebra M . In this connection the present authors have initiated the study of the above problems
in the noncommutative case [1,2], by considering derivations on the algebra LS(M) of all locally
measurable operators with respect to a semi-finite von Neumann algebra M and on various sub-
algebras of LS(M). Recently another approach to similar problems in the framework of type I
AW ∗-algebras has been outlined in [7].

The main result of the paper [2] states that if M is a type I von Neumann algebra, then
every derivation D on LS(M) which is identically zero on the center Z of the von Neumann
algebra M (i.e. which is Z-linear) is automatically inner, i.e. D(x)= ax − xa for an appropriate
a ∈ LS(M). In [2, Example 3.8] we also gave a construction of noninner derivations Dδ on
the algebra LS(M) for type Ifin von Neumann algebra M with nonatomic center Z, where δ is a
nontrivial derivation on the algebra LS(Z) (i.e. on the center of LS(M)) which is isomorphic with
the algebra L0(Ω,Σ,μ) of all measurable functions on a nonatomic measure space (Ω,Σ,μ).

The main idea of the mentioned construction is the following.
Let A be a commutative algebra and let Mn(A) be the algebra of n×n matrices over A. If ei,j ,

i, j = 1, n, are the matrix units in Mn(A), then each element x ∈Mn(A) has the form

x =
n∑

i,j=1

λij eij , λi,j ∈A, i, j = 1, n.

Let δ :A→A be a derivation. Setting

Dδ

(
n∑

λij eij

)
=

n∑
δ(λij )eij (1)
i,j=1 i,j=1
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we obtain a well-defined linear operator Dδ on the algebra Mn(A). Moreover Dδ is a derivation
on the algebra Mn(A) and its restriction onto the center of the algebra Mn(A) coincides with the
given δ.

In [1] we have proved spatialness of all derivations on the noncommutative Arens algebra
Lω(M,τ) associated with an arbitrary von Neumann algebra M and a faithful normal semi-finite
trace τ . Moreover if the trace τ is finite then every derivation on Lω(M,τ) is inner.

In the present paper we give a complete description of all derivations on the algebra LS(M)

of all locally measurable operators affiliated with a type I von Neumann algebra M , and also on
its subalgebras S(M)—of measurable operators and S(M,τ) of τ -measurable operators, where
τ is a faithful normal semi-finite trace on M . We prove that the above mentioned construction
of derivations Dδ from [2] gives the general form of pathological derivations on these algebras
and these exist only in the type Ifin case, while for type I∞ von Neumann algebras M all deriva-
tions on LS(M), S(M) and S(M,τ) are inner. Moreover we prove that an arbitrary derivation D

on each of these algebras can be uniquely decomposed into the sum D = Da +Dδ where the
derivation Da is inner (for LS(M), S(M) and S(M,τ)) while the derivation Dδ is constructed in
the above mentioned manner from a nontrivial derivation δ on the center of the corresponding
algebra.

In Section 1 we give necessary definition and preliminaries from the theory of measurable
operators, Hilbert–Kaplansky modules and also prove some key results concerning the structure
of the algebra of locally measurable operators affiliated with a type I von Neumann algebra.

In Section 2 we describe derivations on the algebra LS(M) of all locally measurable operators
for a type I von Neumann algebra M .

Sections 3 and 4 are devoted to derivation respectively on the algebra S(M) of all measurable
operators and on the algebra S(M,τ) of all τ -measurable operators with respect to M , where M

is a type I von Neumann algebra and τ is a faithful normal semi-finite trace on M .
Finally, Section 5 contains an application of the above results to the description of the first

cohomology group for the considered algebras.

1. Locally measurable operators affiliated with type I von Neumann algebras

Let H be a complex Hilbert space and let B(H) be the algebra of all bounded linear operators
on H . Consider a von Neumann algebra M in B(H) with the operator norm ‖ · ‖M . Denote by
P(M) the lattice of projections in M .

A linear subspace D in H is said to be affiliated with M (denoted as DηM), if u(D)⊂ D for
every unitary u from the commutant

M ′ = {
y ∈ B(H): xy = yx, ∀x ∈M

}
of the von Neumann algebra M .

A linear operator x on H with the domain D(x) is said to be affiliated with M (denoted as
xηM) if D(x)ηM and u(x(ξ))= x(u(ξ)) for all ξ ∈ D(x).

A linear subspace D in H is said to be strongly dense in H with respect to the von Neumann
algebra M , if

(1) DηM ;
(2) there exists a sequence of projections {pn}∞n=1 in P(M) such that pn ↑ 1, pn(H) ⊂ D and

p⊥ = 1− pn is finite in M for all n ∈N, where 1 is the identity in M .
n
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A closed linear operator x acting in the Hilbert space H is said to be measurable with respect
to the von Neumann algebra M , if xηM and D(x) is strongly dense in H . Denote by S(M) the
set of all measurable operators with respect to M .

A closed linear operator x in H is said to be locally measurable with respect to the von
Neumann algebra M , if xηM and there exists a sequence {zn}∞n=1 of central projections in M

such that zn ↑ 1 and znx ∈ S(M) for all n ∈N.
It is well known [14] that the set LS(M) of all locally measurable operators with respect

to M is a unital ∗-algebra when equipped with the algebraic operations of strong addition and
multiplication and taking the adjoint of an operator.

Let τ be a faithful normal semi-finite trace on M . We recall that a closed linear operator x

is said to be τ -measurable with respect to the von Neumann algebra M , if xηM and D(x) is τ -
dense in H , i.e. D(x)ηM and given ε > 0 there exists a projection p ∈M such that p(H)⊂ D(x)

and τ(p⊥) < ε. The set S(M,τ) of all τ -measurable operators with respect to M is a solid ∗-
subalgebra in S(M) (see [15]).

Consider the topology tτ of convergence in measure or measure topology on S(M,τ), which
is defined by the following neighborhoods of zero:

V (ε, δ)= {
x ∈ S(M,τ): ∃e ∈ P(M), τ

(
e⊥

)
� δ, xe ∈M, ‖xe‖M � ε

}
,

where ε, δ are positive numbers.
It is well known [15] that S(M,τ) equipped with the measure topology is a complete metriz-

able topological ∗-algebra.
Note that if the trace τ is a finite then

S(M,τ)= S(M)= LS(M).

The following result describes one of the most important properties of the algebra LS(M) (see
[14,16]).

Proposition 1.1. Suppose that the von Neumann algebra M is the C∗-product of the von Neu-
mann algebras Mi , i ∈ I , where I is an arbitrary set of indices, i.e.

M =
⊕
i∈I

Mi =
{
{xi}i∈I : xi ∈Mi, i ∈ I, sup

i∈I

‖xi‖Mi
<∞

}

with coordinate-wise algebraic operations and involution and with the C∗-norm ‖{xi}i∈I‖M =
supi∈I ‖xi‖Mi

. Then the algebra LS(M) is ∗-isomorphic to the algebra
∏

i∈I LS(Mi) (with the
coordinate-wise operations and involution), i.e.

LS(M)∼=
∏
i∈I

LS(Mi)

(∼= denoting ∗-isomorphism of algebras). In particular, if M is a finite, then

S(M)∼=
∏
i∈I

S(Mi).
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It should be noted that similar isomorphisms are not valid in general for the algebras S(M),
S(M,τ) (see [14]).

Proposition 1.1 implies that given any family {zi}i∈I of mutually orthogonal central projec-
tions in M with

∨
i∈I zi = 1 and a family of elements {xi}i∈I in LS(M) there exists a unique

element x ∈ LS(M) such that zix = zixi for all i ∈ I . This element is denoted by x =∑
i∈I zixi .

Further in this section we shall prove several crucial results concerning the properties of al-
gebras of measurable operators for type I von Neumann algebras. In particular we present an
alternative and shorter proof of the statement that the algebra of locally measurable operators
in this case is isomorphic to the algebra of bounded operators acting on a Hilbert–Kaplansky
module (cf. [2]).

It is well known [18] that every commutative von Neumann algebra M is ∗-isomorphic to the
algebra L∞(Ω)= L∞(Ω,Σ,μ) of all (classes of equivalence of) complex essentially bounded
measurable functions on a measure space (Ω,Σ,μ) and in this case LS(M)= S(M)∼= L0(Ω),
where L0(Ω)= L0(Ω,Σ,μ) the algebra of all (classes of equivalence of) complex measurable
functions on (Ω,Σ,μ).

Further we shall need the description of the centers of the algebras S(M) and S(M,τ) for
type I von Neumann algebras.

It should be noted, that if M is a finite von Neumann algebra with a faithful normal semi-finite
trace τ , then the restriction τZ of the trace τ onto the center Z of M is also semi-finite.

Indeed by [19, Chapter V, Theorem 2.6] M admits the canonical center valued trace
T :M → Z. It is known that T (x) = co{uxu∗, u ∈ U} ∩ Z, where co{uxu∗, u ∈ U} denotes
the norm closure in M of the convex hull of the set {uxu∗, u ∈ U} and U is the set of all
unitaries from M . Therefore given any finite trace ρ (since it is norm-continuous and linear
on M) one has ρ(T x) = ρ(x) for all x ∈M . Given a normal semi-finite trace τ on M there
exists a monotone increasing net {eα} of projection in M with τ(eα) < ∞ and eα ↑ 1. The
trace ρα(x) = τ(eαx), x � 0, x ∈ M , is finite for any α and therefore for all x ∈ M , x � 0,
we have τ(T x) = limα τ(eαT x) = limα τ(eαx) = τ(x). Now given any projection z ∈ Z there
exists a non-zero projection p ∈ M such that p � z and τ(p) < ∞. Consider the element
T (p) ∈ Z. From properties of T it follows that T (p) is a non-zero positive element in Z

with τ(T (p)) = τ(p) <∞ and T (p) � T (z) = z. By the spectral theorem there exists a non-
zero projection z0 in Z such that z0 � λT (p) for an appropriate positive number λ. Therefore
τ(z0) � τ(λT (p))= λτ(p) <∞ and z0 � λz, i.e. z0 � z, and thus the restriction of τ onto Z is
also semi-finite.

Proposition 1.2. If M is finite von Neumann algebra of type I with the center Z and a faithful
normal semi-finite trace τ , then Z(S(M))= S(Z) and Z(S(M,τ))= S(Z, τZ), where τZ is the
restriction of the trace τ on Z.

Proof. Given x ∈ S(Z) take a sequence of orthogonal projections {zn} in Z such that znx ∈ Z

for all n. Since M is finite, one has that LS(M)= S(M) and therefore x =∑
n znx ∈ LS(M)=

S(M), i.e. x ∈Z(S(M)).
Conversely, let x ∈ Z(S(M)), x � 0 and let x = ∫∞

0 λdλ be it spectral resolution. Put z1 = e1

and zk = ek − ek−1, k � 2. Then {zk} is a family of mutually orthogonal central projections with∨
k zk = 1. It is clear that zkx ∈Z for all k. Therefore x =∑

n znx ∈ S(Z), and thus Z(S(M))=
S(Z). In a similar way we obtain that Z(S(M,τ))= S(Z, τZ). The proof is complete. �
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Recall that M is a type I∞ if M is of type I and does not have non-zero finite central projec-
tions.

Proposition 1.3. Let M be a type I∞ von Neumann algebra with the center Z. Then the centers
of the algebras S(M) and S(M,τ) coincide with Z.

Proof. Suppose that z ∈ S(M), z � 0, is a central element and let z = ∫∞
0 λdeλ be its spectral

resolution. Then eλ ∈ Z for all λ > 0. Assume that e⊥n �= 0 for all n ∈N. Since M is of type I∞, Z
does not contain non-zero finite projections. Thus e⊥n is infinite for all n ∈ N, which contradicts
the condition z ∈ S(M). Therefore there exists n0 ∈ N such that e⊥n = 0 for all n � n0, i.e.
z � n01. This means that z ∈ Z, i.e. Z(S(M)) = Z. Similarly Z(S(M,τ)) = Z. The proof is
complete. �

Let M be a von Neumann algebra of type In (n ∈ N) with the center Z. Then M is ∗-
isomorphic to the algebra Mn(Z) of n× n matrices over Z (see [17, Theorem 2.3.3]).

In this case the algebras S(M,τ) and S(M) can be described in the following way.

Proposition 1.4. Let M be a von Neumann algebra of type In, n ∈ N, with a faithful normal
semi-finite trace τ and let Z(S(M,τ)) denote the center of the algebra S(M,τ). Then S(M,τ)∼=
Mn(Z(S(M,τ))).

Proof. Let {eij : i, j ∈ 1, n} be matrix units in Mn(Z). Consider the ∗-subalgebra in S(M,τ)

generated by the set

Z
(
S(M,τ)

)∪ {eij : i, j ∈ 1, n}.
This ∗-subalgebra consists of elements of the form

n∑
i,j=1

λij eij , λi,j ∈Z
(
S(M,τ)

)
, i, j = 1, n

and it is ∗-isomorphic with Mn(Z(S(M,τ))) ⊆ S(M,τ). Since M is tτ -dense in S(M,τ), it is
sufficient to show that the subalgebra Mn(Z(S(M,τ))) is closed in S(M,τ) with respect to the
topology tτ . The center Z(S(M,τ)) is tτ -closed in S(M,τ) and therefore the subalgebra

e11Z
(
S(M,τ)

)
e11 = Z

(
S(M,τ)

)
e11,

is also tτ -closed in S(M,τ).
Consider a sequence xm =∑n

i,j=1 λ
(m)
ij eij in Mn(Z(S(M,τ))) such that xm → x ∈ S(M,τ)

in the topology tτ . Fixing k, l ∈ 1, n we have that e1kxmel1 → e1kxel1. Since e1kxmel1 = λ
(m)
kl e11

one has λ
(m)
kl e11 → e1kxel1. The tτ -closedness of Z(S(M,τ))e11 in S(M,τ) implies that

λ
(m)
kl e11 → λkle11 (2)

for an appropriate λkl ∈ Z(S(M,τ)). Multiplying (2) by ek1 from the left side and by e1l from
the right-hand side we obtain that λ

(m)
kl ekl → λklekl . Therefore xm → ∑n

i,j=1 λij eij and thus
x =∑n

λij eij . This implies that S(M,τ)∼=Mn(Z(S(M,τ))). The proof is complete. �
i,j=1
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Proposition 1.5. Let M be a von Neumann algebra of type In, n ∈ N, and let Z(S(M)) denote
the center of S(M). Then S(M)∼=Mn(Z(S(M))).

Proof. Let τ be a faithful normal semi-finite trace on M and consider a family {zα} of mutually
orthogonal central projections in M with

∨
α zα = 1 and such that τα = τ |zαM is finite for every

α (such family exists because M is of type In, n <∞). Then

M =
⊕

α

zαM.

Since each trace τα is finite one has

S(zαM)= S(zαM,τα)=Mn

(
Z

(
S(zαM,τα)

))=Mn

(
Z

(
S(zαM)

))
,

i.e.

S(zαM)=Mn

(
Z

(
S(zαM)

))
.

This and Proposition 1.1 imply that

S(M)∼=
∏
α

S(zαM)=
∏
α

Mn

(
Z

(
S(zαM)

))

=Mn

( ∏
α

(
zαZ

(
S(M)

)))=Mn

(
Z

(
S(M)

))
,

i.e.

S(M)∼=Mn

(
Z

(
S(M)

))
.

The proof is complete. �
The last proposition enables us to obtain the following important property of the algebra

LS(M) in the case of type I von Neumann algebra M .

Proposition 1.6. Let M be a type I von Neumann algebra. Then for any element x ∈ LS(M)

there exists a countable family of mutually orthogonal central projections {zk}k∈N in M such
that

∨
k zk = 1 and zkx ∈M for all k.

Proof. Case 1. The algebra M has type In, n ∈ N. In this case LS(M) = S(M) and Proposi-
tion 1.5 implies that S(M)∼=Mn(Z(S(M))). Consider x =∑n

i,j=1 λij eij ∈Mn(Z(S(M))). Put

c=∨n
i,j=1 |λij |. Then c ∈ Z(S(M)) and if c= ∫∞

0 λdλ is its spectral resolution, put z1 = e1 and
zk = ek − ek−1, k � 2. Then {zk} is the family of mutually orthogonal central projections with∨

k zk = 1 and by definition zkc ∈ Z for all k. Therefore zk|λij | ∈Z for every k ∈N, 1 � i, j � n.
Thus zkx ∈M for all k.
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Case 2. M is a finite von Neumann algebra of type I. Then there exists a family {qn}n∈F ,
F ⊆N, of central projections from M with supn∈F qn = 1 such that the algebra M is ∗-
isomorphic with the C∗-product of von Neumann algebras qnM of type In respectively, n ∈ F ,
i.e.

M ∼=
⊕
n∈F

qnM.

By Proposition 1.1 we have that

S(M)∼=
∏
n∈F

S(qnM).

Take x = {xn}n∈F ∈∏
n∈F S(qnM). The case 1 implies that for every n ∈ F there exists a

family {zn,m} of mutually orthogonal central projections with
∨

m zn,m = qn and zn,mxn ∈ qnM

for all m ∈N.
In this case we have the countable family {zn,k}(n,k)∈F×N of mutually orthogonal central pro-

jections with
∨

(n,k)∈F×N
zn,k = 1 and zn,kx ∈M for all (n, k) ∈ F ×N.

Case 3. M is an arbitrary von Neumann algebra of type I and x ∈ S(M). Without loss of
generality we may assume that x � 0.

Let x = ∫∞
0 λdλ be the spectral resolution of x. Since x ∈ S(M) by the definition there exists

λ0 > 0 such that e⊥λ0
is a finite projection. Thus e⊥λ0

Me⊥λ0
is a finite von Neumann algebra of type

I and xe⊥λ0
∈ S(e⊥λ0

Me⊥λ0
). From the case 2 we have that there exists a family of mutually orthog-

onal projections {z′m}m∈N in e⊥λ0
Me⊥λ0

such that
∨

m�1 z′m = e⊥λ0
and z′mxe⊥λ0

∈ e⊥λ0
Me⊥λ0

for all

m ∈N. Each central projection z′ in e⊥λ0
Me⊥λ0

has the form z′ = e⊥λ0
ze⊥λ0

for an appropriate central

projection z ∈M . Moreover passing if necessary to z(e⊥λ0
)z one may chose z with z � z(e⊥λ0

),

where z(e⊥λ0
) is the central cover of the projection e⊥λ0

in M . Let z′m = e⊥λ0
zme⊥λ0

, m ∈ N. Mutu-
ally orthogonality of the family {z′m} then implies the similar property of the corresponding {zm}.
Denote z0 = z(e⊥λ0

)⊥. Then
∨

m�0 zm = 1 and

z0x = z0xeλ0 + z0xe⊥λ0
= z0xeλ0 ∈M,

zmx = zmxeλ0 + zmxe⊥λ0
= zmxeλ0 + z′mxe⊥λ0

∈M

for all m ∈N, i.e. zmx ∈M for all m � 0.
Case 4. The general case, i.e. M is a type I von Neumann algebra and x ∈ LS(M). By the def-

inition there exists a sequence {fn}n∈N of mutually orthogonal central projection with
∨

n fn = 1
and fnx ∈ S(M) for all n ∈ N. Then the case 3 implies that for each n ∈ N there exists a se-
quence {zn,m} of mutually orthogonal central projections with

∨
m zn,m = fn and zn,mxn ∈ fnM

for all m ∈N.
Now we have that {zn,k}(n,k)∈N×N is a countable family of mutually orthogonal central projec-

tions with
∨

(n,k)∈N×N
zn,k = 1 and zn,kx ∈M for all (n, k) ∈N×N. The proof is complete. �

Now let us recall some notions and results from the theory of Hilbert–Kaplansky modules.
Let (Ω,Σ,μ) be a measure space and let H be a Hilbert space. A map s : Ω → H is

said to be simple, if s(ω) = ∑n
χA (ω)ck , where Ak ∈ Σ , Ai ∩ Aj = ∅, i �= j , ck ∈ H ,
k=1 k
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k = 1, n, n ∈ N. A map u :Ω →H is said to be measurable, if for any A ∈∑
with μ(A) <∞

there is a sequence (sn) of simple maps such that ‖sn(ω)− u(ω)‖→ 0 almost everywhere on A.
Let L(Ω,H) be the set of all measurable maps from Ω into H , and let L0(Ω,H) denote

the space of all equivalence classes with respect to the equality almost everywhere. Denote by û

the equivalence class from L0(Ω,H) which contains the measurable map u ∈ L(Ω,H). Further
we shall identify the element u ∈ L(Ω,H) and the class û. Note that the function ω→‖u(ω)‖
is measurable for any u ∈ L(Ω,H). The equivalence class containing the function ‖u(ω)‖ is
denoted by ‖û‖. For û, v̂ ∈ L0(Ω,H),λ ∈ L0(Ω) put û + v̂ = ̂u(ω)+ v(ω),λû = ̂λ(ω)u(ω).
Equipped with the L0(Ω)-valued inner product

〈x, y〉 = 〈
x(ω), y(ω)

〉
H

,

where 〈·,·〉H in the inner product in H , L0(Ω,H) becomes a Hilbert–Kaplansky module over
L0(Ω). The space

L∞(Ω,H)= {
x ∈ L0(Ω,H): 〈x, x〉 ∈ L∞(Ω)

}
is a Hilbert–Kaplansky module over L∞(Ω).

It should be noted that L∞(Ω,H) is a Banach space with respect to the norm ‖x‖∞ =
‖(x, x)

1
2 ‖L∞(Ω).

Let us show that if dimH = α then the Hilbert–Kaplansky module L∞(Ω,H) is α-
homogeneous.

Indeed, let {ϕi}i∈J be an orthonormal basis in H with the cardinality α, and consider the
equivalence class ϕ̂i from L∞(Ω,H) containing the constant vector-function

ω ∈Ω → ϕi.

From the definition of the inner-product it is clear that

〈ϕ̂i , ϕ̂j 〉 = δij 1,

where δij is the Kroenecker symbol, 1 is the identity from L∞(Ω).
Let us show that if y ∈ L∞(Ω,H) and 〈ϕ̂i , y〉 = 0 for all i ∈ J then y = 0. Put

Sp{ϕ̂i} =
{

n∑
k=1

λkϕ̂ik : λk ∈ L∞(Ω), ik ∈ J, k = 1, n, n ∈N

}
.

Since the set of elements of the form
∑n

k=1 tkϕik , where tk ∈C, ik ∈ J , k = 1, n, n ∈N, is norm
dense in H , we have that inf{‖ψ − y‖: ψ ∈ Sp{ϕ̂i}} = 0, for each fixed y ∈ L∞(Ω,H). The
set Sp{ϕ̂i} is an L∞(Ω)-submodule in L∞(Ω,H), and by [6, Proposition 4.1.5] there exists a
sequence {ψk} in Sp{ϕ̂i} such that ‖ψk − y‖ ↓ 0, i.e. the set Sp{ϕ̂i} is (bo)-dence in L∞(Ω,H).

Now let y ∈ L∞(Ω,H) be such an element that 〈ϕ̂i , y〉 = 0 for all i ∈ J . Then 〈ξ, y〉 = 0 for
all ξ ∈ Sp{ϕ̂i}. Since the set Sp{ϕ̂i} is (bo)-dense in L∞(Ω,H), we have that 〈ξ, y〉 = 0 for all
ξ ∈ L∞(Ω,H). In particular 〈y, y〉 = 0, i.e. y = 0.

Therefore {ϕ̂i}i∈J is an orthogonal basis in L∞(Ω,H) with the cardinality α, i.e. L∞(Ω,H)

is α-homogeneous, where α = dimH .
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Denote by B(L0(Ω,H)) the algebra of all L0(Ω)-bounded L0(Ω)-linear operators on
L0(Ω,H) and by B(L∞(Ω,H))—the algebra of all L∞(Ω)-bounded L∞(Ω)-linear operators
on L∞(Ω,H).

In [4] it was proved that B(L0(Ω,H)) is a C∗-algebra over L0(Ω).
Put

B
(
L0(Ω,H)b

)= {
x ∈ B

(
L0(Ω,H)

)
: ‖x‖ ∈ L∞(Ω)

}
.

Note that the correspondence

x �→ x|L∞(Ω,H)

gives a ∗-isomorphism between the ∗-algebras B(L0(Ω,H)b and B(L∞(Ω,H)). We further
shall identify B(L0(Ω,H)b) with B(L∞(Ω,H)), i.e. the operator x from B(L0(Ω,H)b) is
identified with its restriction x|L∞(Ω,H).

Since L∞(Ω,H) is a Hilbert–Kaplansky module over L∞(Ω), [9, Theorem 7] implies
that B(L∞(Ω,H)) is an AW ∗-algebra of type I and its center is ∗-isomorphic with L∞(Ω).
If dimH = α, then L∞(Ω,H) is α-homogeneous and by [9, Theorem 7] the algebra
B(L∞(Ω,H)) has the type Iα . The center Z(B(L∞(Ω,H))) of this AW ∗-algebra coincides
with the von Neumann algebra L∞(Ω) and thus by [10, Theorem 2] B(L∞(Ω,H)) is also a von
Neumann algebra. Thus for dimH = α we have that B(L∞(Ω,H)) is a von Neumann algebra
of type Iα .

Now let M be a homogeneous von Neumann algebra of type Iα with the center L∞(Ω).
Since two von Neumann algebras of the same type Iα with isomorphic center are mutually
∗-isomorphic, it follows that the algebra M is ∗-isomorphic to the algebra B(L∞(Ω,H)), where
dimH = α.

It is well known [19] that given any type I von Neumann algebra M , there exists a (cardinal-
indexed) system of central orthogonal projections (qα)α∈J ⊂ P (M) with

∑
α∈J qα = 1 such that

qαM is a homogeneous von Neumann algebra of type Iα , i.e. qαM ∼= B(L∞(Ωα,Hα)) with
dimHα = α, and the algebra M is ∗-isomorphic to the C∗-product of the algebras Mα , i.e.

M ∼=
⊕
α∈J

Mα.

Note that if L∞(Ω) is the center of M then qαL∞(Ω) ∼= L∞(Ωα) for an appropriate Ωα ,
α ∈ J . Therefore

L∞(Ω)∼=
⊕
α∈J

L∞(Ωα).

The product

⊕
L∞(Ωα,Hα)
α∈J
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equipped with coordinate-wise algebraic operations and inner product becomes a Hilbert–
Kaplansky module over L∞(Ω). The product⊕

α∈J

B
(
L∞(Ωα,Hα)

)

equipped with coordinate-wise algebraic operations and involution becomes a ∗-algebra and
moreover

⊕
α∈J

B
(
L∞(Ωα,Hα)

)∼= B

( ⊕
α∈J

L∞(Ωα,Hα)

)
.

Indeed, take x ∈ B(
⊕

α∈J L∞(Ωα,Hα)). For each α define the operator xα on L∞(Ωα,Hα)

by

xα(ϕα)= qαx(ϕα), ϕα ∈ L∞(Ωα,Hα).

Then

{xα} ∈
⊕
α∈J

B
(
L∞(Ωα,Hα)

)

and the correspondence

x �→ {xα}
gives a ∗-homomorphism from B(

⊕
α∈J L∞(Ωα,Hα)) into

⊕
α∈J B(L∞(Ωα,Hα)).

Conversely, consider

{xα} ∈
⊕
α∈J

B
(
L∞(Ωα,Hα)

)
.

Define the operator x on
⊕

α∈J L∞(Ωα,Hα) by

x
({ϕα}

)= {
xα(ϕα)

}
, {ϕα} ∈

⊕
α∈J

L∞(Ωα,Hα).

Then x ∈ B(
⊕

α∈J L∞(Ωα,Hα)) and therefore

M ∼=
⊕
α∈J

B
(
L∞(Ωα,Hα)

)∼= B

( ⊕
α∈J

L∞(Ωα,Hα)

)
.

The direct product ∏
α∈J

L0(Ωα,Hα)

equipped with the coordinate-wise algebraic operations and inner product forms a Hilbert–
Kaplansky module over L0(Ω)∼=∏

L0(Ωα).
α∈J
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The proof of the following proposition in [2] has a small gap, therefore here we shall give an
alternative proof for this result.

Proposition 1.7. If von Neumann algebra M is ∗-isomorphic with B(
⊕

α∈J L∞(Ωα,Hα)) then
the algebra LS(M) is ∗-isomorphic with B(

∏
α∈J L0(Ωα,Hα)).

Proof. Let Φ be a ∗-isomorphism between M and B(
⊕

α∈J L∞(Ωα,Hα)). Take
x ∈ B(

∏
α∈J L0(Ωα,Hα)) and let ‖x‖ be its L0(Ω)-valued norm. Consider a family of mu-

tually orthogonal projections {zn}n∈N in L∞(Ω) with
∨

zn = 1 such that zn‖x‖ ∈ L∞(Ω) for
all n ∈N. Then znx ∈M for all n ∈N and

∑
n znΦ(znx) ∈ LS(M). Put

Ψ : x→
∑
n

znΦ(znx).

It is clear that Ψ is a well-defined ∗-homomorphism from B(
∏

α∈J L0(Ωα,Hα)) into LS(M).
Since given any element x ∈ LS(M) there exists a sequence of mutually orthogonal central pro-
jections {zn} in M such that znx ∈ M for all n ∈ N (Proposition 1.6) and x = ∑

n znx, this
implies that Ψ is a ∗-isomorphism between LS(M) and B(

∏
α∈J L0(Ωα,Hα)). The proof is

complete. �
It is known [4] that B(

∏
α∈J L0(Ωα,Hα)) is a C∗-algebra over L0(Ω) and therefore there

exists a map ‖ · ‖ : LS(M)→ L0(Ω) such that for all x, y ∈ LS(M), λ ∈ L0(Ω) one has

‖x‖� 0, ‖x‖ = 0 ⇔ x = 0;
‖λx‖ = |λ|‖x‖;

‖x + y‖� ‖x‖ + ‖y‖;
‖xy‖� ‖x‖‖y‖;
‖xx∗‖ = ‖x‖2.

This map ‖ · ‖ : LS(M)→ L0(Ω) is called the center-valued norm on LS(M).

2. Derivations on the algebra LS(M)

In this section we shall give a complete description of derivations on the algebra LS(M) of all
locally measurable operators affiliated with a type I von Neumann algebra M . It is clear that if a
derivation D on LS(M) is inner then it is Z-linear, i.e. D(λx)= λD(x) for all λ ∈ Z, x ∈ LS(M),
where Z is the center of the von Neumann algebra M . The following main result of [2] asserts
that the converse is also true.

Theorem 2.1. Let M be a type I von Neumann algebra with the center Z. Then every Z-linear
derivation D on the algebra LS(M) is inner.

Proof. (See [2, Theorem 3.2].) �
We are now in position to consider arbitrary (non-Z-linear, in general) derivations on LS(M).

The following simple but important remark is crucial in our further considerations.
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Remark 1. Let A be an algebra with the center Z and let D :A→A be a derivation. Given any
x ∈A and a central element λ ∈ Z we have

D(λx)=D(λ)x + λD(x)

and

D(xλ)=D(x)λ+ xD(λ).

Since λx = xλ and λD(x)=D(x)λ, it follows that D(λ)x = xD(λ) for any λ ∈A. This means
that D(λ) ∈ Z, i.e. D(Z)⊆ Z. Therefore given any derivation D on the algebra A we can con-
sider its restriction δ : Z→Z.

Now let M be a homogeneous von Neumann algebra of type In, n ∈ N, with the center Z.
Then the algebra M is ∗-isomorphic with the algebra Mn(Z) of all n× n-matrices over Z, and
the algebra LS(M) = S(M) is ∗-isomorphic with the algebra Mn(S(Z)) of all n × n matrices
over S(Z), where S(Z) is the algebra of measurable operators for the commutative von Neumann
algebra Z.

The algebra LS(Z)= S(Z) is isomorphic to the algebra L0(Ω)= L(Ω,Σ,μ) of all measur-
able functions on a measure space (see Section 2) and therefore it admits (in nonatomic cases)
non-zero derivations (see [3,13]).

Let δ : S(Z)→ S(Z) be a derivation and Dδ be a derivation on the algebra Mn(S(Z)) defined
by (1) in Introduction.

The following lemma describes the structure of an arbitrary derivation on the algebra of locally
measurable operators for homogeneous type In, n ∈N, von Neumann algebras.

Lemma 2.2. Let M be a homogenous von Neumann algebra of type In, n ∈N. Every derivation
D on the algebra LS(M) can be uniquely represented as a sum

D =Da +Dδ,

where Da is an inner derivation implemented by an element a ∈ LS(M) while Dδ is the derivation
of the form (1) generated by a derivation δ on the center of LS(M) identified with S(Z).

Proof. Let D be an arbitrary derivation on the algebra LS(M)∼=Mn(S(Z)). Consider its restric-
tion δ onto the center S(Z) of this algebra, and let Dδ be the derivation on the algebra Mn(S(Z))

constructed as in (1). Put D1 =D−Dδ . Given any λ ∈ S(Z) we have

D1(λ)=D(λ)−Dδ(λ)=D(λ)−D(λ)= 0,

i.e. D1 is identically zero on S(Z). Therefore D1 is Z-linear and by Theorem 2.1 we obtain
that D1 is inner derivation and thus D1 =Da for an appropriate a ∈Mn(S(Z)). Therefore D =
Da +Dδ .

Suppose that

D =Da +Dδ =Da +Dδ .
1 1 2 2
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Then Da1 −Da2 =Dδ2 −Dδ1 . Since Da1 −Da2 is identically zero on the center of the algebra
Mn(S(Z)) this implies that Dδ2 −Dδ1 is also identically zero on the center of Mn(S(Z)). This
means that δ1 = δ2, and therefore Da1 =Da2 , i.e. the decomposition of D is unique. The proof
is complete. �

Now let M be an arbitrary finite von Neumann algebra of type I with the center Z. There
exists a family {zn}n∈F , F ⊆ N, of central projections from M with supn∈F zn = 1 such that
the algebra M is ∗-isomorphic with the C∗-product of von Neumann algebras znM of type In
respectively, n ∈ F , i.e.

M ∼=
⊕
n∈F

znM.

By Proposition 1.1 we have that

LS(M)∼=
∏
n∈F

LS(znM).

Suppose that D is a derivation on LS(M), and δ is its restriction onto its center S(Z).
Since δ maps each znS(Z) ∼= Z(LS(znM)) into itself, δ generates a derivation δn on znS(Z)

for each n ∈ F .
Let Dδn be the derivation on the matrix algebra Mn(znZ(LS(M))) ∼= LS(znM) defined as

in (1). Put

Dδ

({xn}n∈F

)= {
Dδn(xn)

}
, {xn}n∈F ∈ LS(M). (3)

Then the map Dδ is a derivation on LS(M).
Now Lemma 2.2 implies the following result:

Lemma 2.3. Let M be a finite von Neumann algebra of type I. Each derivation D on the algebra
LS(M) can be uniquely represented in the form

D =Da +Dδ,

where Da is an inner derivation implemented by an element a ∈ LS(M), and Dδ is a derivation
given as (3).

In order to consider the case of type I∞ von Neumann algebra we need some auxiliary results
concerning derivations on the algebra L0(Ω)= L(Ω,Σ,μ).

Recall that a net {λα} in L0(Ω) (o)-converges to λ ∈ L0(Ω) if there exists a net {ξα}monotone
decreasing to zero such that |λα − λ|� ξα for all α.

Denote by ∇ the complete Boolean algebra of all idempotents from L0(Ω), i.e. ∇ =
{χ̃A: A ∈Σ}, where χ̃A is the element from L0(Ω) which contains the characteristic function of
the set A. A partition of the unit in ∇ is a family (πα) of orthogonal idempotents from ∇ such
that

∨
πα = 1.
α
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Lemma 2.4. Any derivation δ on the algebra L0(Ω) commutes with the mixing operation on
L0(Ω), i.e.

δ

( ∑
α

παλα

)
=

∑
α

παδ(λα)

for an arbitrary family (λα)⊂ L0(Ω) and any partition {πα} of the unit in ∇ .

Proof. Consider a family {λα} in L0(Ω) and a partition of the unit {πα} in ∇ ⊂ L0(Ω). Since
δ(π)= 0 for any idempotent π ∈ ∇ , we have δ(πα)= 0 for all α and thus δ(παλ)= παδ(λ) for
any λ ∈ L0(Ω). Therefore for each πα0 from the given partition of the unit we have

πα0δ

( ∑
α

παλα

)
= δ

(
πα0

∑
α

παλα

)
= δ(πα0λα0)= πα0δ(λα0).

By taking the sum over all α0 we obtain

δ

( ∑
α

παλα

)
=

∑
α

παδ(λα).

The proof is complete. �
Recall [11] that a subset K ⊂ L0(Ω) is called cyclic, if

∑
α∈J παuα ∈ K for each family

(uα)α∈J ⊂K and for any partition of the unit (πα)α∈J in ∇ .
We need the following technical result.

Lemma 2.5. Let A be a cyclic subset in L0(Ω). If the set πA is unbounded above for each
non-zero π ∈ ∇ , then given any n ∈N there exists λn ∈A such that λn � n1.

Proof. For fixed n ∈N and an arbitrary λ ∈A denote

πλ =
∨
{q ∈ ∇: qλ � qn}.

Then

πλλ � πλn (4)

and

π⊥λ λ � π⊥λ n. (5)

Put

π0 =
∨
{πλ: λ ∈A}.

Since

π⊥ =
∧{

π⊥: λ ∈A
}

0 λ
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from (5) we obtain

π⊥0 λ � π⊥0 n

for all λ ∈A, i.e. π⊥0 A is bounded above. By the assumption of lemma π⊥0 = 0, i.e.

π0 =
∨
{πλ: λ ∈A} = 1.

By [20, p. 111, Theorem 4] there exists a partition of unit {πi} in ∇ such that for any πi there
exists λi ∈ A with πi � πλi

. Put λn =∑
i πiλi . Since A is a cyclic we have λn ∈ A. From (4)

one has πλi
λi � πλi

n for all i. Thus πiλi � πin for all i, therefore λn � n1. The proof is com-
plete. �

Given an arbitrary derivation δ on L0 the element

zδ = inf{π ∈ ∇: πδ = δ}

is called the support of the derivation δ.

Lemma 2.6. Given any nontrivial derivation δ : L0(Ω)→ L0(Ω) there exist a sequence {λn}∞n=1
in L∞(Ω) with |λn|� 1, n ∈N such that∣∣δ(λn)

∣∣ � nzδ

for all n ∈N.

Proof. Considering if necessary the algebra zδL
0(Ω) instead L0(Ω) and the derivation zδδ in-

stead δ, we may assume that zδ = 1.
Put A= {δ(λ): λ ∈ L0(Ω), |λ|� 1} and let us prove that for any non-zero π ∈ ∇ the set πA

is unbounded from above. Suppose that the set π{δ(λ): λ ∈ L0(Ω), |λ| � 1} is order bounded
in L0(Ω) for some π ∈ ∇ , π �= 0. Then πδ maps any uniformly convergent sequence in L∞(Ω)

to an (o)-convergent sequence in L0(Ω). The algebra L∞(Ω) coincides with the uniform closure
of the linear span of idempotents from ∇ . Since πδ is identically zero on ∇ it follows that πδ ≡ 0
on L∞(Ω). Since δ commutes with the mixing operation and every element λ ∈ L0(Ω) can be
represented as λ =∑

α παλα , where {λα} ⊂ L∞(Ω), and {πα} is a partition of unit in ∇ , we
have δ(λ) = δ(

∑
α παλα) =∑

α παδ(λα) = 0, i.e. πδ ≡ 0 on L0(Ω). This is contradicts with
zδ = 1. This contradiction shows that the set π{δ(λ): λ ∈ L0(Ω), |λ|� 1} is not order bounded
in L0(Ω) for all π ∈ ∇ , π �= 0. Further, since δ commutes with the mixing operations and the set
{λ: λ ∈ L0, |λ|� 1} is cyclic, the set {δ(λ): λ ∈ L0(Ω), |λ|� 1} is also cyclic. By Lemma 2.5
there exist a sequence {λn}∞n=1 in L∞(Ω) with |λn|� 1 such that |δ(λn)|� n1, n ∈N. The proof
is complete. �

Now we are in position to consider derivations on the algebra of locally measurable operators
for type I∞ von Neumann algebras.

Theorem 2.7. If M is a type I∞ von Neumann algebra, then any derivation on the algebra
LS(M) is inner.
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Proof. Since M is of type I∞ there exists a sequence of mutually orthogonal and mutually
equivalent abelian projections {pn}∞n=1 in M with the central cover 1 (i.e. faithful projections).

For any bounded sequence Λ= {λk} in Z define an operator xΛ by

xΛ =
∞∑

k=1

λkpk.

Then

xΛpn = pnxΛ = λnpn. (6)

Let D be a derivation on LS(M), and let δ be its restriction onto the center of LS(M), identified
with L0(Ω).

Take any λ ∈ L0(Ω) and n ∈N. From the identity

D(λpn)=D(λ)pn + λD(pn)

multiplying it by pn from both sides we obtain

pnD(λpn)pn = pnD(λ)pn + λpnD(pn)pn.

Since pn is a projection, one has that pnD(pn)pn = 0, and since D(λ)= δ(λ) ∈ L0(Ω), we have

pnD(λpn)pn = δ(λ)pn. (7)

Now from the identity

D(xΛpn)=D(xΛ)pn + xΛD(pn),

in view of (6) one has similarly

pnD(λnpn)pn = pnD(xΛ)pn + λnpnD(pn)pn,

i.e.

pnD(λnpn)pn = pnD(xΛ)pn. (8)

Eqs. (7) and (8) imply

pnD(xΛ)pn = δ(λn)pn.

Further for the center-valued norm ‖ · ‖ on LS(M) (see Section 1) we have:∥∥pnD(xΛ)pn

∥∥ � ‖pn‖
∥∥D(xΛ)

∥∥‖pn‖ =
∥∥D(xΛ)

∥∥
and ∥∥δ(λn)pn

∥∥= ∣∣δ(λn)
∣∣.
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Therefore

∥∥D(xΛ)
∥∥ �

∣∣δ(λn)
∣∣

for any bounded sequence Λ= {λn} in Z.
If we suppose that δ �= 0 then π = zδ �= 0. By Lemma 2.6 there exists a bounded sequence

Λ= {λn} in Z such that

∣∣δ(λn)
∣∣ � nπ

for any n ∈N. Thus

∥∥D(xΛ)
∥∥ � nπ

for all n ∈ N, i.e. π = 0—that is a contradiction. Therefore δ ≡ 0, i.e. D is identically zero
on the center of LS(M), and therefore it is Z-linear. By Theorem 2.1 D is inner. The proof is
complete. �

We shall now consider derivations on the algebra LS(M) of locally measurable operators with
respect to an arbitrary type I von Neumann algebra M .

Let M be a type I von Neumann algebra. There exists a central projection z0 ∈M such that

(a) z0M is a finite von Neumann algebra;
(b) z⊥0 M is a von Neumann algebra of type I∞.

Consider a derivation D on LS(M) and let δ be its restriction onto its center Z(S). By Theo-
rem 2.7 z⊥0 D is inner and thus we have z⊥0 δ ≡ 0, i.e. δ = z0δ.

Let Dδ be the derivation on z0LS(M) defined as in (3) and consider its extension Dδ

on LS(M)= z0LS(M)⊕ z⊥0 LS(M) which is defined as

Dδ(x1 + x2) :=Dδ(x1), x1 ∈ z0LS(M), x2 ∈ z⊥0 LS(M). (9)

The following theorem is the main result of this section, and gives the general form of deriva-
tions on the algebra LS(M).

Theorem 2.8. Let M be a type I von Neumann algebra. Each derivation D on LS(M) can be
uniquely represented in the form

D =Da +Dδ

where Da is an inner derivation implemented by an element a ∈ LS(M), and Dδ is a derivation
of the form (9), generated by a derivation δ on the center of LS(M).

Proof. It immediately follows from Lemma 2.3 and Theorem 2.7. �
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3. Derivations on the algebra S(M)

In this section we describe derivations on the algebra S(M) of measurable operators affiliated
with a type I von Neumann algebra M .

Let M be a type I von Neumann algebra and let A be an arbitrary subalgebra of LS(M)

containing M . Consider a derivation D : A → LS(M) and let us show that D can be extended to
a derivation D̃ on the whole LS(M).

Since M is a type I, for an arbitrary element x ∈ LS(M) there exists a sequence {zn} of
mutually orthogonal central projections with

∨
n∈N

zn = 1 and znx ∈M for all n ∈N. Set

D̃(x)=
∑
n�1

znD(znx). (10)

Since every derivation D : A → LS(M) is identically zero on central projections of M , the equal-
ity (10) gives a well-defined derivation D̃ : LS(M)→ LS(M) which coincides with D on A.

In particular, if D is Z-linear on A, then D̃ is also Z-linear and by Theorem 2.1 the derivation
D̃ is inner on LS(M) and therefore D is a spatial derivation on A, i.e. there exists an element
a ∈ LS(M) such that

D(x)= ax − xa

for all x ∈ A.
Therefore we obtain the following

Theorem 3.1. Let M be a type I von Neumann algebra with the center Z, and let A be an
arbitrary subalgebra in LS(M) containing M . Then any Z-linear derivation D : A → LS(M) is
spatial and implemented by an element of LS(M).

Corollary 3.2. Let M be a type I von Neumann algebra with the center Z and let D be a Z-linear
derivation on S(M) or S(M,τ). Then D is spatial and implemented by an element of LS(M).

We are now in position to improve the last result by showing that in fact such derivations
on S(M) and S(M,τ) are inner.

Let us start by the consideration of the type I∞ case.
Let M be a type I∞ von Neumann algebra with the center Z identified with the algebra

L∞(Ω) and let ∇ be the Boolean algebra of projection from L∞(Ω).
Denote by St (∇) the set of all elements λ ∈ L0(Ω) of the form λ=∑

α παtα , where {πα} is
a partition of the unit in ∇ , and {tα} ⊂R (so-called step-functions).

Suppose that a ∈ LS(M), a = a∗ and consider the spectral family {eλ}λ∈R of the operator a.
For λ ∈ St (∇), λ=∑

α παtα put eλ =∑
α παetα .

Denote by P∞(M) the family of all faithful projections p from M such that pMp is of
type I∞.

Set

Λ− =
{
λ ∈ St (∇): eλ ∈ P∞(M)

}
and

Λ+ =
{
λ ∈ St (∇): e⊥ ∈ P∞(M)

}
.
λ
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Lemma 3.3.

(a) Λ− �= ∅ and Λ+ �= ∅;
(b) the set Λ+ (resp. Λ−) is bounded from above (resp. from below);
(c) if λ+ = supΛ+ (resp. λ− = infΛ−) then λ ∈ Λ+ (resp. λ ∈ Λ−) for all λ ∈ St (∇) with

λ+ ε1 � λ+ (resp. λ− ε1 � λ−) for some ε > 0;
(d) if λ+ ∈ L∞(Ω) and λ− ∈ L∞(Ω), then a ∈ S(M).

Proof. (a) Take a sequence of projections {zn} from ∇ such that zna ∈M for all n ∈ N. Then
for tn <− ‖ zna ‖M we have znetn = 0 or zne

⊥
tn
= zn for all n ∈N. Therefore for λ=∑

zntn one
has e⊥λ =

∑
zne

⊥
tn
=∑

zn = 1, i.e. λ ∈Λ+ and hence Λ+ �= ∅. Similarly Λ− �= ∅.
(b) Suppose that the element λ=∑

παλα ∈ St (∇), satisfies the condition π0λ � π0‖a‖+επ0
for an appropriate non-zero π0 ∈ ∇ , where ‖ · ‖ is the center-valued norm on LS(M). Without
loss of generality we may assume that π0 = πα for some α, i.e. παtα � πα‖a‖ + επα . Then
tα � ‖παa‖M +ε and therefore παetα = πα1, i.e. παe⊥tα = 0. Since παe⊥tα = 0, we have z(e⊥tα ) �= 1
and so λ /∈Λ+. Therefore Λ+ is bounded from above by the element ‖a‖. Similarly the set Λ−
is bounded from below by the element −‖a‖.

(c) Put

λ+ = supΛ+

and

λ− = infΛ−.

Take an element λ ∈ St (∇) such that λ + ε1 � λ+, where ε > 0. Suppose that e⊥λ /∈ P∞(M).
Then π0e

⊥
λ Me⊥λ is a finite von Neumann algebra for some non-zero π0 ∈ ∇ . Without loss of

generality we may assume that π0 = πα for some α, i.e. παe⊥tα is a finite projection. Then παe⊥t
is finite for all t > tα . This means that παλ+ � παtα .

On the other hand multiplying by πα the unequality λ + ε1 � λ+ we obtain that παtα +
παε � παλ+. Therefore παε � 0. This contradiction implies that λ ∈Λ+ for all λ ∈ St (∇) with
λ+ ε1 � λ+.

(d) Let λ+, λ− ∈ L∞(Ω). Take a number n ∈ N such that λ+ � n1 and λ− � −n1. Take a
largest element π ∈ ∇ such that πe⊥n+1 is a finite projection and π⊥e⊥n+1 is an infinite projection.
For λ′ ∈Λ+ put λ′′ = πλ′ + π⊥(n+ 1). Then λ′′ ∈Λ+ and therefore λ′′ � λ+. Hence π⊥λ′′ �
π⊥λ+, i.e π⊥(n+ 1) � π⊥λ+. That contradicts the inequality λ+ � n1. Therefore π = 1, i.e.
e⊥n+1 is a finite projection. Similarly e⊥−(n+1) is a finite projection. Therefore a ∈ S(M). The proof
is complete. �
Lemma 3.4. If M is a type I∞ von Neumann algebra then every derivation D :M → S(M) has
the form

D(x)= ax − xa, x ∈M,

for an appropriate a ∈ S(M).
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Proof. By the Remark 1 D maps the center Z of M into the center of S(M) which coincides
with Z by Proposition 1.3, i.e. we obtain a derivation D on commutative von Neumann algebra Z.
Therefore D|Z = 0. Thus D(λx)=D(λ)x + λD(x)= λD(x) for all λ ∈ Z, i.e. D is Z-linear.

By Theorem 3.1 there exists an element a ∈ LS(M) such that D(x)= ax − xa for all x ∈M .
Let us prove that one can choose the element a from S(M).
For x ∈M we have

(a + a∗)x − x(a + a∗)= (ax − xa)− (ax∗ − x∗a)∗ =D(x)−D(x∗)∗ ∈ S(M)

and

(a − a∗)x − x(a − a∗)=D(x)+D(x∗)∗ ∈ S(M).

This means that the elements a+a∗ and a−a∗ implement derivations from M into S(M). Since
a = a+a∗

2 + i a−a∗
2i

, it is sufficient to consider the case where a is a self-adjoint element.
Consider the elements λ+, λ− ∈ L0 defined in Lemma 3.3(c) and let us prove that

λ+, λ− ∈ L∞(Ω). Lemma 3.3(c) implies that there exists an element λ1 ∈ Λ− such that
− 1

4 � λ− − λ1 � − 1
8 . Since D(x) = (a − λ1)x − x(a − λ1), replacing a by a − λ1, we may

assume that − 1
4 � λ− �− 1

8 . Then eε ∈ P∞(M) for all ε >− 1
8 and eε is a finite for all ε <− 1

4 .
In particular (e− 1

16
− e− 1

2
)M(e− 1

16
− e− 1

2
) is of type I∞, and moreover λ+ �− 1

2 .

Suppose that λ+ /∈ L∞(Ω). Since λ+ �− 1
2 , we have that λ+ is unbounded from above and

thus passing if necessary to the subalgebra zM , where z is a non-zero central projection in M

with zλ+ � z, we may assume without loss of generality that λ+ � 1.
First let us consider the particular case where M is of type Iℵ0 , where ℵ0 is the countable

cardinal number. Take an element λ0 ∈ St (∇) such that λ+− 1
2 � λ0 � λ+− 1

4 . By Lemma 3.3(c)
we have e⊥λ0

∈ P∞(M). Since algebras e⊥λ0
Me⊥λ0

and (e− 1
16
− e− 1

2
)M(e− 1

16
− e− 1

2
) are algebras

of type Iℵ0 , then there exists a sequences of pairwise equivalent and pairwise orthogonal abelian
projections {fk}k∈N and {gk}k∈N such that

∨
fk = e⊥λ0

,
∨

gk = e− 1
16
− e− 1

2
. Since z(e⊥λ0

) =
z(e− 1

16
− e− 1

2
) = 1, then z(fk) = z(gk) = 1 for all k, and therefore fk ∼ gk for all k. Thus

the projections p1 = e⊥λ0
and p2 = e− 1

16
− e− 1

2
are equivalent. From λ0e

⊥
λ0

� ae⊥λ0
it follows

that λ0p1 � p1ap1. Since p1Mp1 is of type Iℵ0 , the center of the algebra S(p1Mp1) coincides
with the center of the algebra p1Mp1 (Proposition 1.3). Due to the fact that λ0 /∈ L∞(Ω) and
z(p1) = 1, we see that λ0p1 is an unbounded linear operator from LS(p1Mp1) \ S(p1Mp1).
Therefore ap1 = p1ap1 /∈ S(p1Mp1).

Let u be a partial isometry in M such that uu∗ = p1, u∗u= p2. Put p = p1 + p2. Consider
the derivation D1 from pMp into pS(M)p = S(pMp) defined as

D1(x)= pD(x)p, x ∈ pMp.

This derivation is implemented by the element ap = pap, i.e.

D1(x)= apx − xap, x ∈ pMp.

Since p2 = e− 1
16
− e− 1

2
then − 1

2e− 1
2

� (e− 1
16
− e− 1

2
)a(e− 1

16
− e− 1

2
) � − 1

16e− 1
16

. Therefore

ap2 ∈ pMp, the element b = ap1 = ap − ap2 implements a derivation D2 from pMp into
S(pMp).
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Since D2(u+ u∗)= b(u+ u∗)− (u+ u∗)b, it follows that b(u+ u∗)− (u+ u∗)b ∈ S(M).
From up1 = p1u

∗ = 0 it follows that bu − u∗b ∈ S(M). Multiplying this by u from the left
side we obtain ubu− uu∗b ∈ S(M). From ub = 0, uu∗ = p1, it follows that p1b ∈ S(M), i.e.
ap1 ∈ S(M). This contradicts the above relation ap1 /∈ S(M). The contradiction shows that λ+ ∈
L∞(Ω). Now Lemma 3.3(d) implies that a ∈ S(M).

Let us consider the case of general type I∞ von Neumann algebra M . Take an element λ0 ∈
St (∇) such that λ+ − 1

2 � λ0 � λ+ − 1
4 . Lemma 3.3(c) implies that e⊥λ0

∈ P∞(M). Consider

projections p1 and p2 with the central cover 1 such that p1 � e⊥λ0
, p2 � e 1

4
and such that piMpi

are of type Iℵ0 , i = 1,2. Put p = p1 + p2. Consider the derivation Dp from pMp into pS(M)p

defined as

Dp(x)= pD(x)p, x ∈ pMp.

Since pMp is of type Iℵ0 the above case implies that pap ∈ S(M) and therefore p1ap1 ∈ S(M).
On the other hand λ0p1 � p1ap1 and λ0p1 /∈ S(M). From this contradiction it follows that λ+ ∈
L∞(Ω). By Lemma 3.3(d) we obtain that a ∈ S(M). The proof is complete. �

From the above results we obtain

Lemma 3.5. Let M be a type I von Neumann algebra with the center Z. Then every Z-linear
derivation D on the algebra S(M) is inner. In particular, if M is a type I∞ then every derivation
on S(M) is inner.

Now let M be an arbitrary type I von Neumann algebra and let z0 be the central projection
in M such that z0M is a finite von Neumann algebra and z⊥0 M is a von Neumann algebra of
type I∞. Consider a derivation D on S(M) and let δ be its restriction onto its center Z(S). By
Lemma 3.5 the derivation z⊥0 D is inner and thus we have z⊥0 δ ≡ 0, i.e. δ = z0δ.

Since z0M is a finite type I von Neumann algebra, we have that z0LS(M)= z0S(M). Let Dδ

be the derivation on z0S(M)= z0LS(M) defined as in (3).
Finally Lemmas 2.3 and 3.5 imply the following main result the present section.

Theorem 3.6. Let M be a type I von Neumann algebra. Then every dereivation D on the algebra
S(M) can be uniquely represented in the form

D =Da +Dδ,

where Da is inner and implemented by an element a ∈ S(M) and Dδ is the derivation of the form
(3) generated by a derivation δ on the center of S(M).

4. Derivations on the algebra S(M,τ)

In this section we present a general form of derivations on the algebra S(M,τ) of τ -
measurable operators affiliated with a type I von Neumann algebra M and a faithful normal
semi-finite trace τ .

Theorem 4.1. Let M be a type I von Neumann algebra with the center Z and a faithful nor-
mal semi-finite trace τ . Then every Z-linear derivation D on the algebra S(M,τ) is inner. In
particular, if M is a type I∞ then every derivation on S(M,τ) is inner.
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Proof. By Theorem 3.1 D(x)= ax − xa for some a ∈ LS(M) and all x ∈ S(M,τ). Let us show
that the element a can be chosen from the algebra S(M,τ). As in Lemma 3.3 we may assume
that a = a∗.

Case 1. M is a homogeneous type In, n ∈ N von Neumann algebra. Then LS(M)= S(M)∼=
Mn(L

0(Ω)). By [12, Theorem 3.5] a ∗-isomorphism between S(M) and Mn(L
0(Ω)) can be a

chosen such that the element a can be represented as a =∑n
i=1 λiei,i , where λi = λi ∈ L0(Ω),

i = 1, n, λ1 � · · ·� λn.
Put u=∑n

j=1 ej,n−j+1. Then

Da(u)= au− ua =
n∑

i=1

(λi − λn−i+1)ei,n−i+1

and

Da(u)∗ =
n∑

i=1

(λi − λn−i+1)en−i+1,i .

Therefore Da(u)∗Da(u)=∑n
i=1(λi −λn−i+1)

2ei,i , and thus |Da(u)| =∑n
i=1 |λi −λn−i+1|ei,i ,

Since λ1 � · · ·� λn, we have

|λi − λn−i+1|� |λi − λ[ n+1
2 ]| (11)

for all i ∈ 1, n.
Denote b = ∑n

i=1 |λi − λ[ n+1
2 ]|ei,i . From (11) we obtain that |Da(u)| � b, and thus b ∈

S(M,τ).

Put v =∑[ n+1
2 ]

i=1 ei,i −∑n

j=[ n+1
2 ] ej,j . Then vb = a − λ[ n+1

2 ]1 and vb ∈ S(M,τ). Therefore

a − λ[ n+1
2 ]1 ∈ S(M,τ) and this element also implements the derivation Da .

Case 2. Let M be a finite type I von Neumann algebra. Then

LS(M)= S(M)∼=
∏
n∈F

Mn

(
L0(Ωn)

)
,

where F ⊆ N. Therefore a = {an}, where an =∑n
i=1 λ

(n)
i e

(n)
i,i , λ

(n)
1 � · · ·� λ

(n)
n , λ

(n)
i ∈ L0(Ωn)

and e
(n)
i,j are the matrix units in Mn(L

0(Ωn)), i, j = 1, n, n ∈ F .

For each n ∈ F consider the following elements in Mn(L
0(Ωn)

bn =
n∑

i=1

∣∣λ(n)
i − λ

(n)

[ n+1
2 ]

∣∣e(n)
i,i

and

vn =
[ n+1

2 ]∑
i=1

e
(n)
i,i −

n∑
j=[ n+1 ]

e
(n)
j,j .
2
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Set b= {bn}n∈F and v = {vn}n∈F . Consider the element

λ= {λ[ n+1
2 ]}n∈F ∈ L0(Ω)∼=

∏
n∈F

L0(Ωn).

Similar to the case 1 we obtain that a − λ1= vb ∈ S(M,τ).
Case 3. M is a type I∞ von Neumann algebra. Since S(M,τ)⊆ S(M) by Lemma 3.4 there

exists an element a ∈ S(M) such that D(x) = ax − xa for all x ∈M . Let us show that a can
be picked from the algebra S(M,τ). Since a ∈ S(M), there exists λ ∈ R, λ > 0 such that f =
e−λ ∨ e⊥λ is a finite projection.

Suppose that z0 ∈Z is a central projection such that z0gMg is a finite von Neumann algebra,
where g = e⊥−λ ∧ eλ = eλ − e−λ. Then z01 = z0f + z0g is a finite projection and thus z0 =
0. Therefore gMg is a type I∞ von Neumann algebra, in particular z(g) = 1. There exists a
central projection z in M such that zf  zg and z⊥f ! z⊥g. Since gMg is a type I∞ von
Neumann algebra, we have that z⊥g = 0. From z(g) = 1 one has z⊥ = 0 and therefore f  g.
This means that there exists q � g such that q ∼ f . Let u be a partial isometry in M such
that uu∗ = q , u∗u = f . Similar to Lemma 3.4 we obtain that uaf u − uu∗af ∈ S(M,τ) and
af = a(e−λ ∨ e⊥λ ) ∈ S(M,τ). Therefore a ∈ S(M,τ). The proof is complete. �

Let N be a commutative von Neumann algebra, then N ∼= L∞(Ω) for an appropriate measure
space (Ω,Σ,μ). It has been proved in [3,13] that the algebra LS(N)= S(N)∼= L0(Ω) admits
nontrivial derivations if and only if the measure space (Ω,Σ,μ) is not atomic.

Let τ be a faithful normal semi-finite trace on the commutative von Neumann algebra N

and suppose that the Boolean algebra P(N) of projections is not atomic. This means that there
exists a projection z ∈ N with τ(z) <∞ such that the Boolean algebra of projection in zN is
continuous (i.e. has no atom). Since zS(N, τ)= zS(N)= S(zN), the algebra zS(N, τ) admits a
nontrivial derivation δ. Putting

δ0(x)= δ(zx), x ∈ S(N, τ),

we obtain a nontrivial derivation δ0 on the algebra S(N, τ). Therefore, we have that if a commu-
tative von Neumann algebra N has a nonatomic Boolean algebra of projections then the algebra
S(N, τ) admits a non-zero derivation.

Lemma 4.2. If N is a commutative von Neumann algebra with a faithful normal semi-finite trace
τ and δ is a derivation on S(N, τ) then τ(zδ) <∞, where zδ is the support of the derivation δ.

Proof. Suppose the opposite, i.e. τ(zδ)=∞. Then there exists a sequence of mutually orthog-
onal projections zn ∈ N , n = 1,2, . . . , with zn � zδ , 1 � τ(zn) <∞. For z = supn zn we have
τ(z)=∞. Since τ(zn) <∞ for all n= 1,2, . . . , it follows that znS(N, τ)= znS(N)= S(znN).
Define a derivation δn : S(znN)→ S(znN) by

δn(x)= znδ(x), x ∈ S(znN).

Since zδn = zn, Lemma 2.6 implies that for each n ∈ N there exists an element λn ∈ znN such
that |λn|� zn and |δn(λn)|� nzn.
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Put λ=∑
n�1 λn. Then |λ|� ∑

n�1 zn � 1 and therefore λ ∈ S(N, τ). On the other hand

∣∣δ(λ)
∣∣= ∣∣∣∣δ

( ∑
n�1

λn

)∣∣∣∣=
∣∣∣∣δ

( ∑
n�1

znλn

)∣∣∣∣=
∣∣∣∣ ∑

n�1

znδ(λn)

∣∣∣∣=∑
n�1

∣∣δn(λn)
∣∣ �

∑
n�1

nzn,

i.e. |δ(λ)|� ∑
n�1 nzn. But τ(zn) � 1 for all n ∈N, i.e.

∑
n�1 nzn /∈ S(N, τ). Therefore δ(λ) /∈

S(N, τ). The contradiction shows that τ(zδ) <∞. The proof is complete. �
Let M be a homogeneous von Neumann algebra of type In, n ∈ N, with the center Z and

a faithful normal semi-finite trace τ . Then the algebra M is ∗-isomorphic with the algebra
Mn(Z) of all n × n- matrices over Z, and the algebra S(M,τ) is ∗-isomorphic with the al-
gebra Mn(S(Z, τZ)) of all n× n matrices over S(Z, τZ), where τZ is the restriction of the trace
τ onto the center Z.

Now let M be an arbitrary finite von Neumann algebra of type I with the center Z and let
{zn}n∈F , F ⊆ N, be a family of central projections from M with supn∈F zn = 1 such that the
algebra M is ∗-isomorphic with the C∗-product of von Neumann algebras znM of type In re-
spectively, n ∈ F , i.e.

M ∼=
⊕
n∈F

znM.

In this case we have that

S(M,τ)⊆
∏
n∈F

S(znM,τn),

where τn is the restriction of the trace τ onto znM , n ∈ F .
Suppose that D is a derivation on S(M,τ), and let δ be its restriction onto the center S(Z, τZ).

Since δ maps each znS(Z, τZ) ∼= Z(S(znM,τn)) into itself, δ generates a derivation δn on
znS(Z, τZ) for each n ∈ F .

Let Dδn be the derivation on the matrix algebra Mn(znZ(S(M,τ)))∼= S(znM,τn) defined as
in (1). Put

Dδ

({xn}n∈F

)= {
Dδn(xn)

}
, {xn}n∈F ∈ S(M,τ). (12)

By Lemma 4.2 τ(zδ) <∞, thus

zδS(M,τ)= zδS(M)∼= zδ

∏
n∈F

S(znM)= zδ

∏
n∈F

S(znM,τn),

and therefore {Dδn(xn)} ∈ zδS(M,τ) for all {xn}n∈F ∈ S(M,τ). Hence we obtain that the map
Dδ is a derivation on S(M,τ).

Similar to Lemma 2.3 one can prove the following.

Lemma 4.3. Let M be a finite von Neumann algebra of type I with a faithful normal semi-finite
trace τ . Each derivation D on the algebra S(M,τ) can be uniquely represented in the form

D =Da +Dδ,

where Da is an inner derivation implemented by an element a ∈ S(M,τ), and Dδ is a derivation
given as (10).
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Finally Theorem 4.1 and Lemma 4.3 imply the following main result the present section.

Theorem 4.4. Let M be a type I von Neumann algebra with a faithful normal semi-finite trace τ .
Then every derivation D on the algebra S(M,τ) can be uniquely represented in the form

D =Da +Dδ,

where Da is inner and implemented by an element a ∈ S(M,τ) and Dδ is the derivation of the
form (12) generated by a derivation δ on the center of S(M,τ).

If we consider the measure topology tτ on the algebra S(M,τ) (see Section 1) then it is
clear that every non-zero derivation of the form Dδ is discontinuous in tτ . Therefore the above
Theorem 4.4 implies

Corollary 4.5. Let M be a type I von Neumann algebra with a faithful normal semi-finite trace τ .
A derivation D on the algebra S(M,τ) is inner if and only if it is continuous in the measure
topology.

5. An application to the description of the first cohomology group

Let A be an algebra. Denote by Der(A) the space of all derivations (in fact it is a Lie algebra
with respect to the commutator), and denote by InDer(A) the subspace of all inner derivations
on A (it is a Lie ideal in Der(A)).

The factor-space H 1(A) = Der(A)/InDer(A) is called the first (Hochschild) cohomology
group of the algebra A (see [5]). It is clear that H 1(A) measures how much the space of all
derivations on A differs from the space on inner derivations.

The following result shows that the first cohomology groups of the algebras LS(M), S(M) and
S(M,τ) are completely determined by the corresponding cohomology groups of their centers (cf.
[3, Corollary 3.1]).

Theorem 5.1. Let M be a type I von Neumann algebra with the center Z and a faithful normal
semi-finite trace τ . Suppose that z0 is a central projection such that z0M is a finite von Neumann
algebra, and z⊥0 M is of type I∞. Then

(a) H 1(LS(M))=H 1(S(M))∼=H 1(S(z0Z));
(b) H 1(S(M,τ))∼=H 1(S(z0Z,τ0)), where τ0 is the restriction of τ onto z0Z.

Proof. It immediately follows from Theorems 2.8, 3.6 and 4.4. �
Remark 2. In the algebra S(M,τ) equipped with the measure topology tτ one can consider
another possible cohomology theories. Similar to [8] consider the space Derc(A) of all con-
tinuous derivation on a topological algebra A and define the first cohomology group H 1

c (A) =
Derc(A)/InDer(A).

Under these notations the above results and Corollary 4.5 imply the following result (cf. [8,
Theorem 4.4]).
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Corollary 5.2. Let M be a type I von Neumann algebra with the center Z and a faithful nor-
mal semi-finite trace τ . Consider the topological algebra S(M,τ) equipped with the measure
topology. Then H 1

c (S(M,τ))= {0}.
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