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Abstract

We define a filtration indexed by the integers on the tensor product of a simple highest
weight module and a loop module for a quantum affine algebra. We prove that such a filtration
is either trivial or strictly decreasing and give sufficient conditions for this to happen. In the
first case we prove that the tensor product is simple and in the second case we prove that the
intersection of all the modules in the filtration is zero, thus allowing us to define the completed
tensor product. In certain special cases, we identify the subsequent quotients of filtration.
© 2004 Elsevier Inc. All rights reserved.
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0. Introduction

This paper was motivated by an effort to understand the representation theoretic
meaning of the results of[14,15,21]on realizations of (pseudo-)crystal bases of certain
quantum loop modules in the framework of Littelmann’s path model. These papers
showed in particular, that one could write the tensor product of a crystal basis of a
highest weight integrable module with a (pseudo-)crystal basis of such a quantum loop
module as a union of highest weight crystals. The obvious and natural interpretation
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would be that the decomposition of the crystals gave rise to a direct sum decomposition
of the tensor product of the corresponding modules for the quantum affine algebra. It
is however, not very difficult to see that such a tensor product never contains a copy
of a highest weight module. In addition, the corresponding classical situation which
was studied in[7] and more recently in[1,18] did not exclude the possibility that such
tensor products might in fact be irreducible.
In this paper, we are able to show that the tensor product of an integrable highest

weight representation with the quantum loop module associated to the natural represen-
tation admits a filtration such that the successive quotients are highest weight integrable
modules with multiplicity and highest weight given by the path model.
We now describe the main results of the paper. In Section2 we recall some well-

known properties of highest weight modules and modules of level zero. We also es-
tablish several new results on the structure of an irreducible finite-dimensional module
V, and in particular introduce a functionn : V → N which plays an important role in
Section7. In Section3 we establish (Theorem1) the quantum analogue of one of the
main results of[7] (Theorem 4.2). Namely, we prove that the tensor product of a simple
highest weight module with a finite-dimensional module is simple. In this situation, we
work over the smaller version of the quantum affine algebra which does not contain
an analogue of the Euler operator. The result is the same as the classical one proved
in [7] but, the absence (in general) of the evaluation map and the non-cocommutativity
of the comultiplication in the quantum case makes it harder to establish.
In the rest of the paper we study the more complicated and interesting situation of the

tensor product of a highest weight moduleV (�) with a quantum loop moduleL(V ).
We begin by introducing (Section4) a filtrationVn ⊇Vn+1, n ∈ Z on V (�)⊗L(V ).
We prove that this filtration is either strictly decreasing, i.e.Vn�Vn+1 for all n ∈ Z,
and

⋂
n∈Z Vn = 0, or trivial, i.e. Vn = Vm for all n,m ∈ Z. Furthermore, for

all n ∈ Z the quotientsVn/Vn+1 are modules in the categoryO for Ûq . In the case
when V (�) is the Verma module, the filtrationVn is always strictly decreasing. If
V (�) is irreducible, thenV (�) ⊗ L(V ) is irreducible if and only if the filtration is
trivial.
In the next two sections we study the filtrationXn, n ∈ Z, of X(�)⊗ L(V ) where

X(�) is the irreducible integrable module with highest weight�. We give sufficient
conditions for the filtration to be trivial or strictly decreasing. In the latter case, the
quotientsXn/Xn+1 are integrable modules in the categoryO and hence isomorphic to
finite direct sums of irreducible highest weight integrable modulesX(�).
A particularly interesting family of quantum loop modules are the loop spaces of the

so-called Kirillov–Reshetikhin representations (cf. for example[4]). These modules are
indexed by multiplesn�k of fundamental weights ofg. A consequence of Theorem2 is
that the tensor product of a highest weight module of level one with the affinization of
the Kirillov–Reshetikhin modulen�k is irreducible ifn > 1. If n = 1, then Theorem3
shows that the filtration is strictly decreasing.
In the last section, we letL(V ) be the loop module associated to the natural rep-

resentation of the quantum affine algebra of classical type and study the filtration on
X(�) ⊗ L(V ). This case is not covered by either of the sufficient conditions given
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in the previous sections. We are still able to show thatXn�Xn+1 if dim X(�) > 1.
We also identify the highest weight and multiplicities of the irreducible modules in
Xn/Xn+1.
It follows from our results that one can complete the modulesM(�) ⊗ L(V ) (and

X(�) ⊗ L(V ) if Xn�Xn+1) with respect to the topology induced by the filtration.
Further,M(�) ⊗ L(V ) (resp.X(�) ⊗ L(V )) embeds canonically intoM(�)⊗̂L(V )
(resp.X(�)⊗̂L(V )). This should be compared with the results of[12,13]. The referee
has pointed out to us that there are several natural questions arising from the results
of this paper, for instance the results of Section 7 together with Theorem 3.1.1 of[12]
indicate that a similar result on the decomposition ofXn/Xn+1 should be true in a
more general situation.

1. Preliminaries

Throughout this paperN (respectively,N+) denotes the set of non-negative (respec-
tively, positive) integers.

1.1. Let g be a complex finite-dimensional simple Lie algebra of rank� with a Cartan
subalgebrah. Set I = {1,2, . . . , �} and letA = (diaij )i,j∈I , where thedi are positive
co-prime integers, be the�× � symmetrized Cartan matrix ofg. Let {�i : i ∈ I } ⊂ h∗
(respectively{�i : i ∈ I } ⊂ h∗) be the set of simple roots (respectively, of fundamental
weights) ofg with respect toh. Let � be the highest root ofg. As usual,Q (respectively,
P) denotes the root (respectively, weight) lattice ofg. Let P+ =∑i∈I N�i be the set
of dominant weights and setQ+ =∑

i∈I N�i . Given � =∑
i∈I ki�i ∈ Q+, set ht� =∑

i∈I ki . Let W be the Weyl group ofg and let s� ∈ W denote the reflection with
respect to the root�. It is well-known thath∗ admits a non-degenerate symmetricW-
invariant bilinear form which will be denoted by(· | ·). We assume that(�i | �i ) = diaij
for all i, j ∈ I . Given a root� of g, denote by�∨ ∈ h the corresponding co-root.

1.2. Let

ĝ = g⊗ C[t, t−1] ⊕ Cc ⊕ Cd

be the untwisted extended affine algebra associated withg and let Â = (diaij )i,j∈Î ,
where Î = I ∪ {0} be the extended symmetrized Cartan matrix. Setĥ = h⊕Cc⊕Cd.
From now on we identifyh∗ with the subspace of̂h

∗
consisting of elements which

are zero onc and d. Define� ∈ ĥ∗ by

�(h⊕ Cc) = 0, �(d) = 1.

Set �0 = � − �. Then {�i : i ∈ Î } is a set of simple roots for̂g with respect tôh,
�∨0 = c − �∨ and � generates its imaginary roots.
Let Ŵ be the Weyl group of̂g. The bilinear form onh∗ extends to aŴ -invariant

bilinear form on ĥ
∗
which we continue to denote by(· | ·). One has(� | �i ) = 0 and

(�i | �j ) = diaij , for all i, j ∈ Î . Define a set of fundamental weights{	i : i ∈
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Î } ⊂ ĥ
∗
of ĝ by the conditions(	i |�j ) = di�i,j and 	i (d) = 0 for all i, j ∈ Î .

Let P̂ = ∑
i∈Î Z	i ⊕ Z� (respectively,P̂+ = ∑

i∈Î N	i ⊕ Z�) be the corresponding
set of integral (respectively, dominant) weights. We have�i = 	i − a∨i 	0 wherea∨i is
the coefficient of�∨i in �∨. Identify P with the free abelian subgroup of̂P generated
by the�i , i ∈ I . Denote byQ̂ the root lattice of̂g and setQ̂+ =∑i∈Î N�i . Given �̂ =∑
i∈Î ki�i ∈ Q̂+, set ht̂� =

∑
i∈Î ki . Given 
,� ∈ P̂+ (respectively,
,� ∈ P+) we

say that
�� if �− 
 ∈ Q̂+ (respectively,�− 
 ∈ Q+). For all 
 ∈ P̂ set
i = 
(�∨i ),
i ∈ Î .

1.3. Let q be an indeterminate and letC(q) be the field of rational functions inq with
complex coefficients. Forr,m ∈ N, m�r, define

[m]q = qm − q−m
q − q−1 , [m]q ! = [m]q [m− 1]q . . . [2]q [1]q,

[m
r

]
q
= [m]q !
[r]q ![m− r]q ! .

For i ∈ Î , setqi = qdi and [m]i = [m]qi .
The quantum affine algebrâUq(g) (cf. [2,3,11,16]) associated tog, which will be

further denoted aŝUq , is an associative algebra overC(q) with generatorsx±i,r , hi,k,
K±1i , C±1/2, D±1, wherei ∈ I , k, r ∈ Z, k �= 0, and the following defining relations:

C±1/2 are central,

KiK
−1
i = K−1i Ki = 1, C1/2C−1/2 = C−1/2C1/2 = 1, DD−1 = D−1D = 1,

KiKj = KjKi, DKi = KiD,

Kihj,r = hj,rKi, Dhj,rD
−1 = qrhj,r ,

Kix
±
j,rK

−1
i = q

±aij
i x±j,r , Dx±j,rD−1 = qrx±j,r ,

[hi,r , hj,s] = �r,−s
1

r
[raij ]i C

r − C−r
qj − q−1j

,

[hi,r , x±j,s] = ±
1

r
[raij ]i C∓|r|/2x±j,r+s ,

x±i,r+1x
±
j,s − q

±aij
i x±j,sx

±
i,r+1 = q

±aij
i x±i,rx

±
j,s+1− x±j,s+1x±i,r ,

[x+i,r , x−j,s] = �i,j
C(r−s)/2�+i,r+s − C−(r−s)/2�−i,r+s

qi − q−1i
,

∑
�∈m

m∑
k=0

(−1)k
[m
k

]
i
x±i,r�(1) · · · x±i,r�(k)x±j,sx±i,r�(k+1) · · · x±i,r�(m) = 0, if i �= j

for all sequences of integersr1, . . . , rm, wherem = 1−aij , m is the symmetric group
on m letters, and the�±i,r are determined by equating powers ofu in the formal power
series

∞∑
r=0

�±i,±ru
±r = K±1i exp

(
±(qi − q−1i )

∞∑
s=1

hi,±su±s
)
.
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The subalgebra of̂Uq generated by the elementsx±1i,0 , K
±1
i , i ∈ I is isomorphic to

the quantized enveloping algebraUq(g) of g.
Let Ûq(�) (respectivelyÛq(�)) be the subalgebra of̂Uq generated by thex+i,s

(respectively, by thex−i,s) for all i ∈ I , s ∈ Z. Given r ∈ Z, let Ûrq(�) (respectively
Ûrq(�)) be the subalgebra of̂Uq(�) (respectively, ofÛq(�)) generated by thex+i,s
(respectively, by thex−i,s) for all i ∈ I and for all s�r. Furthermore, let̂Uq(0) (re-
spectively,Ûrq(0)) be the subalgebra of̂Uq generated by thehi,s , for all i ∈ I and for

all s ∈ Z (respectively, for alls�r), s �= 0. Finally, let Û◦q be the subalgebra generated

by theK±1i , i ∈ I , D±1 andC±1/2.

1.4.Define aZ-grading onÛq by setting degx±i,r = r, deghi,k = k for all i ∈ I and for

all r ∈ Z, k ∈ Z \ {0} and degKi = degD = degC±1/2 = 0 for all i ∈ I . Equivalently,
we say thatx ∈ Ûq is homogeneous of degreek = degx if DxD−1 = qkx. Given z ∈
C(q)×, let �z be the automorphism of̂Uq defined by extending�z(x) = zdegxx

for x ∈ Ûq homogeneous.
On the other hand, the algebrâUq is graded by the root latticêQ, the elementsx±i,r ,

i ∈ I , r ∈ Z being of weightr�±�i , thehi,k, i ∈ I , k ∈ Z \{0} being of weightk� and
the other generators being of weight zero. Given� ∈ Q̂, we denote the corresponding
weight subspace of̂Uq by (Ûq)�. Observe also that ifx ∈ (Ûq)r�+�, � ∈ Q, r ∈ Z
then degx = r.

1.5.We will also need another presentation ofÛq . Namely, after[2,16], the algebrâUq
is isomorphic to an associativeC(q)-algebra generated byEi, Fi,K

±1
i : i ∈ Î , D±1

and central elementsC±1/2 satisfying the following relations:

C = K0

∏
i∈I

K
ai
i ,where� =

∑
i∈I

ai�i , ai ∈ N+,

KiEjK
−1
i = q

aij
i Ej , KiFjK

−1
i = q

−aij
i Fj ,

DEjD
−1 = q�j0Ej , DFjD

−1 = q−�j0Fj ,

[Ei, Fj ] = �i,j
Ki −K−1i
qi − q−1i

,

1−aij∑
r=0

(−1)r
[
1− aij
r

]
i

(Ei)
rEj (Ei)

1−aij−r = 0 if i �= j,

1−aij∑
r=0

(−1)r
[
1− aij
r

]
i

(Fi)
rFj (Fi)

1−aij−r = 0 if i �= j.

The element Ei (respectively,Fi), i ∈ I corresponds tox+i,0 (respectivelyx−i,0). In
particular, the elementsEi, Fi,K

±1
i : i ∈ I generate a subalgebra of̂Uq isomorphic

to Uq(g).
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Let Û+q (respectively,̂U−q ) be theC(q)-subalgebra of̂Uq generated by theEi (respec-

tively, by theFi), i ∈ Î . Let Û′q be the subalgebra of̂Uq generated by theEi, Fi,K
±1
i ,

i ∈ Î and byC±1/2.
We will need the following result which was established in[3].

Proposition. We haveÛ+q ⊂ Û0
q(�)Û0

q(0)Û
0
q(�) and Ûrq(�), Ûsq(�) ⊂ Û+q for all

r ∈ N+, s ∈ N.

1.6. It is well-known thatÛq is a Hopf algebra overC(q) with the co-multiplication
being given in terms of generatorsEi, Fi,K

±1
i : i ∈ Î by the following formulae:

�(Ei) = Ei ⊗ 1+Ki ⊗ Ei, �(Fi) = Fi ⊗K−1i + 1⊗ Fi,

the K±1i , D±1, C±1/2 being group-like. Notice that̂U′q is a Hopf subalgebra of̂Uq .

Let Û
+
q (respectively,Û

−
q ) be the subalgebra of̂Uq and Û′q generated by theEi

(respectively, by theFi) and by theK±1i , i ∈ Î . Obviously, theÛ±q are Hopf algebras

and Û±q ⊂ Û
±
q .

Although explicit formulae for the co-multiplication on generatorsx±i,r , hi,r are not
known, we have the following partial results[10] which are enough for this paper.

Lemma. For i ∈ I , r ∈ N, s ∈ N+, we have

�(hi,s) = hi,s ⊗ 1+ 1⊗ hi,s + terms in Û◦q((Û+q )+ ⊗ (Û+q )+), (1.1)

�(x+i,r ) = x+i,r ⊗ 1+Ki ⊗ x+i,r + terms in Û◦q((Û+q )+ ⊗ (Û0
q(�))+), (1.2)

�(x−i,s) = x−i,s ⊗Ki + 1⊗ x−i,s + terms in Û◦q((Û+q )+ ⊗ (Û1
q(�))+), (1.3)

where (Û+q )+ denotes the augmentation ideal ofÛ+q .

For i ∈ I , set

P±i (u) = exp

(
−

∞∑
k=1

q±khi,±k
[k]i uk

)
.

Let Pi,±r be the coefficient ofur in P±i (u). It is easy to see that the elementshi,r
belong to the subalgebra of̂Uq generated by the elementsPi,r , i ∈ I , r ∈ Z. Further,
one can deduce from Lemma 1.6 as in[3] that, for all s ∈ N,

�(Pi,s) =
s∑
r=0

Pi,s−r ⊗ Pi,r + terms in Û◦q((Û+q )+)⊗ (Û+q )+ (1.4)
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2. The modulesM(�), X(�), V (�) and L(V (�))

In this section we recall the definition and some properties of several families of
integrable modules for̂Uq and Û′q . For modules of level zero we also establish some
results which we need in later sections.

2.1. A Ûq -moduleM is said to be of type 1 ifM =⊕�∈P̂ M�, where

M� = {m ∈ M : Kim = q
�(�∨i )
i m, ∀ i ∈ Î , Dm = q�(d)m}.

Type 1-modules for̂U′q are defined in the obvious way. Ifm ∈ M� \ {0}, we say thatm

is of weight � and write wtm = �. Set�(M) = {� ∈ P̂ : M� �= 0}.
A Ûq - or a Û′q -moduleM of type 1 is said to be integrable if the elementsEi ,

Fi , i ∈ Î act locally nilpotently onM. Evidently, aÛq -moduleM can be viewed as a
Û′q -moduleM ′ andM ′

� =
⊕

r∈ZM�+r�.

2.2. Let O be the category of̂Uq -modules satisfying the following properties. ÂUq -
moduleM is an object inO if and only if

(i) M is a module of type 1 and dimM� <∞ for all � ∈ P̂ .
(ii) The set�(M) is contained in the set

⋃r
k=1{
k − �̂ : �̂ ∈ Q̂+} for somer ∈ N+

and for some
k ∈ P̂ .
Given� ∈ P̂ , letM(�) denote the Verma module of highest weight�. It is generated

as aÛq -module by an elementm� of weight � with defining relation

(Û+q )+m� = 0.

It is well-known thatM(�) has a unique simple quotient which we denote byX(�).
Let v� be the canonical image ofm� in X(�).
The next result is well-known and follows immediately from[17,19].

Proposition.

(i) For all � ∈ P̂ , M(�) ∈ O and is a freeÛ−q -module. In particularAnnÛ−q m� = 0

and �(M(�)) ⊂ �− Q̂+.
(ii) For all � ∈ P̂+, X(�) is an integrablêUq -module in the categoryO and is gener-

ated as âUq -module by the elementv�. Moreover, AnnÛ−q v� =
∑
i∈Î Û−q F

�(�∨i )+1
i .

(iii) LetM ∈ O be integrable. Then M is isomorphic to a finite direct sum of modules
of the formX(�), � ∈ P̂+. In particular, if M ∈ O is simple and integrable, then
it is isomorphic toX(�) for some� ∈ P̂+.

Regarded as modules for̂U′q , the X(�) remain simple, although they no longer
have finite-dimensional weight spaces. Indeed, by[17] if 
 ∈ �(X(�)) then
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− n� ∈ �(X(�)) for all n ∈ N and we can write

X(�) =
⊕
�∈Q+

⊕
n∈N

X(�)�−�−n�. (2.1)

Obviously, for � ∈ Q+ fixed,
⊕

n∈NX(�)�−�−n� is a weight space ofX(�) viewed
as aÛ′q -module. Observe also that

M(�)�M(�+ r�), X(�)�X(�+ r�)

as Û′q -modules for allr ∈ Z.

2.3. The next important family of modules we consider is that of the irreducible finite-
dimensional representationsV (�) of Û′q . Let � = (�i (u))i∈I be an�-tuple of polynomi-
als with coefficients inC(q) and with constant term 1. Set
� :=∑i∈I (deg�i )�i ∈ P .
Let W(�) be theÛ′q -module generated by an elementv� satisfying

x+i,rv� = 0, (x−i,r )

�(�∨i )+1v� = 0,

Kiv� = q

�(�∨i )
i v�, Cv� = v�,

Pi,±sv� = �±i,sv�

for all i ∈ I , r ∈ Z,s ∈ N where�±i (u) =
∑
s �
±
i,su

s and

�+i (u) = �i (u), �−i (u) = udeg�i
�i (u−1)
�+i,deg�i

.

The following proposition was proved in[9].

Proposition.

(i) The Û′q -modulesW(�) are finite-dimensional.

(ii) W(�) = Ûq(�)v�. In particular, �(W(�)) ⊂ 
� −Q+.
(iii) dim W(�)
�

= dimW(�)w◦
�
= 1, wherew◦ is the longest element of the Weyl

group of g. Let v∗� be a non-zero element inW(�)w◦
�
. Then

x−i,rv
∗
� = 0, (x+i,r )

−(w◦
�)(�∨i )+1v∗� = 0, W(�) = Ûq(�)v∗�,

and �(W(�)) ⊂ w◦
� +Q+.
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(iv) W(�) has a unique simple quotientV (�) and all simple finite dimensional̂U′q -
modules are obtained that way.

(v) Denote the images of the elementsv�, v∗� in V (�) by the same symbols. Then

V (�) = Ûq(�)v�, x+i,rv� = 0, (x−i,r )

�(�∨i )+1v� = 0,

�(V (�)) ⊂ 
� −Q+

and analogous statements hold forv∗�.

Given z ∈ C× and an�-tuple of polynomials� = (�i (u))i∈I , one can introduce
on V (�) another Û′q -module structure by twisting the action by automorphism�z.
Then�∗zV (�)�V (�z) where�z = (�i (zu))i∈I .

2.4.We now establish some facts aboutV (�) which will be needed later.

Lemma. Let � be an �-tuple of polynomials with coefficients inC(q) and constant
term 1. Let ki (respectively, k∗j ), i, j ∈ I , be the dimension ofV (�)
�−�i (respectively,
of V (�)w◦
�+�j ). Suppose thatki, k∗j > 0. Then

(i) {x−i,sv�, . . . , x−i,s+ki−1v�} is a basis ofV (�)
�−�i for all s ∈ Z.
(ii) {x+j,sv∗�, . . . , x+j,s+k∗j−1v

∗
�} is a basis ofV (�)w◦
�+�j for all s ∈ Z.

Proof. We prove only (i), the proof of (ii) being similar. SinceV (�) = Ûq(�)v�, the
elementsx−i,kv�, k ∈ Z spanV (�)
�−�i . Next, observe thatx−i,kv� �= 0 for all k ∈ Z.
Indeed, if x−i,nv� = 0 for somen ∈ Z then, sincev� is an eigenvector for thehi,s ,

s ∈ Z we get, using the defining relations of̂Uq

0= hi,sx
−
i,nv� = −

[2s]i
s

x−i,n+sv�.

It follows that x−i,kv� = 0 for all k ∈ Z. Therefore,V (�)
�−�i = 0, which is a
contradiction.
It remains to prove that the set{x−i,sv�, . . . , x−i,s+ki−1v�} is linearly independent for

all s ∈ Z. If ki = 1 then, sincex−i,sv� �= 0 for all s ∈ Z, there is nothing to prove.

Assume thatki > 1 and that
∑ki−1
r=0 arx

−
i,r+sv� = 0 for somear ∈ C(q), r = 1, . . . , k

and for somes ∈ Z. Applying hi,m as above we conclude that

ki−1∑
r=0

arx
−
i,r+sv� = 0, ∀s ∈ Z. (2.2)
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Let r1 (respectively,r2) be the minimal (respectively, the maximal)r, 0�r�ki − 1
such thatar �= 0. Then, using (2.2) withs = 0 and s = 1, we obtain

x−i,r1v� = −a−1r1
r2∑

r=r1+1
arx

−
i,rv�, x−i,r2+1v� = −a−1r2

r2∑
r=r1+1

ar−1x−i,rv�.

Observe that both sums contain at least one non-zero term. Then it follows by induction
on r1 − k (respectively, onk − r2) from the above formulae and (2.2) that thex−i,kv�
lie in the linear span of vectorsx−i,r1+1v�, . . . , x

−
i,r2
v� for all k < r1 (respectively, for

all k > r2). Therefore, dimV (�)
�−�i < ki which is a contradiction. �

2.5.

Lemma. Define

k(�) = min
i∈I {dimV (�)
�−�i : V (�)
�−�i �= 0}.

Then

k(�) = min
i∈I {dimV (�)w◦
�+�i : V (�)w◦
�+�i �= 0}.

Proof. Let k∗ = mini∈I {dimV (�)w◦
�+�i : V (�)w◦
�+�i �= 0}. Choosei ∈ I such
that k(�) = dimV (�)
�−�i for some i ∈ I . SinceV (�) is an integrablêU′q -module,
its character isW-invariant (cf. say[20]). Sincew◦�i = −�j for some j ∈ I we
conclude that dimV (�)w◦
�+�j = k(�) and sok∗�k(�). A similar argument shows
that k(�)�k∗. �

2.6.

Lemma. For any v ∈ V (�), E
�(�
∨
)+1

0 v = 0= F

�(�

∨
)+1

0 v.

Proof. SinceV (�) is finite dimensional, it decomposes, uniquely, as a direct sum of
simple finite dimensional highest weight modulesV (
) overUq(g) with 
 ∈ 
�−Q+.
Therefore, in order to prove the assertion it is sufficient to show that, if
− �, � ∈ Q+
is a weight ofV (
), then� = 
− �− (
(�∨)+ 1)� is not a weight ofV (
). Indeed,
otherwise, since the formal character ofV (
) isW-invariant,s�� = 
−�+(�(�∨)+ 1)�
is also a weight ofV (
). It follows that �′ = �− (�(�∨)+ 1)� ∈ Q+.
Let J = {i ∈ I : �i (�

∨) > 0} and observe thatJ is not empty. Write� =∑i∈I ni�i .
Suppose first that�(�∨) = 0. Thenni = 0 for all i ∈ J . Yet � =∑i∈I ai�i andai > 0
for all i ∈ I . It follows that the�i , i ∈ J occur in �′ = � − � with strictly negative
coefficients. Therefore,�′ /∈ Q+ which is a contradiction.
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Finally, suppose that�(�∨) > 0. Then there existsi ∈ J such thatni �= 0. It follows
that �i occurs in(�(�∨) + 1)� with the coefficient at leastai(ni + 1) > ni . Thus, �i
occurs in�′ with a negative coefficient and so�′ /∈ Q+.
A similar argument shows thatF−w◦
�(�

∨
)+1

0 v = 0 for all v ∈ V (�). It remains to
observe that−w◦
�(�

∨) = 
�(�
∨). �

2.7.

Proposition. For all r ∈ N, V (�) = Ûrq(�)v� = Ûrq(�)v∗�.

Proof. It is sufficient to prove the statement forv�, the proof of the other one being
similar. Recall that all weights ofV (�) are of the form
� − �, � ∈ Q+. We prove by
induction on ht� that

V (�)
�−� ⊂ Ûrq(�)v�, ∀ r ∈ N.

If ht � = 0 then there is nothing to prove. Assume that ht� = 1, that is� = �i for
some i ∈ I . Then k = dimV (�)
�−�i > 0 and by Lemma 2.4,V (�)
�−�i is spanned
by x−i,rv�, . . . , x

−
i,r+k−1v� for all r�0. In particular,

V (�)
�−�i ⊂ Ûrq(�)v�

for all r�0.
Suppose thatv ∈ V (�)
�−� with ht ��1 and thatv ∈ Ûrq(�)v� for all r ∈ N. Fix

some r ∈ N. For the inductive step, it suffices to prove thatx−i,kv ∈ Ûrq(�)v� for

all k ∈ Z and for all i ∈ I . We may assume, without loss of generality, thatv = x−j,nw
for somew ∈ Ûr+1q (�)v�, j ∈ I and n > r. It follows from the defining relations of

the algebrâUq that

x−i,kx
−
j,nw = q

aij
i x−j,nx

−
i,kw + q

aij
i x−i,k+1x

−
j,n−1w − x−j,n−1x−i,k+1w.

If k�r−1 then all terms in the right-hand side lie in̂Urq(�)v� by the assumption onw
and by the induction hypothesis. Then it follows from the above formula by induction
on r − k that x−i,kx

−
j,nw ∈ Ûrq(�)v� for all k < r and the proposition is proved.�

Corollary. We haveV (�) = Û+q v� = Û+q v∗�.

Proof. This follows immediately from the above and Proposition 1.5.�

2.8. As a consequence of Proposition 2.7, we can define a mapn : V (�) → N in
the following way. Givenv ∈ V (�), v �= 0 let n(v) be the minimalr ∈ N such
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that v can be written as a linear combination of homogeneous elements ofÛ′q of

degree�r applied tov�. Such a number is well-defined sinceV (�) = Û0
q(�)v� by

Proposition 2.7. Setn(0) = −∞ with the convention that−∞ < n for all n ∈ Z.
Finally, setn(�) = max{n(v) : v ∈ V (�)}.

Lemma.We have, for all v ∈ V (�),
n(Eiv)�n(v), i ∈ I
n(E0v)�n(v)+ 1,

n(Fiv)�n(v)+ dimV (�)
�−�i , i ∈ I
n(F0v)�n(v)− 1.

Proof. The first two statements are obvious. For the next two, observe that sinceV (�)

is spanned by vectors of the formXv� where X is a monomial in theEi , i ∈ Î ,
it suffices by the relations in̂Uq to prove the assertion forv = v�. If i = 0, then
F0v� = 0 and there is nothing to prove. So assume thati �= 0, and thatFiv� �= 0 (if
Fiv� = 0, there is again nothing to prove). Then, by Lemma 2.4,Fiv� is contained in
the linear span of thex−i,sv�, s = 1, . . . ,dimV (�)
�−�i . �

2.9.Let m = m(�) ∈ N+ be maximal such that� ∈ (C(q)[um])�. Then� can be written
uniquely as�0�0� · · ·�0�m−1 where�0 is an�-tuple of polynomials with constant term 1,

� is anmth primitive root of unity and the product is taken component-wise. By[5],
V (�)�V (�0)⊗· · ·⊗V (�0

�m−1
). It follows that dimV (�)
�−�i = mdimV (�0)


�0−�i for

all i ∈ I .
Denote by�� the unique isomorphism of̂U′q -modules

V (�0)⊗ · · · ⊗ V (�0
�m−1) −→ V (�0

�m−1)⊗ V (�
0)⊗ · · · ⊗ V (�0

�m−2)

which sendsv� = v�0 ⊗ · · · v�0
�m−1

to the corresponding permuted tensor product of

highest weight vectors. Set�� = (�∗�)⊗m ◦ ��, where �∗� is the pull-back by the

automorphism�� of Ûq . Then��(xv) = �−degxx��(v) and��(v�) = v�, whence�m� =
id and

V (�) =
m−1⊕
k=0

V (�)(k), whereV (�)(k) = {v ∈ V (�) : ��(v) = �kv}.

Notice also that, since degKi = 0, �� preserves weight spaces ofV (�).

Lemma. Let v ∈ V (�)(k) and suppose thatv =∑N
s=1Xsv� withXs ∈ Û′q homogeneous.

ThenXsv� �= 0 only if degXs + k = 0 (modm). In particular, n(v)+ k = 0 (modm).
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Proof. This is immediate sinceV (�) = ⊕m−1
r=0 V (�)(r) and Xsv� ∈ V (�)(l) where

l = −degXs (modm). �

2.10.Let L(V (�)) = V (�)⊗C(q)C(q)[t, t−1] be the loop space ofV (�). Define thêUq -
module structure onL(V (�)) by

x(v ⊗ tn) = xv ⊗ tn+degx, D(v ⊗ tn) = qnv ⊗ tn, C±1/2(v ⊗ tn) = v ⊗ tn

for all x ∈ Ûq homogeneous,v ∈ V (�) and n ∈ Z. Henceforth we writevtn for the
elementv ⊗ tn, v ∈ V (�), n ∈ Z of L(V (�)).
Let m = m(�). By [6], L(V (�)) is a direct sum of simple submodulesLr(V (�)),

r = 0, . . . , m− 1 whereLr(V (�)) = Ûq(v�t r ) = Ûq(v∗�t r ).
Define �̂�(vt

r ) = �r��(v)t
r . Then by [6], �̂� ∈ End̂UqL(V (�)) and the

simple submoduleLs(V (�)) is just the eigenspace of̂�� corresponding to the eigen-
value �s .

Lemma. For all s = 0, . . . , m−1, theC(q)-subspacêU+q (v�t s) is spanned by elements

of the formvts+n(v)+k, v ∈ V (�), k ∈ N.

Proof. The statement follows immediately from Corollary 2.7 and from the definition
of n(v) in 2.8. �

3. Irreducibility of X(�) ⊗ V (�)

In this section we prove the following:

Theorem 1. Let � ∈ P̂ and let V (�) be a finite dimensional simplêU′q -module cor-
responding to an�-tuple � of polynomials in one variable with constant term1.
ThenX(�)⊗ V (�) is a simpleÛ′q -module.

This result is a quantum version of[7, Theorem 4.2].

3.1. By Proposition 1.5,̂Urq(�), r�0 and Ûrq(�), r > 0 are contained in̂U+q which

is in turn contained in the Hopf subalgebrâU
+
q of Û′q .

Proposition. Let � ∈ P̂ .
(i) As Û′q -module, we have

M(�)⊗ V (�) = Û′q(m� ⊗ v�) = Û′q(m� ⊗ v∗�)
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and

X(�)⊗ V (�) = Û′q(v� ⊗ v�) = Û′q(v� ⊗ v∗�).

(ii) As Ûq -modules, we have

M(�)⊗ Ls(V (�)) =
∑
n∈Z

Ûq(m� ⊗ v�tmn+s) =
∑
n∈Z

Ûq(m� ⊗ v∗�tmn+s)

and

X(�)⊗ Ls(V (�)) =
∑
n∈Z

Ûq(v� ⊗ v�tmn+s) =
∑
n∈Z

Ûq(v� ⊗ v∗�tmn+s)

for all s = 0, . . . , m− 1.

Proof. The argument repeats that of the proof of[7, Lemma 2.1]and is included here
for the reader’s convenience.
Observe first that, sincêU

+
q is a Hopf subalgebra of̂U′q , we have by Lemma 2.7

Û
+
q (m� ⊗ v�) = m� ⊗ Û+q v� = m� ⊗ V (�).

We prove by induction on ht̂� that

M(�)�−̂� ⊗ V (�) ⊂ Û′q(m� ⊗ V (�)).

If ht �̂ = 0 then there is nothing to prove. Suppose that ht�̂ = 1 that is �̂ = �i for
somei ∈ Î . SinceM(�)�−�i is spanned byFim�, we have

Fi(m� ⊗ V (�)) = Fim� ⊗ V (�)+m� ⊗ V (�),

whence

Fim� ⊗ V (�) ⊂ Û′q(m� ⊗ V (�)).

The inductive step is proved similarly.
Thus,M(�)⊗V (�) ⊂ Û′q(m�⊗v�) and we conclude thatM(�)⊗V (�) is generated

by m�⊗ v�. To see that it is also generated bym�⊗ v∗� one proceeds as above using
an observation that, by Proposition 2.7,Û0

q(�)v∗� = V (�) and thatÛ0
q(�)m� = 0.

This proves (i) for the modulesM(�) ⊗ V (�) and hence for the quotient module
X(�)⊗ V (�).
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The proof of (ii) is similar. To see that induction starts, notice that by Corollary 2.7
and Lemma 1.6, we have∑
n∈Z

Ûq(m� ⊗ v�tmn+s) =
∑
n∈Z

Û−q (m� ⊗ Û+q (v�tmn+s)) =
∑
n∈Z

Ûq(m� ⊗ Ls(V (�))).

The inductive step is now completed as before.�

3.2. Let � ∈ P̂+. Recall from (2.1) that when we regardX(�) as aÛ′q -module, any
weight vectoru ∈ X(�) of weight�− �̂ can be written uniquely as a sumu =∑k uk
of linearly independent elementsuk ∈ X(�)�−�k−nk�0, where �k ∈ Q+, nk ∈ N and
�k + nk�0 = �̂. Denote by degu the maximal value of thenk.
Given a weight vectorv ∈ V (�), set ht�(v) := ht(
� −wt v). Let w ∈ X(�)⊗ V (�)

be a weight vector and write

w =
r∑
k=1

uk ⊗ vk,

where theuk are linearly independent weight vectors inX(�) and thevk are weight
vectors inV (�). Fix an integerj0(w) = j0, 1�j0�r such that the following two
conditions hold:

deguj0 � deguj , ∀1�j�r, (3.1)

deguj0 = deguj  ⇒ ht�(vj0)�ht�(vj ). (3.2)

Proposition. Let w = ∑r
k=1 uk ⊗ vk ∈ X(�) ⊗ V (�) be a weight vector and let

j0 = j0(w) be as above.

(i) Assume thatvj0 /∈ C(q)v�. Then there existsi ∈ I , s�0 such that

0 �= x+i,sw =
∑

j :deguj=deguj0 ,
ht�(vj )=ht�(vj0 )

q
wt uj (�∨i )
i (uj ⊗ x+i,svj )+ S, (3.3)

where S is a sum of terms of the formu′j ⊗ v′j with either degu′j < deguj0 or

degu′j = deguj0 and ht�(v′j ) < ht�(x
+
i,svj0).

(ii) Suppose thatdeguj0 = 0. Then, for all s � 0 there existx ∈ Ûsq(�) such that

xw = v� ⊗ v� and y ∈ Ûsq(�) such thatyw = v� ⊗ v∗�.
(iii) Suppose thatdeguj0 = N . Then, there existss > 0 and x ∈ Ûsq(�) such that

xw = v� ⊗ v� and an elementy ∈ Ûsq(�) such thatyw = v� ⊗ v∗�.
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Proof. By 2.2 and Proposition 2.7 there existi ∈ I and s ∈ N+ such thatx+i,suj = 0

for all j and x+i,svj0 �= 0. Observe that by (1.2),

x+i,s(uj ⊗ vj ) = q
wt uj (�∨j )
i (uj ⊗ x+i,svj )+

∑
k

u′k ⊗ v′k,

where ht�(v′k) < ht�(vj ) and degu′k < deguj . It follows that we can writex+i,sw as

in (3.3). Notice that the termuj0 ⊗ x+i,svj0 occurs with a non-zero coefficient on the
right-hand side of (3.3) and is clearly linearly independent from the other terms in this
equation. Hencex+i,sw �= 0 and (i) is proved.
To prove (ii), notice that if deguj0 = 0, then deguj = 0 for all j and hencexuj = 0

for all x ∈ Û+q which are homogenous of positive degree. It follows from (1.2) that

for all x ∈ Û1
q(�) we have

xw =
∑
k

uk ⊗ xvk.

Choosek such that ht�(vk) is maximal andx ∈ Û1
q(�) such thatxvk = v�. Then

for all j we havexvj = ajv� for someaj ∈ C(q). It follows that xw = u ⊗ v� for
someu ∈ X(�) and degu = 0. Since degu = 0 andX(�) is irreducible it follows
that u ∈ Uq(g)v� and hence there existsx′ ∈ Uq(g) ∩ Û+q such thatx′u = v� and so

we getx′xw = v� ⊗ v�. Furthermore, there existsy ∈ Û1
q(�) such thatyv� = v∗�. It

follows that y(v� ⊗ v�) = v� ⊗ v�∗ which completes the proof of (ii).
We prove (iii) by induction onN. Notice that (ii) proves that induction starts. Consider

first the case whenvj0 = av� for somea ∈ C(q)×. Then we can write

w = u⊗ v� + w′,

wherew′ = ∑
j :deguj<N uj ⊗ vj . Chooses > 0 so thatx+i,su = 0 for all i ∈ I . By

(1.2), x+i,s(u ⊗ v�) = 0. The induction hypothesis applies tow′ and so there exists

x ∈ Ûsq(�) such thatxw′ = v�⊗ v�. It follows that xw = v�⊗ v� and we are done.
Suppose then that ht�(vj0) = M and that (iii) is established for ht�(vj0) < M.

By part (i) there existi ∈ I and s > 0 such thatw′ = x+i,sw �= 0. Furthermore
write w′ = ∑

j u
′
j ⊗ v′j and setj ′0 = j0(w

′). Observe that degu′
j ′0
= deguj0 and

ht�(v′j ′0) = M − 1. Hence the induction hypothesis onM applies and we conclude that

there existsx′ ∈ Ûs′q (�), s′ > s with x(x+i,sw) = v� ⊗ v�. �

Corollary. Let W be a non-zero submodule ofX(�) ⊗ V (�) with � ∈ P̂ dominant.
Then W contains bothv� ⊗ v� and v� ⊗ v∗�.
Theorem1 follows immediately from the above Corollary and Proposition 3.1.
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4. A filtration of M(�) ⊗ L(V (�)) and X(�) ⊗ L(V (�))

4.1. Let M be a Ûq -module

Definition. We call a collection{Fn}n∈Z of Ûq -submodules ofM a decreasingZ-
filtration of M if M = ∑

n∈Z Fn andFn ⊇ Fn+1 for all n ∈ Z. We say that the
filtration {Fn}n∈Z is strictly decreasingif Fn �=Fn+1 for all n ∈ Z and is trivial if
Fm =Fn for all m, n ∈ Z.
In this section we prove that fors = 0, . . . , m(�)−1, the modulesM(�)⊗Ls(V (�))

and X(�) ⊗ Ls(V (�)) admit a Z-filtration M(s)
n (respectively,X(s)

n ), n ∈ Z, whose
successive quotients are in the categoryO and are isomorphic aŝU′q -modules. We

prove thatMn�Mn+1 for all n ∈ Z and that
⋂
n∈Z M(s)

n = 0 We also show that the
filtration Xn, n ∈ Z is either trivial or strictly decreasing. In the first case we prove
that this implies thatX(�)⊗Ls(V (�)) is irreducible and in the second case we prove
that

⋂
n∈Z X(s)

n = 0.

4.2. Setm = m(�).

Proposition. Let� ∈ P̂ . Givenn ∈ Z, letMn be theÛq -submodule ofM(�)⊗L(V (�))
generated by the vectorsm�⊗ v�tmn+s , s = 0, . . . , m−1. Then the modulesMn form
a Z-filtration of M(�) ⊗ L(V (�)). Moreover, for all n ∈ Z, the modulesMn/Mn+1
are in the categoryO and are isomorphic aŝU′q -modules.
Further, if Xn is the submodule ofX(�)⊗L(V (�)) generated by the vectorsv�⊗

v�t
mn+s , s = 0, . . . , m − 1, then the modulesXn form a Z-filtration of X(�) ⊗

L(V (�)). Moreover, for all n ∈ Z the modulesXn/Xn+1 are in the categoryO and
are isomorphic aŝU′q -modules.

Proof. We prove only the statement for the Verma modules, the proof of the one
for X(�) being similar. Let� = (�i (u))i∈I , where �i (u) = ∑

k �i,kuk ∈ C(q)[u].
By the choice ofm, there existsi ∈ I such that�i,r = 0,0<r <m and �i,m �= 0.
ThenPi,mv� = �i,mv� and soPi,m(m�⊗ v�tmn+s) = m�⊗ (�i,mv�)tm(n+1)+s by (1.4).
Therefore,Mn ⊇Mn+1. SinceM(�)

⊗
L(V (�)) =∑n∈Z Mn by Proposition 3.1(ii),

it follows that {Mn}n∈Z is a Z-filtration onM(�)
⊗
L(V (�)).

To show thatMn/Mn+1 is in the categoryO, it suffices to prove that the subspaces
Û
+
q (m� ⊗ v�t

mn+s), s = 0, . . . , m − 1 of Mn are finite-dimensional moduloMn+1.
Equivalently, it is sufficient to prove that the subspaceÛ+q (v�tmn) is finite-dimensional

modulo the subspacêU+q (v�tm(n+1)). Now, by Proposition 1.5,

Û+q (v�tmn) ⊂ Û0
q(�)Û0

q(0)(v�t
mn) = Û0

q(�)v�tmn (modÛ+q v�tm(n+1))

since Pi,rv� = 0 unlessr is divisible by m. Since V (�) is finite dimensional, by
Lemma 2.7 there exist homogeneousX1, . . . , XN ∈ Ûrq(�) for some r�0 such

that X1v�, . . . , XNv� form a basis ofV (�). Let x ∈ Û0
q(�). Then there exist
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aj ∈ C(q), j = 1, . . . , N such that

xv� =
N∑
j=1

ajXjv�.

We may assume thatx is homogeneous of degreek. Thenxv� ∈ V (�)(−k) and soaj = 0
unless degXj = k (modm) by Lemma 2.9. Then we can write

x(v�t
mn) = (xv�)t

mn+k =
 N∑
j=1

ajXjv�

 tmn+k = N∑
j=1

ajXj (v�t
mn+k−degXj ),

the only non-zero terms being those with degXj = k (modm). It follows that
x(v�t

mn) = 0 (modÛ+q (v�tm(n+1))) if k is sufficiently large. Therefore, the dimension of

Û+q (v�tmn) (modÛ+q (v�tm(n+1))) is bounded above by the dimension of the

subspace of̂U0
q(�) spanned by homogeneous elements whose degree does not exceed

maxj {degXj }. Evidently, such a subspace of̂U0
q(�) is finite-dimensional.

To prove thatMn/Mn+1�Mn−1/Mn as aÛ′q -module for alln, consider the map

M(�)⊗ L(V (�)) −→ M(�)⊗ L(V (�)),
v ⊗ wtk #→ v ⊗ wtk+m

for all v ∈ M(�), w ∈ V (�) and k ∈ Z. This is obviously a map of̂U′q -modules (but,

of course, not̂Uq -modules) which takesMn isomorphically ontoMn+1. Moreover, this
operation corresponds to tensoringMn with the 1-dimensional highest weight integrable
moduleX(m�). Thus we haveMn�Mn+1 ⊗ X(−m�) and so in factMn/Mn+1 is
isomorphic to(Mn−1⊗X(m�))/(Mn ⊗X(m�)) as aÛ′q -module. �

4.3.For s = 0, . . . , m−1, letM(s)
n (respectively,X(s)

n ) be theÛq -submodule ofM(�)⊗
L(V (�)) (respectively, ofX(�)⊗ L(V (�))) generated bym� ⊗ v�tmn+s (respectively,
by v� ⊗ v�tmn+s).

Lemma. For all n ∈ Z, we have

Mn =
m−1⊕
s=0

M(s)
n ,

and

M(s)
n =Mn ∩ (M(�)⊗ Ls(V (�))).
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Further, the M(s)
n , n ∈ Z form a decreasing filtration ofM(�) ⊗ Ls(V (�)), s =

0, . . . , m− 1. Analogous statements hold forX(s)
n .

Proof. This follows immediately from the trivial observation that for anŷUq -module
M we haveM ⊗ L(V (�)) =⊕m−1

s=0 M ⊗ Ls(V (�)). �

4.4. Fix an ordered basis ofV (�) of weight vectorsv0 = v�, v1, . . . , vN = v∗� such
that ht�(vi)�ht�(vi+1) for all i = 0, . . . , N−1. Furthermore, we may assume, without
loss of generality, thatvj ∈ V (�)(kj ) for some 0�kj �m − 1. It is clear thatFivj
is a linear combination ofvj ′ with j ′ > j if i ∈ I and with j ′ < j if i = 0. Let

M̃
(s)

n be theÛ
−
q -submodule ofM(�) ⊗ L(V (�)) generated by the set{m� ⊗ vj tr :

r�mn+ s, j = 0, . . . , N, r = s − kj (modm)} and set
∑m−1
s=0 M̃

(s)

n = M̃n. Similarly,

let X̃
(s)

n be theÛ
−
q -submodule ofX(�)⊗Ls(V (�)) generated by the set{v� ⊗ vj tr :

r�mn+ s, j = 0, . . . , N, r = s − kj (modm)}.

Lemma. For 0�s�m− 1, and n ∈ Z, we have

M(s)
n ⊂ M̃

(s)

n , X(s)
n ⊂ X̃

(s)

n .

Proof. Immediate. �

4.5. The following proposition plays a crucial role in the reminder of the paper.

Proposition.

(i) Let v ∈ V (�), n ∈ N and suppose that there exist elementsXj,r ∈ (Û−q )+, r�0,
j = 0, . . . , N such that inM(�)⊗ L(V (�)) we have,

m� ⊗ vtn =
N∑
j=0

∑
r�n

Xj,r (m� ⊗ vj tr ). (4.1)

Thenv = 0.
(ii) Let w ∈ M(�)⊗ L(V (�)), w �= 0. Then there existsn ∈ Z such thatw /∈ M̃n+1.
(iii) Let v ∈ V (�) and suppose that there exist elementsXj,r ∈ (Û−q )+, r�0, j =

0, . . . , N such that inX(�)⊗ L(V (�)) we have,

v� ⊗ vtn =
N∑
j=0

∑
r�n

Xj,r (m� ⊗ vj tr ). (4.2)
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Let R be the maximalr�n such that there exists0�j�N with Xj,r (v�⊗vj tr ) �=
0 and let j0 be the minimal j such thatXj,R(v� ⊗ vj t

R) �= 0. Then Xj0,R ∈
AnnÛ−q v�.

Proof. To prove (i), suppose for a contradiction thatv �= 0. LetR be the maximalr�n
such that there existsj with Xj,r (m�⊗ vj tr ) �= 0 and letj0 be the minimal 0�j�N
such thatXj,R(m�⊗vj tR) �= 0. ThenXj0,R(m�⊗vj0tR) contains a termc(Xj0,Rm�)⊗
vj0t

R for somec ∈ C(q)×. Since�(Û−q ) ⊂ Û
−
q ⊗Û

−
q , it follows that all other elements

in (4.1) are terms of the formm′ ⊗ vj ′ t r where eitherr < R or r = R and j ′ > j0.
If R > n, then this forcesXj0,R ∈ AnnÛ−q m� and henceXj0,R = 0 which is a
contradiction. IfR = n, then (4.1) reduces to

m� ⊗ vtn =
N∑
j=0

Xj,n(m� ⊗ vj tn).

Let k = #{j : Xj,n(m� ⊗ vj tn) �= 0}. If k = 0 then we are done. Suppose thatk = 1.
Thenm�⊗vtn = Xj,n(m�⊗vj tn) for some 0�j�N . If Xj,nm� �= 0 thenXj,n(m�⊗
vj t

n) contains a non-zero term lying in
⊕

�∈Q̂+\{0}M(�)�−�⊗L(V (�)) which is clearly
impossible. HenceXj,nm� = 0 and we get a contradiction. Suppose then that we have
proved that eitherk = 0 or k�s for somes ∈ N+. If k = s thenXjr ,n(m�⊗vjr tjr ) �= 0
for some 0�j1 < · · · < js�N . If Xjr ,nm� �= 0 for any jr , then again the right hand
side of (4.1) contains a non-zero term in

⊕
�∈Q̂+\{0}M(�)�−� ⊗ L(V (�)) which is a

contradiction. Thusk = 0 or k > s. SinceV (�) is finite-dimensional it follows that
k = 0 and we are done.
To prove (ii), write w = ∑s

j=1mj ⊗ wj t
rj , wheremj ∈ M(�), wj ∈ V (�) and

rj ∈ Z. Let n0 = max{rj : 1�j�s} and suppose thatw ∈ M̃n for somen > n0. This
means that we can write

w =
N∑
j=0

∑
r�n

Xj,r (m� ⊗ vj tr )

for some choice ofXj,r ∈ Û−q . But now arguing exactly as in theR > n case of (i),
we see thatw = 0 which is a contradiction.
The proof of (iii) is an obvious modification of the argument in (i).�

4.6.

Proposition. The Z-filtration M(s)
n of M(�)⊗ Ls(V (�)), s = 0, . . . , m − 1 is strictly

decreasing and
⋂
n∈Z M(s)

n = 0.
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Proof. In view of Proposition 4.2 for the first statement it is sufficient to prove that
M(s)

0 �=M(s)
1 . Assume for a contradiction thatM(s)

0 =M(s)
1 . Thenm� ⊗ v�t s ∈M(s)

1
and hence it follows from Lemma 4.4 that there existXj,r ∈ Û−q such that

m� ⊗ v0t s =
N∑
j=0

∑
r�m+s

Xj,r (m� ⊗ vj tr ). (4.3)

SinceXj,r ∈ (Û−q )+ we get a contradiction by Proposition 4.5(i).

Furthermore, letw ∈ ⋂
n∈NM(s)

n . If w �= 0, then by Proposition 4.5(ii) we can

choosen0 ∈ Z such thatw /∈ M̃
(s)

n0
contradictingM(s)

n0
⊂ M̃

(s)

n0
. �

4.7. To analyse the filtration onX(�) ⊗ L(V (�)), � ∈ P̂+, we need the following
analogue of Proposition 3.2.

Proposition. Let w =∑r
k=1 uk ⊗ vktrk ∈ X(�)⊗ L(V (�)) be a weight vector and let

j0 = j0(w) be the integer associated with the element
∑r
k=1 uk ⊗ vk ∈ X(�)⊗ V (�)

as in 3.2.

(i) Assume thatvj0 �= v�. There existsi ∈ I , s�0 such that

0 �= x+i,sw =
∑

j :deguj=deguj0 ,
ht�(vj )=ht�(vj0 )

q
wt uj (�∨i )
i (uj ⊗ x+i,svj trj+s)+ S, (4.4)

where S is a sum of terms of the formu′j ⊗ v′j t r
′
j where eitherdegu′j < deguj0

or degu′j = deguj0 and ht�(v′j ) < ht�(x
+
i,svj0).

(ii) Suppose thatdeguj0 = 0. Then rj = R for all j for someR ∈ N. Furthermore,
for all s � 0 there existsx ∈ Usq(�) and an integer L such thatxw = v�⊗ v�tL
and an elementy ∈ Usq(�) and an integerL′ such thatyw = v� ⊗ v∗�tL′ .

(iii) Suppose thatdeguj0 = N . Then there existss > 0 and x ∈ Usq(�) and an integer

K such thatxw = v�⊗ v�tK and an elementy ∈ UKq (�) and an integerK ′ such
that yw = v� ⊗ v∗�tK ′ .

Proof. The first statement in part (ii) is an obvious consequence of the fact thatw is
a weight vector. The proposition is now proved in exactly the same way as Proposition
3.2 and we omit the details.�

Corollary. Let W be a non-zero submodule ofX(�)⊗L(V (�)) with � ∈ P̂ dominant.
Then W containsv� ⊗ v�t s for somes ∈ Z and v� ⊗ v∗�t r for somer ∈ Z.
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4.8.We note the following consequence of Corollary 4.7

Proposition. TheZ-filtration X(s)
n of X(�)⊗ Ls(V (�)), s = 0, . . . , m− 1 is either

(i) trivial and X(�)⊗ Ls(V (�)) is irreducible, or
(ii) strictly decreasing and

⋂
n∈Z

X(s)
n = 0.

Proof. Suppose thatX(s)
n = X(s)

m for somem > n ∈ Z. ThenX(s)
n = X(s)

n+1 and it

follows from Proposition 4.2 thatX(s)
m = X(s)

n for all m, n ∈ Z. This proves that the
filtration is either trivial or strictly decreasing.
Let W be a non-zero submodule ofX(�) ⊗ Ls(V (�)). By Corollary 4.7, v� ⊗

v�t
mr+s ∈ W for some r ∈ Z and soX(s)

r ⊂ W . If the filtration is trivial, then
this implies thatX(s)

n ⊂ W for all n ∈ Z. It follows from Proposition 3.1(ii) that
W = X(�)⊗ Ls(V (�)) and (i) is proved.
Suppose that the filtration is strictly decreasing and setW = ⋂

n∈Z X(s)
n . Suppose

thatW �= 0. Then it follows from Corollary 4.7 thatv�⊗v�tmr+s ∈ W for somer ∈ Z
and henceX(s)

r ⊂ W . ThenX(s)
r ⊂ X(s)

r+1 and soX(s)
r = X(s)

r+1 which is a contradiction
whence (ii). �

4.9.The results of this section allow us to complete the tensor productsX(�)⊗L(V (�))
andM(�)⊗L(V (�)). We restrict ourselves to the first case, the second one being sim-
ilar. Let � ∈ P̂ and suppose that the filtrationX(s)

r , r ∈ Z is strictly decreasing.
Let X(�)⊗̂Ls(V (�)) be the completion ofX(�)⊗Ls(V (�)) with respect to the topol-
ogy induced by the filtrationX(s)

r . It is well-known that then there exists a canonical
map �X : X(�) ⊗ Ls(V (�)) −→ X(�)⊗̂Ls(V (�)) and ker�X = ⋂

r∈Z X(s)
r = 0 by

Proposition 4.8(ii). Therefore,X(�) ⊗ Ls(V (�)) embeds into the completion. On the
other hand,

X(�)⊗̂Ls(V (�))� lim←− (X(�)⊗ L
s(V (�)))/X(s)

r .

Furthermore, let̂X
(s)

n be the completion ofX(s)
n ,

X̂
(s)

n = lim←− X(s)
m /X

(s)
n .

Then X̂
(s)

n is a Z-filtration on X(�)⊗̂Ls(V (�)) andX(s)
n /X

(s)
n+1�X̂

(s)

n /X̂
(s)

n+1 and so

the associated graded space ofX(�) ⊗ Ls(V (�)) with respect to the filtrationX(s)
n
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is isomorphic to the associated graded space ofX(�)⊗̂Ls(V (�)) with respect to the

filtration X̂
(s)

n . One also has(X(�)⊗̂L(V (�)))/X̂n�(X(�)⊗ L(V (�)))/Xn.

5. An irreducibility criterion for X(�) ⊗ L(V (�))

In this section we establish a sufficient condition for the simplicity of theÛq -modules
X(�)⊗ Ls(V (�)), s = 0, . . . , m(�)− 1, � ∈ P̂+.

Theorem 2. Let � ∈ P̂+ and let � = (�i (u))i∈I be an �-tuple of polynomials with
constant term1. Suppose that either

(k(�)+m(�))(�, �) < (�+ 
�, �i ),

for somei ∈ I satisfyingk(�) = dimV (�)
�−�i or

k(�)(�, �) < −(�+ w◦
�, �i ),

for somei ∈ I satisfyingk(�) = dimV (�)w◦
�+�i . Then for all s = 0, . . . , m(�) − 1,
the filtrationX(s)

n , n ∈ Z of X(�)⊗ Ls(V (�)) is trivial and henceX(�)⊗ Ls(V (�))
is an irreducibleÛq -module.

Proof. It suffices by Proposition 4.8 to show that the filtration is trivial. Let�0 be as
defined in 2.9, and setk = k(�0), clearly k(�) = mk wherem = m(�). Fix i ∈ I so
that k(�) = dimV (�)
�−�i . By Lemma 2.4,

x−i,m(k+1)v� =
mk∑
r=1

arx
−
i,rv�

for somear ∈ C(q), r = 1, . . . , mk. Applying (1.3) we see that

x−i,m(k+1)(v� ⊗ v�tmn+s) = v� ⊗ (x−i,m(k+1)v�)tm(n+k+1)+s

= v� ⊗
(
mk∑
r=1

arx
−
i,rv�

)
tm(n+k+1)+s

=
mk∑
r=1

arx
−
i,r (v� ⊗ v�tm(n+k+1)+s−r ),

which proves thatx−i,m(k+1)(v�⊗v�tmn+s) is contained inX(s)
n+1. Consider the subalgebra

of Ûq generated byE = x−i,m(k+1), F = x+i,−m(k+1) and K = Cm(k+1)K−1i which is
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isomorphic toUqi (sl2) with standard generatorsE,F,K±1. Note that inX(s)
n /X

(s)
n+1

we have

E(v� ⊗ v�tmn+s) = 0, K(v� ⊗ v�tmn+s) = qri (v� ⊗ v�tmn+s),

where dir = m(k + 1)(�, �) − (� + 
�, �i ) < 0. SinceX(s)
n /X

(s)
n+1 is an integrable

module for Ûq and hence for this copy ofUqi (sl2), this forces

v� ⊗ v�tmn+s ∈ Xn+1 ∩X(�)⊗ Ls(V (�)) = X(s)
n+1,

and soX(s)
n = X(s)

n+1.
The second assertion is proved similarly. We work with the elementsv� ⊗ v∗�tmn+s

and x+i,mk and we omit the details.�

6. A reducibility criterion for X(�) ⊗ L(V (�))

In this section we analyze the structure ofX(�) ⊗ L(V (�)) and give a sufficient
condition for the tensor product to be reducible.

Theorem 3. Let� ∈ P̂ be dominant and suppose that(�, �) ≥ (�+
�)(�
∨)+m(�)−1

or, equivalently, �(�∨0 )�
�(�
∨)+m(�)−1. Then the modulesX(�)⊗Ls(V (�)), s =

0, . . . , m(�)− 1 are reducible.

The theorem is proved in the rest of the section.

6.1.

Lemma. Let � be a dominant weight. Takev ∈ V (�). Then

F
�i+1
i (v� ⊗ vtr ) =

�i+1∑
k=1

ckF
�i+1−k
i (v� ⊗ (F ki v)tr−k�i,0)

whereck ∈ C(q).

Proof. Recall thatF�i+1
i v� = 0. One has

F
�i+1
i (v� ⊗ vtr ) = F

�i
i (c1Fiv� ⊗ vtr + v� ⊗ (Fiv)tr−�i,0).
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The second term has the desired form. If�i = 0 then the first term equals zero and
we are done. Otherwise, we can write

F
�i
i (Fiv� ⊗ vtr ) = F

�i−1
i (c′F 2

i v� ⊗ vtr + Fiv� ⊗ (Fiv)tr−�i,0).

Clearly, the elementFiv�⊗Fivtr−�i,0 is a linear combination ofFi(v�⊗ (Fiv)tr−�i,0)

and v� ⊗ (F 2
i v)t

r−2�i,0 which are both of the required form.

Now suppose that, for allk = 1, . . . , s−1, we can writeF�i+1−k
i (F ki v�⊗ vtr ) as a

linear combination of terms which have the required form andF
�i−k
i (F k+1i v� ⊗ vtr ).

Then

F
�i+1−s
i (F si v� ⊗ vtr ) = F

�i−s
i (F s+1i v� ⊗ vtr + F si v� ⊗ Fivtr−�i,0).

Now, the second term can be written as a linear combination of terms which have the
required form by the induction hypothesis. Hence we can repeat the process until we
get to s = �i in which caseF s+1i annihilatesv� and we are done.�

6.2. Set m = m(�). By Proposition 4.2, the moduleX(�) ⊗ Ls(V (�)) admits aZ-
filtration X(s)

n = Ûq(v� ⊗ v�t
mn+s). Let v0, . . . , vN be the basis ofV (�) introduced

in 4.4.

Lemma. Let v ∈ V (�), s, n ∈ N. Suppose that there existsR ∈ N and Xj,r ∈ Û−q ,
j = 0, . . . , N , n+ s�r�R such that

v� ⊗ vtn =
N∑
j=0

R∑
r=n+s

Xj,r (v� ⊗ vj tr ). (6.1)

Let R0 be the minimal value of R for which such an expression exists. ThenR0 <


�(�
∨)+ n+ s.

Proof. Assume for a contradiction thatR0�
�(�
∨)+ n+ s. Let j0 be minimal such

that Xj0,R0(v� ⊗ vj0tR0) �= 0. By Proposition 4.5(ii) and Proposition 2.2(ii)Xj0,R0 =∑
i∈Î yiF

�i+1
i for someyi ∈ Û−q . If i ∈ I , then by Lemma 6.1yiF

�i+1
i (v� ⊗ vj0tR0)

is a linear combination of the elementsyiF
�i−k+1
i (v�⊗Fki vj0tR0), k = 1, . . . ,�i + 1.

But these terms are all of the formX′
j ′,R0(v�⊗ vj ′ tR0) with j ′ > j0 andX′

j ′,R0 ∈ Û−q .
By Lemma 6.1 and Lemma 2.6 we conclude thaty0F

�0+1
0 (v� ⊗ vj0t

R0) is a linear

combination of terms of the formy0F
�0+1−k
0 (v�⊗Fk0 vj0tR0−k) where 1�k� min{�0+

1, 
�(�
∨)}. Observe thatR0− k�R0−
�(�

∨)�n+ s. Thus, we have obtained another
expression of form (6.1) where eitherR < R0 or R = R0 and the minimal value ofj
such thatXj,R0(v�⊗vj tR0) �= 0 is strictly greater thanj0. The former situation cannot
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occur by the choice ofR0. On the other hand, sinceV (�) is finite-dimensional, using
the above argument repeatedly we must eventually reach a stage wheren+ s�R < R0
which is a contradiction. �

6.3. Theorem3 is an immediate consequence of the following.

Proposition. Suppose that�(�∨0 )�
�(�
∨)+m−1. Then theZ-filtration X(s)

n onX(�)⊗
Ls(V (�)) is strictly decreasing.

Proof. Assume for a contradiction thatX(s)
0 = X(s)

1 . Then, as in Proposition 4.6, we
can write

v� ⊗ v0t s =
R∑

r=m+s

N∑
j=0

Xj,r (v� ⊗ vj tr ) (6.2)

for someR�m+ s andXj,r ∈ (Û−q )+ with Xj,R(v�⊗ vj tR) �= 0 for some 0�j�N .
Assume thatR is minimal such that the expression of form (6.2) exists. Thenm+

s�R < 
�(�
∨) + m + s by Lemma 6.2. Furthermore, letj0 be the minimal value

of j, such thatXj,R(v� ⊗ vj t
R) �= 0. Then by Proposition 4.5(ii) and Proposition

2.2(ii), Xj0,R =
∑
i∈I yiF

�i+1
i for some yi ∈ Û−q . Furthermore,Xj0,R is of weight

−(R−s)�+wt v0−wt vj ∈ −(R−s)�0+Q+. On the other hand, the weight ofy0F
�0+1
0

is contained in the set−(�0+1)�0−Q̂+. SinceR−s < 
�(�
∨)+m��0+1 we conclude

that y0F
�0+1
0 (v�⊗vj0tR) = 0. It follows thatXj0,R(v�⊗vj0tR) =

∑
i∈I yiF

�i+1
i (v�⊗

vj0t
R). Thus, by Lemma 6.1Xj0,R(v� ⊗ vj0t

R) is a linear combination of terms of
the formXj ′,R(v� ⊗ vj ′ tR) with j ′ > j0. SinceV (�) is finite-dimensional, repeating
this process we obtain an expression of form (6.2) withXj,R(v� ⊗ vj t

R) = 0 for
all 0�j�N which contradicts the minimality ofR. �

7. Structure of Xn/Xn+1 in some special cases

In this section we analyze the quotient modulesXn/Xn+1 in the special case when
g is of typeA�,B�, C�,D� andV (�) is isomorphic as aUq(g)-module to the natural
representation ofUq(g).

7.1. Assume that the nodes of the Dynkin diagram ofg are numbered as in[17,
Section 4.8]. Then V (�1) is the natural representation ofUq(g) and for the rest of
the section we set� = �1. Moreover, it is known (cf. say[4]) that if we define an
�-tuple of polynomials� = (�i (u))i∈I by �i (u) = �i,1(1− u), then V (�)�V (�) as
Uq(g)-modules.
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Lemma.We havedimV (�)� = 1 for all � ∈ �(V (�)) and hencek(�) = 1.Moreover,
for all v ∈ V (�), i ∈ Î ,

E2
i v = 0= F 2

i v

if g is of typeA�,C� or D�, and

E
2+�i,�
i v = 0= F

2+�i,�
i v

if g is of typeB�.

Proof. To prove the first statement, it is enough to note that by[19] the corresponding
statements hold for theUq(g)-moduleV (�). If i ∈ I , then the second statements also
follow for the same reason. Ifi = 0, then the result follows from Lemma 2.6.�

Notice that the conditions of Theorem2 are not satisfied for the moduleL(V (�))
and � ∈ P̂+ which is not a multiple of�. Indeed, the first condition of Theorem2
reads 2(�, �) < (�, �1) + 1 or, equivalently,(�, � − �1) + (�, �) < 1 which is a
contradiction unless� ∈ Z�. On the other hand,w◦�1 = −�r ′ for somer ′ ∈ I and
so the second condition of Theorem2 yields (�, �)+ (�, �r ′) < 1 which is impossible
if � /∈ Z�.
Recall the functionn : V (�) → N defined in Section2. Since the weight spaces

of V (�) are one-dimensional, it is convenient to think of this as a function from
�(V (�))→ N. We continue to denote this function byn.
The main result of this section is the following.

Theorem 4. Let � ∈ P̂+ and assume that� is not a multiple of�. Then the filtra-
tion Xn on X(�)⊗ L(V (�)) is strictly decreasing. Further,

(i) suppose thatg is of typeA�, C� or D�. Then,

Xn/Xn+1�
⊕

�∈��(�)

X(�+ �+ (n+ n(�))�),

where��(�) = {� ∈ �(V (�)) : �+ � ∈ P̂+}.
(ii) If g is of typeB�, set

��(�) =
{ {� ∈ �(V (�)) : �+ � ∈ P̂+}, �(�∨� ) > 0
{� ∈ �(V (�)) \ {0} : �+ � ∈ P̂+}, �(�∨� ) = 0.

Then

Xn/Xn+1�
⊕

�∈��(�)

X(�+ �+ (n+ n(�))�).
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We prove this theorem in the rest of the section. By Proposition 4.2 it is enough to
consider the casen = 0.

7.2.We will need the following.

Lemma. Suppose that there exist a sequence of integrableÛq -modulesV0 ⊇ V1 ⊇
· · · ⊇ VK such thatV0/VK is a module in the categoryO and eitherVi = Vi+1
or Vi/Vi+1�X(�i ) for some�i ∈ P̂+. Set J = {0� i < K : Vi�Vi+1} and
suppose that J is not empty. ThenV0/VK�

⊕
i∈J X(�i ).

Proof. We argue by induction on the cardinality ofJ. Suppose first thatJ = {i} for
some 0� i�K. Then

VK = · · · =Vi+1�Vi =Vi−1 = · · · =V0

and soV0/VK =Vi/Vi+1�X(�i ).
If the cardinality ofJ is greater than 1, leti1 be the minimal element ofJ, that is.

Vi1 = Vi1−1 = · · · = V0 andVi1+1�Vi1. Then we have the following short exact
sequence:

0−→Vi1+1/VK −→V0/VK −→V0/Vi1+1 −→ 0.

All modules involved are in the categoryO and integrable. Therefore, this short exact
sequence splits and soV0/VK = V0/Vi1+1 ⊕Vi1+1/VK�X(�i1) ⊕Vi1+1/VK .
The lemma follows by applying the induction hypothesis to the sequenceVK ⊆ · · · ⊆
Vi1+1. �

7.3. Let g be of typeA� and letv0 be a highest weight vector inV (�). Set

w0 = v0, w1 = E0w0, wj = E�−j+2wj−1, 2�j��+ 1.

Thenw�+1 = w0 and the elementswj , 0�j�� form a basis of thêU′q -moduleV (�).
SetF�+1 = F0. It is easy to see that

Ejwi = �j,�−i+1wi+1, Fjwi+1 = �j,�−i+1wi, j ∈ Î , 0�j��,

and n(wj ) = 1 − �j,0. The elementswj tn, 0�j��, n ∈ Z, form a basis of the
Ûq -moduleL(V (�)) and we have

Ejwit
n = �j,�−i+1wi+1tn+�j,0, Fjwi+1tn = �j,�−i+1wi−1tn−�j,0. (7.1)

DefineXn,j = Ûq(v� ⊗ wj tn+1−�j,0), 0�j��+ 1. ThenXn,�+1 = Xn+1,0.
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Lemma.

(i) For all n ∈ Z, we have

Xn,0 ⊇ Xn,1 ⊇ · · · ⊇ Xn,� ⊇ Xn+1,0.

Further, Xn,j�Xn,j+1 implies

Xn,j /Xn,j+1�X(�+ wtwj + (n+ 1− �j,0)�).

(ii) For all i ∈ Î , 0�j��, we have

F
�i+1
i (v� ⊗ wj+1tn) = ai�i,�−j+1F�i

i (v� ⊗ wj tn−�i,0),

for someai ∈ C(q)×.

Proof. Part (i) is immediate from (7.1). Part (ii) follows from (7.1) as well by applying
Lemmas 6.1 and 7.1.�

Applying Lemma 7.2 we conclude that

Xn/Xn+1�
⊕

0� j�� :Xn,j �=Xn,j+1

X(�+ wtwj + (n+ n(wj ))�).

Thus, in this case Theorem4 is equivalent to the following:

Proposition. For all 0�j��, X0,j = X0,j+1 if and only if ��−j+1 = 0, where
��+1 = �0.

Proof. If ��−j+1 = 0, thenF�−j+1 ∈ AnnÛ−q v� by Proposition 2.2(ii). Therefore, by

(ii) of the above Lemma,v�⊗wj t1−�j,0 = cF�−j+1(v�⊗wj+1t) for somec ∈ C(q)×
and we are done.
For the converse, suppose thatv� ⊗ wj t1−�j,0 ∈ X0,j+1. It follows from (7.1) that

we can write,

v� ⊗ wj t1−�j,0 =
�+1∑
i=j+1

Yi(v� ⊗ wit)+
R∑
r=2

�∑
j=0

Xj,r (v� ⊗ wj tr ) (7.2)

for someYi,Xj,r ∈ Û−q . We first prove that there exists an expression of the above
form in which the second term is zero. Indeed, suppose that the second term in the
right-hand side is always non-zero and letR be minimal such that an expression
of form (7.2) exists. Letj0 be such thatXj0,R(v� ⊗ wj0t

R) �= 0 and assume that
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�−wtwj0 is minimal with this property. Then by Proposition 4.5Xj0,R ∈ AnnÛ−q v�,

sayXj0,R =
∑
i∈Î yiF�i+1 for someyi ∈ Û−q . If j0 = 1, then it follows from Lemma

7.3 that

Xj0,R(v� ⊗ wj0tR) = y0F
�0
0 (v� ⊗ w0t

R−1).

Since this is impossible by the choice ofR we getj0 > 1. But then Lemma 7.3 implies
that we get another expression of form (7.2) with the minimal value of�−wtwj strictly
greater than� − wtwj0. Repeating, we eventually obtain an expression of form (7.2)
where the minimal value of� − wtwj such thatXj,R(v� ⊗ wj t

R) �= 0 is attained
for j = 1 which is a contradiction.
Thus, we can write

v� ⊗ wj t1−�j,0 =
�+1∑
i=j+1

Yi(v� ⊗ wit). (7.3)

Let i0 > j be maximal such that an expression of the above from exists and
Yi0(v�⊗wi0t) �= 0. Then�−wt vi0 is minimal with this property sincei0 > 0. Hence
Yi0 ∈ AnnÛ−q v� by Proposition 4.5. Ifi0 = j + 1, thenYj+1 is of weight−��−j+1.
It follows that Yj+1 = aF�−j+1 for some a ∈ C(q)×. Thus, F�−j+1 ∈ AnnÛ−q v�
whence��−j+1 = 0. If i0 > j + 1, thenYi0 is of weight−(��−i0+1 + · · · + ��−j+1).
SinceFjwi0 = 0 unlessj = �−i0+2, we conclude thatYi0(v�⊗wi0t) = yF�−i0+2(v�⊗
wi0t) and ��−i0+2 = 0. Thus, we get an expression of form (7.3) where the maxi-
mal i > j such thatYi(v� ⊗ wit) �= 0 is at mosti0 − 1. Repeating the argument, we
get to the casei0 = j + 1 which has already been considered.�

7.4. Suppose thatg is of typeC�. Thenn(�) = 1. Let v0 be a highest weight vector
of V (�) and set

w0 = v0,

wj = Ej−1wj−1, 1�j��+ 1,

w�+j+1 = E�−jw�+j , j��− 2, 1�j��− 1.

Thenw0, . . . , w2�−1 form a basis ofV (�), w2� = w0 andn(wj ) = 1−�j,0. SetXn,j =
Ûq(v� ⊗ wj tn+n(wj )), 0�j�2�. In particular,Xn,2� = Xn+1,0. Then, as in the case
considered in 7.3, Theorem4 is equivalent to the following:

Proposition. For 0�j��, X0,j = X0,j+1 if and only if �j = 0. Similarly, for
1�j��− 1, X0,�+j = X0,�+j+1 if and only if ��−j = 0.
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The proof repeats that of Proposition 7.3 with the obvious changes of notations and
we omit the details.

7.5. Let g be of typeB�. In this case the situation is somewhat more complicated since
n(�) = 2. Let v0 be a highest weight vector ofV (�) and set

w0 = v0, w1 = E0w0,

wj = Ejwj−1, 2�j��,
w�+j+1 = E�−jw�+j , 0�j��− 2,

w2� = E0w2�−1.

Thenw0, . . . , w2� form a basis ofV (�). Setw2�+1 = w0. We also have

Fiw0 = �i,1a0w2�−1, Fiw1 = �i,1a1w2� + �i,0w0,

Fiwj = �i,jwj−1, 2�j��,
Fiw�+j+1 = �i,�−jw�+j , 0�j��− 2,

Fiw2� = �i,0w2�−1.

One can easily check thatn(wj ) = 1−�j,0+�j,2�. DefineXn,j = Ûq(v�⊗wj tn+n(wj )),
j = 0, . . . ,2�.
We have the following analog of Lemma 7.3.

Lemma.

(i) For all n ∈ Z, we have

Xn,0 ⊇ Xn,1 ⊇ · · · ⊇ Xn,2�−1 ⊇ Xn,2� +Xn+1,0 ⊇ Xn+1,0.

Furthermore, Xn,j�Xn,j+1, 0�j�2�− 2 implies

Xn,j /Xn,j+1�X(�+ wtwj + (n+ n(wj ))�).

Similarly, Xn,2�−1�Xn,2� +Xn+1,1 implies

Xn,2�−1/(Xn,2� +Xn+1,1)�X(�+ wtw2�−1+ (n+ n(w2�−1))�),

whilst Xn,2� +Xn+1,0�Xn+1,0 implies

(Xn,2� +Xn+1,0)/Xn+1,1�X(�+ wtw2� + (n+ n(w2�))�).
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(ii) For all i ∈ Î , we have

F
�i+1
i (v� ⊗ w0t

n) = a0�i,1F
�i
i (v� ⊗ w2�−1tn),

F
�i+1
i (v� ⊗ w1t

n) = a1�i,1F
�i
i (v� ⊗ w2�−1tn)+ �i,0F

�i
i (v� ⊗ w0t

n−1),

F
�i+1
i (v� ⊗ wj tn) = �i,jF

�i
i (v� ⊗ wj−1tn), 2�j��,

F
�i+1
i (v� ⊗ w�+j+1tn) = �i,�−jF�i

i (v� ⊗ w�+j tn)
+�j,0�i,�F

�i−1
i (v� ⊗ w�−1tn), 0�j��− 2,

F
�i+1
i (v� ⊗ w2�t

n) = �i,0F
�i
i (v� ⊗ w2�−1tn−1).

Thus, Theorem4 reduces to the following:

Proposition.

X0,0 = X0,1 ⇐⇒ �0 = 0,

X0,j−1 = X0,j ⇐⇒ �j = 0, 2�j��,
X0,�+j+1 = X0,�+j ⇐⇒ ��−j = 0, 0�j��− 2,

X0,2�−1 = X0,2� +X1,0 ⇐⇒ �0 = 0 or �1 = 0,

X0,2� +X1,0 = X1,0 ⇐⇒ �1 = 0.

Proof. The only if direction follows in all cases from Proposition 2.2(ii) and the
formulae in (ii) of the above Lemma.
For the converse, we consider three separate cases.
Case1. X0,j = X0,j+1, 0�j < 2�− 1.
We can write

v� ⊗ wj t1−�j,0 =
2�−1∑
i=j+1

Yi(v� ⊗ wi)+ Y2�+1(v� ⊗ w2�+1t)

+
R∑
r=2

2�∑
i=0

Xi,r (v� ⊗ witr ).

Arguing exactly as in Proposition 7.3, but using Lemma 7.5 instead, we conclude
that there exists an expression of the form

v
 ⊗ wj t1−�j,0 =
2�−1∑
i=j+1

Yi(v� ⊗ wit)+ Y2�+1(v� ⊗ w2�+1t). (7.4)
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Let i0 > j be maximal such that an expression of the above from exists andYi0(v�⊗
wi0t) �= 0. Then� − wt vi0 is minimal with this property sincei0 > 0. HenceYi0 ∈
AnnÛ−q v� by Proposition 4.5. Ifi0 = j +1, thenYj+1 is of weight−�j+1 if 2�j < �

and of weight−�2�−j+1 if j�1. It follows thatYj+1 = aFj+1 (respectively,aF2�−j+1)
for some a ∈ C(q)× and hence�j+1 = 0 (respectively,�2�−j+1 = 0). Suppose
that i0 > j + 1 and set

k =

i0, 2� i0��,
2�− i0 + 1, � < i0�2�− 1,
1, i0 = 2�+ 1.

Then Fiwi0 = 0 unlessi = k. Therefore,Yi0(v� ⊗ wi0t) = yF
�k+1
k (v� ⊗ wi0t) for

some y ∈ Û−q . Using Lemma 6.1 and the formulae in Lemma 7.5(ii) we obtain an
expression of form (7.4) where the maximali > j such thatYi(v� ⊗ wit) �= 0 is at
most i0 − 1 if i0�2�− 1 and at most 2�− 1 if i0 = 2�+ 1. Repeating this argument
we reduce to the casei0 = j + 1 which has already been considered.
Case2. X0,2�−1 = X0,2� +X1,0.
In this case we should prove that either�0 = 0 or �1 = 0. Suppose that there exists

an expression,

v� ⊗ w2�−1t = Y (v� ⊗ w0t)+
R∑
r=2

2�∑
i=0

Xi,r (v� ⊗ witr ).

Using Lemma 7.5 we see that as usual there must exist an expression of the form

v� ⊗ w2�−1t = Y1(v� ⊗ w0t)+ Y2(v� ⊗ w2�t
2)

for someY1, Y2 ∈ Û−q . If Y2(v� ⊗ w2�t
2) �= 0, then by Proposition 4.5 we get that

Y2 ∈ AnnÛ−q v�. On the other hand since wtw2�−1t−wtw2�t
2 = −�0, we see thatY2 =

aF0 ∈ AnnÛ−q v� for somea ∈ C(q)×. Hence�0 = 0 and we are done. Otherwise

Y2(v� ⊗ w2�t
2) = 0 and thenY1 ∈ AnnÛ−q v�. Again sinceY1 has weight−�1, it

follows that�1 = 0 and the proof of case 2 is complete.
Case3. X0,2� +X1,0 = X1,0.
In this case we can write

v� ⊗ w2�t
2 =

2�−1∑
i=0

Yi(v� ⊗ wit2−�i,0)+Y2�+1(v� ⊗ w2�+1t2)+
R∑
r=3

2�∑
i=0

Xi,r (v� ⊗ witr )

for someYi,Xi,r ∈ Û−q . Observe first thatY0 ∈ Û−q must be of weight wtw2�t
2 −

wtw0t ∈ �0 − Q+ /∈ −Q̂+. Thus, Y0 = 0. Furthermore, using Lemma 7.5, we can
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reduce the above expression to

v� ⊗ w2�t
2 =

2�−1∑
i=1

Yi(v� ⊗ wit2)+ Y2�+1(v� ⊗ w2�+1t2). (7.5)

Let i0 be maximali such thatYi(v� ⊗ wit2) �= 0. Then� − wt vi0 < �i − wt vi for
all i < i0, i �= 2� and soYi0 ∈ AnnÛ−q v� by Proposition 4.5. Suppose first thati0 = 1.

Then Yi0 is of weight−�1 and soYi0 = aF1 for somea ∈ C(q)×. Then�1 = 0 by
Proposition 2.2(ii). To complete the proof, it remains to observe that the casei0 > 1
can be reduced to the casei0 = 1 by an argument similar to the one in Case 1.�

7.6. Finally, let g be of typeD�, ��4. In this case we also haven(�) = 2. Define

w0 = v0, w1 = E0w0,

wj = Ejwj−1, 2�j��− 1,

w� = E�w�−2,
w�+1 = E�w�−1 = E�−1w�,
w�+j = E�−jw�+j−1, 2�j��− 2,

w2�−1 = E0w2�−2.

Then w0, . . . , w2�−1 form a basis ofV (�). One can easily check thatn(wj ) = 1−
�j,0 + �j,2�−1. DefineXn,j = Ûq(v� ⊗ wj tn+n(wj )), j = 0, . . . ,2�− 1. Then

Xn,0 ⊇ Xn,1 ⊇ · · · ⊇ Xn,�−2 ⊇ Xn,�−1+Xn,� ⊇ Xn,�+1
⊇ Xn,�+2 ⊇ · · · ⊇ Xn,2�−2 ⊇ Xn+1,0 +Xn,2�−1 ⊇ Xn+1,0

Theorem4 is thus equivalent to the following:

Proposition.

X0,0 = X0,1 ⇐⇒ �0 = 0,

X0,j = X0,j+1 ⇐⇒ �j+1 = 0, 1�j��− 3,

X0,�−2 = X0,�−1+X0,� ⇐⇒ ��−1 = 0 or �� = 0,

X0,�−1 = X0,�+1 ⇐⇒ �� = 0,

X0,� = X0,�+1 ⇐⇒ ��−1 = 0,

X0,�+j−1 = X0,�+j ⇐⇒ ��−j = 0, 1�j��− 2,

X0,2�−2 = X0,2�−1+X1,0 ⇐⇒ �0 = 0 or �1 = 0,

X0,2�−1+X1,0 = X1,0 ⇐⇒ �1 = 0.

The proof is similar to that of Proposition 7.5 with the obvious changes in notations.
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Remark. It is known (cf. for example[21]) that the modulesL(V (�)) considered in
7.3–7.6 admit crystal bases which in turn admit a simple realization in the framework of
Littelmann’s path model. Let̂B(�) (respectively,B(�)) be a subcrystal of Littelmann’s
path crystal isomorphic to a crystal basis ofL(V (�)) (respectively, to a crystal basis
of X(�)). Then the concatenation productB(�)⊗ B̂(�) contains a subcrystal which
is a disjoint union of indecomposable crystals isomorphic toB(� + wt b), where b
runs over the set of�-dominant elements in̂B(�). For the special cases considered
above the two are actually isomorphic (this is proven for the typeA� in [14], but the
argument given where remains valid for the modules considered in 7.4 and 7.6 and
can be easily modified for the module considered in 7.5). Moreover, one can check
that there is a bijection between the set of�-dominant elements of̂B(�) and the
set��(�)× Z.

List of notations

I 1.1
�i 1.1
P, Q, Q+, ht 1.1
ĝ 1.2
Î 1.2
	i 1.2
P̂ , Q̂, Q̂+, ht 1.2
Ûq 1.3
x±i,k, hi,k 1.3
Ki 1.3
C, D 1.3
Ûrq(�), Ûrq(�), Ûrq(0) 1.3
Û◦q 1.3
�z 1.4
Û+q , Û−q , Û′q 1.5
� 1.6

Û
+
q , Û

−
q 1.6

Pi,k 1.6
M� 2.1
wt 2.1
�(M) 2.1
M(�), m� 2.2
X(�), v� 2.2
V (�), v�, v

∗
� 2.3


� 2.3
w◦ 2.3
k(�) 2.5
n(v), n(�) 2.8
m(�) 2.9
�� 2.9
V (�)(k) 2.9
L(V (�)), Ls(V (�)) 2.10
�̂� 2.10
ht� 3.2
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