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In order to describe the structure of some given finite group, it is often of 
great help to have some information on the irreducible characters and the 
blocks of a corresponding group algebra. Now, the properties of a block are 
very closely related to the structure of its defect group, and one of the main 
problems in representation theory of finite groups, therefore, is to give a 
general description of blocks with given defect group. The most successful 
results of that kind so far are the work by Dade on blocks with cyclic defect 
group, for any prime, and Fong’s description of p-blocks in p-solvable 
groups together with the Fong-Swan theorem. However, to go further with 
this type of general description appears to be extremely difficult. But very 
useful results have been obtained if the problem is further reduced, for 
instance, by dealing with the prime 2 only, a natural assumption when 
working with classification problems. Brauer has obtained strong results 
in this case in a series of papers (see [ 1, I-IV]), which seem to be very suitable 
for applications. 

Recently, Brauer has developed a new method, the theory of double 
chains and subsections, that is very effective in certain cases, and for instance, 
makes it possible to determine the number of ordinary and modular 
characters, and furthermore, to give strong relations between the values of 
ordinary characters and generalized decomposition numbers in 2-blocks with 
defect groups of normal 2-rank 1, in particular dihedral defect groups [2], 
using Dade’s work. This problem was first attacked in [l, III, Chaps. 5, 71, 
where the defect group was assumed to be dihedral, and the block was 
assumed to be principal. Still, it remains to describe the modular characters, 
and in particular, to determine the decomposition numbers. The first major 
step would naturally be to do this under the additional assumption that the 
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GROUPS WITH DIHEDRAL SYLOW %SUBGROUPS 411 

block is principal, and this is the purpose of the present paper, which essen- 
tially is a nontrivial generalization of a beautiful trick due to Glauberman, 
used in an unpublished work of his to give a proof of a problem stated by 
Brauer in [l, III, p. 2381. 

One of the most important steps is to find an efficient upper bound for 
the decomposition numbers. If the conjecture: “The Cartan invariants are 
bounded above by pa, where d is the defect of the block” were true, general 
information on the generalized decomposition numbers would determine 
the ordinary decomposition numbers almost completely. However, [9, 
Satz (S)] provides a counterexample to this conjecture. 

Section 1 lists the preliminary results, mainly due to Brauer. In Section 2, 
we restrict the irreducible ordinary representations in the principal block 
of the group to the centralizer of an involution and compute the dimension 
of their components in the principal block of the centralizer. This is done by 
generalizing the idea of Glauberman mentioned above, and relies very 
heavily on the results referred to in Section 1. In a special case of ours, 
namely, when the Sylow 2-subgroup is elementary abelian of order 4, this 
idea gives us a complete solution to the problem almost free, as is demon- 
strated in Section 7. In Section 3, the decompositions of the corresponding 
modular representations are described, and information about the vertices 
of the indecomposable components is obtained. This is based on The Green 
correspondence and is needed in Section 4, where the components in the 
nonprincipal blocks of the centralizer are described. Section 5 deals with the 
corresponding dimensions of the irreducible modular representations. Here, 
suggestions by Fong have been very useful. Finally, Section 6 uses the 
results of the previous sections to find constraints on and upper bounds for 
the decomposition numbers. 

1. NOTATION AND ASSUMPTIONS 

Let G be a finite group with a dihedral Sylow 2-subgroup P = (u, T), 
7-2=1, #=f~-l. Letj=$“-’ be the central involution of P, and set 
C = C,(j); Furthermore, let B, and b, denote the principal blocks of G 
and C, respectively, and let (bol}LI be the nonprincipal blocks of C. 

We need the following results: 

LEMMA 1.1. Let x E P. Then, C,(n) has a normal 2-complement. 

Proof. See [l, III, Lemma 7A]. 
Let K denote the normal 2-complement of C. 
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THEOREM 1.2. G is of one of thefollowing types: 

1. G has one conjugacy class of involutions and no normal subgroup of 
index 2. 

2. G has two conjugacy classes of involutions and a normal subgroup oj 
index 2, but none of index 4. If H is a subgroup of index 2, His of type 1. 

3. G has three conjugacy classes of involutions and a normal 2-complement. 

Proof. By transfer. See [6, Theorem 7.7.31. 

THEOREM 1.3. B, contains 2n-2 + 3 irreducible characters 

x0 = 1, x1 , xz , x3 , x(l),..., x(2”-2-1). (1) 

IfGisoftypelor2,then,for&# 1, 

X1(4 = 61 v Xi(d) = 6,(-1)“+1, i = 2, 3, (2) 

whereaj = klforj= 1,2,3,and 

x’“‘(o”+) = S,(z@ + u-y, (3) 

u is aprimitive 2”-lth root of unity. 

Proof. This is one of the main results in [l, III, Chap. 71. 

THEOREM 1.4. For 2-regular elements p and all k, 

1 + %X1(P) = --62x&) - %X3(f) = %X’“‘(P)* (4) 

Moreover, if G is of type 1 or 2, B, contains 3, respectively, 2 irreducible char- 
acters. 

Proof. See [l, III, Chap. 71. 
Because of Theorem 1.2 and various theorems in representation theory, 

we only have to deal with groups of type 1 in order to solve our problem. 
Let Xi and XL) be representations affording xi and xtk), respectively, 

i = 1, 2, 3, k = 1,2 ,..., 2n-2 - 1. Let Fi be the irreducible modular repre- 
sentations in B, , i = 1,2, 3, with corresponding Brauer characters & , and 
let F, be the trivial representation. We will use the same notation for the 
corresponding modules. 

For every x E G, let x = x+x’ be the 2-decomposition, x’ of odd order. 

LEMMA 1.5. For every character x E B, , and for every element x E G, 

x(x> = x(4 
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Proof. This is just a special case of [ 1, I, p. 159, Corollary 5 of Theorem 31. 
Let as usual E(X) denote the sum (l/l G I) Ezec x(x”) for any character x 

of G (the so-called Frobenius-Schur value): 

‘(X) = 0, if x#x 
=- 1, if x = R, but X # X (5) 
= 1, if X=X. 

THEOREM 1.6. x1 is rational. Either xz and xa are real and exactly one 6, , 
i = 1,2, 3 is 1, and the others are -1, or xz = x3 , and 6, = - 1, 6, = 
6, = 1. 

Proof. See [l, III, p. 2411. 
Hence, we get essentially three cases to consider: 

I. ~z=x3,sl=-1,82=1,83=1. 

II. xs, x3 real, 6, = 1, 6, = -1, 8, = 1. 

III. xs, x3 real, 8, = -1, 6, = 1, 6, = -1. 

Also, as is easy to see, 

degxl = 4, m4Wh (6) 
deg xi E Si + 2+1, bNW, i = 2,3, (7) 

deg xfk) = 26, , (mod 2% (8) 

for all k, using that (X 1 P , l,), is a rational integer. 
Finally, we remark that if n = 2, then G only can be of type 1 or 3. 

Furthermore, 

THEOREM 1.7. If n = 2 and G is of type 1, then B contains four ordinary 
irreducible characters. For 2-singular elements 8, 

Moreover, 
x,(S) = % = fl, i=l,2,3. (9) 

1 + 2 Xi(P) = 0, (10) 
t=1 

for all 2-regular elements p. 

Proof. Most of this theorem is just a special case of Theorem 1.3. See 
[I, III, Chap. 51. 

Here, we get xi(l) = ci , (mad(4)), i = 1,2,3. From the equation above, 
it follows that at least one si is negative and one is positive. However, by 
[l, III], only Case I and II can occur. 

In the following, we will assume that G is of type 1. 

48d39!2-6 
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2. THE DIMENSION OF (~~1~)~~ 

LEMMA 2.1. G has 

(i) Ni = (2ip1/2”) 1 G / elements x with x2 of order 2i, 

(ii) N, = ((2+l + 1)/2%) 1 G 1 1 e ements of odd order, where 1 < i < 2n-1. 

Proof. The second statement follows from the first. It is easy to see that G 
has 2i-2 conjugacy classes of elements of order 2i, namely, 

@2*--l- id}, d = 1, 3 ,..., 2i-1 - 1, i > 2. (11) 

Since G is of type 1, G has only one conjugacy class of involutions. Let Nd, 

denote the number of elements x with x2 conjugate to 02”-lmid, and set 
Cd, = c&J2”-1-id ). Then, as C,< has a normal 2-complement Kd, (Cdl = C, 

Kd, = K), by Lemma 1.1, it follows that 

Nl = / G: C j 1 K 1 = 1 G l/2”, Ndi = I G : Cd< I I Kdi I = I G 1/2’+l, 

for i > 2. Hence 
Next, define 

O={xeG 

I={xEG 

R ={xEG 

LEMMA 2.2. 

Ni = (I G l/29 2i-2 = (2i-1/2”) I G I. 

x is of odd order), 

x is of even order and x2 is of odd order}, 

x2 is of even order} = G\(I u 0). 

1 -j-q- zz Xi(X2) = & zKXxI(x) =&(Xi IK, lZC)K (13) 

Proof. The last equality is obvious. As for the first, 

& zz Xi(x2) = L jGI C Xi(x2) = & ,C, XI.(X”), 
IGI ICI zsznc 

(14) 

and K is of odd order. 
We now define 

E, = {X E G\O 1 x2 is of maximal order} 

E, = {x E G\O j x2 is not of maximal order} 
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Let 4 = 1 + %x1 + %x2 + %x3 . Then 

$44 = 0, for XE 0 

= 0, for x E E, 

= 4, for x E El , 

by Theorem 1.3,4 and 5. Hence, 

and 1 El 1 = ) G j/4, since for x E El 

x,(x) = x3(x2) = Si( - lp)(l+~) = si ) 

h being odd. However, we already know 1 Er 1 from Theorem 2.1. 
We are now able to prove 

THEOREM 2.3. 

(Xi IK, 1K)K = 2”&) + 2n-V+ - (2n-2 - 1) s$(-l)r+ 

Proof. By definition, 

4xd = , ; , - [zl x4x2) + z. xiw + c x4x2)]. 
XER 

Now, as we have seen, 

Xi(Y) = Xi( y2) = &( - l)(l-*lJ(l+~) = q-1p, 

415 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

for all y, provided y2 # 1 is not of maximal order, in particular, if y  is a 
square or lies in E, . Thus, 

& ZR &(X2) = # &(-1)1-81”, 

& =; 
2 

Xi(X) = +f Si( -1)r--6? 

Using this in (19), we obtain 

(21) 

(22) 

4Xi> = f  (Xi IK, 1K)K - ; si + Si( - 1)1--61( (23) 
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from Lemma 2.2. By Theorem 2.1, 

p-2 
/ E, I = 1 G\O / - I El / = / G I ( 2”-;v; ’ - 7) = 1 G 1 ““-;- ’ 9 

(25) 

and the theorem follows. 
This result is the key to our problem because of the following elementary 

fact : 

THEOREM 2.4. 

(xi k, I,& = did-% ICh,. (26) 

Proof. As C has a normal 2-complement K, every block b, of C contains 
exactly one irreducible modular character, which is just an ordinary character 
of K. In particular, 1, is the Brauer character of b, . 

3. THE DECOMPOSITION OF File 

We start with some remarks on a general fact in representation theory of 
finite groups, based on a lemma due to Nagao and several of the major results 
in representation theory, all of which may be found in works by Brauer and 
Green. We will also use without reference some results in [7, 81 and Brauer’s 
main theorems, which may be found in [3, 41. 

Let R be a complete commutative integral domain satisfying the ACC with 
principal radical J(R), such that R (= R/J(R)) is a field of characteristic p. 
Furthermore, let G be a finite group whose order is divisible by p. Then, if 
F is an indecomposable R[Gj- or R[C;1-module with vertex V, and H is a 
subgroup of G containing V, 

FIH =fHG(F)O~Mxv (27) 
01 

where f:(F) is some indecomposable H-module with vertex V such that 
F 1 fs(F)G. We remark that f:(F) is not uniquely determined unless H 
contains NG(V), in which case F and f:(F) are said to be in Green corre- 
spondence to each other. This is a very important property, as we shall see. 

Now, let Q be a p-subgroup of G and C a subgroup such that 

QG(Q> < C < No(Q). (28) 
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Then, we can define the Brauer homomorphism 

PL: -qfTP?l) -+ -wwl>, (29) 

bY 
P: a@] + a,[K n Cl, (30) 

where, as a basis for Z(ii[G]), we have taken the class sums. 
Let for a block B of G, respectively, b of C, the corresponding central 

primitive idempotent be denoted by e, , respectively, eB . 

PROPOSITION 3.1. Let F belong to the block B of G. Then 

FI~=FI~&JO~M,=FIC c eb@CW, (31) 
a bC=B oi 

where M is indecomposable with vertex Qa not containing Q and lies in a block b, 
such that eb,p(eB) = 0. 

Proof. See [lo; or [4, Lemma 56.51. As proved by Brauer, p(e,) = 

Iz be--8 eb - 

Moreover, by Brauer’s third main theorem, we have 

PROPOSITION 3.2. Suppose F belongs to the principal block B, of G. Then 

F b(eB,) = HE ho(C), (32) 

where b,(C) is the principal block of C. 

Finally, by applying the Green correspondence, we get 

PROPOSITION 3.3. If F has vertex V containing Q and C > No(V), then 

f%? I F Ms>- (33) 

Proof. f:(F) has vertex V. Thus, f:(F) does not occur among the Mol’s. 
Applying this to the two irreducible nontrivial representations FL and F, 

in the previous section, we get 

THEOREM 3.4. 

FiI,=f&O~Mi,, (34) 
% 

i = 1,2, where 0 # Hi E b, and Miai is indecomposable, with vertex (1) or (r), 
7 a noncentral inoolution of P. Furthermore, if n > 2, fz(FJ ( Hi . 

Proof. Set Q = (j) above and use Proposition 3.1,2 and 3. 
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COROLLARY. Let xi = d&,, + d& + d& . Then 

(xi IK, l,), = di, + di, dim HI + di, dim H, (35) 

Proof. Since irreducible Brauer characters belonging to different blocks 
are orthogonal to each other, and the Brauer character of Hi is just 
dim Hi - 1, , the statement follows from the theorem. 

LEMMA 3.5. Let 

Fi IC = fz(Fi) 0 C W,.x, , (36) 
% 

where W,,< is indecomposable. Then, W,,< has vertex (l), (T), OY (r, j), where 
7 is a noncentral involution of P. This is of interest if Hi is not indecomposable. 

Proof. By [7, Theorem 31, in general, 

Flc=f:(F)O~ Y,, (37) 
a 

where Y, is P n O-projective for some g $ C. Suppose P n 0 has order 
larger than 2. Then (j, jg) < Z(P n CO). Since, on the other hand, P n Cg 
is dihedral, it must have order 4. 

4. THE DECOMPOSITION OF Xilc (FOR n > 3) 

As proved by Brauer in general, 

279(x) = 0 

= 2”+(x) 

on 2-singular elements x 

on 2-regular elements x, 
(38) 

is a generalized character for any Brauer character. In our case, it easily 
follows that 2”& , i = 2,3, decomposes into 

p-2-1 
%0X0 + %1X1 + %2X2 + %3X3 + (%l + %I C X(k), (39) 

k=l 

where q. + 6,n,, = -S2ni2 - 6aq3 . Furthermore, 

2% dim Hi = 2 n&j IK, 1~) + (na + nil) ‘“F1 (x’“’ IK, 1~)~ (40) 
j==O k=l 

and thus, dim Hi may be computed directly from the Brauer characters. 
Next, some remarks on the 2-blocks of C. Since C has a normal 2-comple- 
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ment, every block b, contains exactly one modular irreducible representation 
with corresponding Brauer character dol . If its defect group D, is cyclic, b, 
contains 2de irreducible characters, and all decomposition numbers are 1. 
If it is dihedral, b, contains 2da-2 + 3 ordinary irreducible characters. Four 
decomposition numbers are 1, the rest being 2. Furthermore, for every block 
b, , there exists an irreducible character 5, of K such that 

and 
Invc(S,) = D,K (41) 

&-n-d 
4. = 1 5,“~, (42) 

-/=l 

where {cl ,..., cZn-d,} is a transversal of D, in P. 
As we have seen in Section 3, 

Ft lc = Hi 0 c J&z, 3 (43) 
ai 

where M+ is (l)- or (T)-projective, T- a noncentral involution of P. Let ViEi 
be the vertex of Mimi , and set IV,,, = W viai ,i>. Then, Nc(viai) < wimi , 
so f$,, (Mimi) is uniquely determined. Furthermore, Mitii = fg,, ,(Mi, )=, as 
f$i,,(&.,)c is indecomposable by Green’s theorem. Now, since / ‘Viai / < 2, 

the hmacter offCw,,jM~ai) is complex, soffii,jMidi)* # f”w,,(W,i) by our 
remarks above. Hence, M& # Mi,, by the Green corresbondence. In 
particular, we have proved 

LEMMA 4.1. Either F,* = F, , OY 

dim Fi EE dim Hi , (m42n)), i = 1,2. (44 

Finally, let 

60 , 51 , f2 , 6 , P,..., F2”-), (45) 

be the ordinary irreducible characters of b, , where ti , i = 0, 1,2,3 are just 
characters of (a, ~)/(a”), and f,(u) is equal to 1, say. 

THEOREM 4.2. Let b, be a nonprincipal block of C. Then 

(Xi Ma, = (1 P”“>(Xi IK , 1,) @a 9 (46) 

where @,, is the character of the principal indecomposable associated with +a , 
for i = 1,2,3. Similarly, 

(x Mb, = w2d”xX IKI 4-J @m 9 (47) 
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2”4-1 
where x = Cksl x(“). In particular, 

%(x1 I&, = 42(x2 lch, - %(x3 I&, (48) 

Proof. Let 77 E b, be an ordinary irreducible character with decomposition 
number d. Then 

and 

I & ,Fnc Xi@) rl(x-l) 
c 

where r = 1, 2, by Theorem 1.3. Now 

since b, is nonprincipal. Similarly, 

even if u E 0,. Hence, 

(xi Ic 9 dc = & (xi I K, d$orh = F d(xi Ix, 5a)R , 

and the first part of the lemma follows. 
Now, 

p-2-1 
g1 WA + fw = 0, X odd 

=- 2, h even, 

(49) 

(50) 

(51) 

(52) 

(53) 

w 
where u is a primitive 2+lth root of unity, so the last part is easily proved in 
the same way. 

Remark. As expected by Brauer’s second main theorem, (xt /c),(S) = 0 
for 2-singular elements 8. 

5. THE DIMENSION OF (F&,, 

Let F, respectively, H, denote Fi , respectively, Ht , and let V be the vertex 
of F. Let r = {pl ,..., pr} be a transversal of F’ in P and A = {p, ,...,p, , 
c, ,... , c,} a transversal of KV in G such that ci 4 C for any i. 
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THEOREM 5.1. Suppose j E V, and furthermore, assume that j lies in the 
kernel of fcG(F). Then, V is dihedral. 

Proof. Suppose V is cyclic. Let HI = Lc for some indecomposable 
KV-moduleL with vertex V, where, in our previous notation, Hr =fi(F) 1 H. 
We remark that dim L is odd, since V is cyclic. Consider LG as a (j)-module: 

LG= c LOP,@ 1 LOC,, 
P& CBEA 

(55) 

c;‘jcB 4 KV for any c, E A, so &Ed L @ c, is a free (j)-module and splits 
into blocks 

under the action of j. 

V 0 ce ,L 0 cd?, (56) 

For p, E r, j acts trivially on L @ p, , since p, E C and j lies in the kernel 
of the representation. Hence, j acts trivially on a vector space of dimension 
dim L 1 P : V ) = dim H, , exactly as we might expect. 

Since K also lies in the kernel of the representation, the action of C on H, 
is just the action of P on LC = Hf. Hence, some vector v,, # 0 is left 

invariant under the action of C. Now define 

w= c “OOCB, (57) 
C&A 

and let W be the one-dimensional vector space spanned by w. W is clearly a 
G-module, so we may consider the projection 

7r: LG + LGI w. (58) 

Since F is irreducible, n(F) N F. Now, consider .rr(LG) as a (j)-module. 
H, 1 rr(LG), as P(L) N F, and it follows that j acts trivially on a vectorspace 
containing H, properly, a contradiction. 

LEMMA 5.2. Suppose Uses E V, where n > 3. Then, Hf is a faithful 
PI< j>-module. 

Proof. We use the same notation as above. Let u = CT~“-~ and consider 
LG as a (u)-module. We may assume that 7 E V if u lies in the kernel by 
Theorem 5.1. Now, CCBEA L @ c, splits into blocks 

{L @ c, , L @ c,u, L @ c@, L @ c@), (59) 
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whenever c;!jca 4 V, and into blocks 

if c&a E V. Since p, may be chosen as a power of o, u acts trivially on 
C, EP L @ p, , again, a vector space of dimension dim Hf, if u lies in the 

ke&el of Hf . As in the proof of Theorem 5.1., C centralizes some vector 
q, # 0, and the argument above takes over and leads to a contradiction once 
more if u lies in the kernel. Finally, suppose 7 is in the kernel. Then, 7~7 = 
u-l, and (T have the same action, which implies that u2 E (j), i.e., n < 3. 

COROLLARY. Either Fl and F, are algebraic conjugate or dim Hi > 2n-3, 
i = 1,2. 

Proof. I f  u $ V, 2n-2 1 dim Hi . 

6. THE DECOMPOSITION NUMBERS 

We need the following elementary fact from linear algebra; 

LEMMA. Let M be an R,,,-matrix. Then 

det(ad M * M) = 1 (det Ai)2, 
i 

where Ai is a maximal minor of M and A, runs through such minors. 

Case I. Let x2 = e4, +f+l +g$,. 

(61) 

LEMMA 6.1. HI = Hz*, and 

(1) dim(x, I,& = 2e + 1 + dim HI + dim H, = 2” + 1, 

(2) dim)xi IC)bo = e + dim Hi = 2”~’ - 1, i = 2,3. 

Furthermore, 

Al 41 42 

Proof. By Theorem 1.4, 1 + x2 + x3 = x1 on the set 0, while 1 + x(k) = 
x1 . Also, x2 = ?a . This gives us the following decomposition matrix: 
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Using the above lemma, we get 

det Ci = 2”( f  2 - g2)2. (62) 

Thus, (f 2 - g”)” . is a 2-power. On the other hand, since Do’ has rank 3, 
f  2 - g2 + 0 (mod(2)). Thus, f  2 - g2 = &l, and we may as well assume 
that f  = 1, g = 0. By the corollary of Theorem 3.4, we get (1) and (2) 
directly. 

Next, we consider 

Case II. Let x2 = e140 + f41 + g&. , x3 = eAo + hq$ + +2 . 

LEMMA 6.2. 

(1) dim(x2 l& = e, + f  dim Hr + g dim H, = 2+1 + 1, 

(2) dim(x, I&, = e, + h dim Hr + i dim H2 = 2+1 + 1. 

Furthermore, 

do $1 $2 

1 0 0 x0 
el+e2-1 f+h g+i x1 

0; zz 6 

e, 4 e, 

; f x2 

f  + h -1 g ; i $, 

where 

fd-gh=l, f+g<2, h,i<2, h+i<3. (63) 

Proof. In this case, 1 + x1 = x2 + x3 = x(lc) on the set 0. Here, the 
decomposition matrix is 

40 41 42 

el + e2 -1 f+h gfi 
0;’ zz 
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Again, by applying the above lemma, 

det CA’ = 2”(fi - gJz)a, (64) 

from which we deduce by the same argument that fz’ - gh = & 1, say 
fi - gh = 1. Now, suppose that Fl and F, are algebraic conjugate. Then, 
as in Case I, f = i and g = h, and again, f  = i = 1 and g = h = 0, so 
under this assumption, the first part of the lemma certainly holds. If they 
are not algebraic conjugate, we may apply the corollary of Lemma 5.2 and 
get immediately (63) from the above equations. 

Finally, we describe 

Ck9e 111. Let XI = do + fA + g& , x3 = e,$, + h$, + iq$ 

LEMMA 6.3. 

(1) dim(~,~c),0=e,+fdimH,+gdimH,=2n-l, 

(2) dim(x, IC)bO = es + h dim Hr + i dim Hz = 2%-l + 1. 

Furthermore, 

40 41 42 

where 

fi-gh = 1, h+i<3, f+g<7. (65) 

Proof. Same as the proof of Lemma 6.2. The upper bounds may be 
strengthened for n = 3. 

Remark. Case I corresponds to PSL(2, Q), 4 E 3, (mod(4)) if G is simple 
(although of course we do not depend on any classification theorem). By 
Alperin, the decomposition matrix for the principal block of these groups is 
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so by Lemma 6.1, dim Hi = 2%-l - 1, i = 1,2. We note that this implies 
that Vi = P. 

Case II corresponds to PSL(2, q), q = 1, (mod(4)). Again by Alperin, 

40 dl $2 

1 

1 0 0 x0 
1 1 1 Xl 

D” 

0 

= 

1 1 0 

1 0 1 

2 1 1 1 
x2 

x3 

x’“‘. 

By Lemma 6.2, dim Hi = 2%--l for these groups. Unfortunately, this does 
not give any information about the vertices. 

Case III corresponds to A, and 7t = 3. A, has two blocks, the principal 
and one of defect 2 with a copy of 2, x Z, as defect group, and the decom- 
position matrix has the following form 

1 14 20 

1 11 0 0 

15 1 1 0 
35 1 1 1 
21 1 0 1 
14,o 1 0 
6 

141, 
101 
IO2 ! 

6 41 4, 

1. 

1 0 0 
1 1 1 
1 1 0 
1 0 1 I 

We remark that the nonprincipal block has the same form as the principal 
block of any group with an elementary abelian Sylow 2-subgroup of order 4 
that is of type II, as we shall see in the following section. 

For A, we find that dim HI = 6, and dim H, = 4. 

Remark. We shall not reconsider the upper bounds for the decomposition 
numbers for small tl, although they may be considerably strengthened, only 
the special case n = 2, where we will give an interesting complete solution 

to the problem, essentially due to Glauberman, as mentioned in the Intro- 
duction. It should be pointed out though, that as far as the determination of 
the decomposition numbers is concerned, this may be completely omitted by 
a general result of Fong. 
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'7. THE CASE n = 2 

If P is elementary abelian of order 4, only Case I and II may occur as 
mentioned in Section I. 

Case I (is trivial). 

THEOREM 7.1. 

Moreover, Fi has vertex P and Hi is of dimension I. 

Proof. By Lemma 6.1, (2), e + dim Hi = 1, i = 1,2. 

Case II. 

THEOREM 7.2. 

$0 41 42 

Moreover, Hi is indecomposable of dimension 2, and F1 and F, are algebraic 
conjugate. Finally, Fi has vertex P. 

Proof. By Lemma 6.2, (1) and (2), 

e,+fdimH,+gdimH,=e,+hdimH,+idimHa=3, (66) 

where fi - gh = 1. As x1 = xz + x3 - x0 , e, = e2 = 0 is impossible. 
Thus, we may assume that e, >, 1, say. Since f # 0, dim H Q 2. 

A. H1 is indecomposable of dimension 2. 

Proof. Assume not. Then H1 = I, , or H = I, 0 Ic , Ic the trivial 
C-module, since K lies in the kernel of any indecomposable representation 
in b, . In any case, F1 1 ICo by a theorem of Green (see [S]), since by Theorem 
5.1, F1 has vertex P. Therefore, 

Fo OF, I FG (67) 
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By the Mackey decomposition, 

IcG IN(P) = (1, ICnN(P))N(P) @ c w ’ (68) 

where W,, has vertex of order 1 or 2, and therefore, has even dimension, 
for all y. But C n N(P) = P x R, where R is the 2-complement of C(P). 
Furthermore, 1 N(P) : C(P)1 = 3. Thus 

(42 ICnN(P))N(P’ = IN(P) 0 A 0 & (69) 

is of dimension 3, and INcp) , A and B are the modules of the irreducible 
representations of N(P) with C(P) as kernel. It now follows that 

‘Cc IN(P) = ‘NO, WOBOCWy, (70) 
Y 

and therefore, 

Fl IN(P) OF, IN(P) 1 ‘N(p) @ A @ B @ c w,, ’ 
Y  

(71) 

Since Fl has vertex P, F, [N(p) must contain A or B, but not both, by the 
Green correspondence. However, as A = B* and A =f&,,(F,), Fl = F,* 
then, a contradiction since all characters in b, are real. 

This statement may be omitted by referring to [5, Lemma 11, which 
states, in general, that if F = F* is an irreducible representation over a field 
of characteristic 2, then the dimension of F is even. Therefore, it follows 
immediately from this lemma that dim Hi = 2, i = 1, 2. 

B. Fl and F, are algebraically conjugate. 

Proof. Hi is a trivial K-module, so we may as well consider Hr lP , which 
can be described by 

1 0 
I I 0 1’ (72) 

We want to prove that 0 does not take its values in GF(2). By A, 0 is not 
trivial. Letj = jr , j, and ja be the involutions of P. Then 

@(iI) + @(h) + @(.Q = 0. (73) 

If 8 takes its values in GF(2), @(j,,) = 0 f or some j, , while 0 takes the value 
1 on the other involutions. Now, define a (j,,, Q-module by the corresponding 
representation M 

WjJ = 4 M(K) = I. (74) 
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Then, MC is given by MC( j,,) = I, MC(K) = 1, and 

(75) 

It is now obvious that 0 determines HI uniquely, i.e., HI = MC. Hence, 
if 0 takes its values in GF(2), HI , and therefore, also, Fl has (j,,) as vertex, 
a contradiction by Theorem 5.1. 

Theorem 7.2 follows immediately. 
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