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The striate cortex of macaque monkeys contains an array of patches which stain heavily for the enzyme 
cytochrome oxidase (CO blobs). Cells inside and outside these blobs are often described as belonging 
to two distinct populations or streams. In order to better understand the function of the CO blobs, 
we measured the contrast sensitivity and spatial frequency response of single neurons in and around 
the CO blobs. Density profiles of each blob were assessed using a new quantitative method, and 
correlations of local CO density with the physiology were noted. We found that the CO density 
dropped off gradually with distance from blob centers: in a typical biob the CO density dropped from 
75% to 25% over 100 pm. Recordings were confined to cortical layers 2]3. Most neurons in these 
layers have poor contrast sensitivity, similar to that of the parvocellular neurons in the lateral 
geniculate nucleus. However, in a small proportion of layers 2]3 neurons we found higher contrast 
sensitivity, similar to that of the magnocellular neurons. These neurons were found to cluster near blob 
centers. This finding is consistent with (indirect) parvocellular input spread uniformly throughout 
layers 2/3, and (indirect) magnoceHular input focused on CO blobs. We also measured spatial tuning 
curves for both single units and multiple unit activity. In agreement with other workers we found that 
the optimal spatial frequencies of cells near blob centers were low (median 2.8 c/deg), while the optimal 
frequencies of cells in the interblob regions were spread over a wide range of spatial frequencies. The 
high cut-off spatial frequency of multi-unit activity increased with distance from blob centers. We 
found no correlation between spatial bandwidth and distance from blob centers. All measured 
physiological properties varied gradually with distance from CO blob centers. This suggests that the 
view of blob cells subserving visual functions which are entirely distinct from non-blob cells may have 
to be reevaluated. 

Visual cortex Cytochrome oxidase blobs Primate Spatial frequency Contrast sensitivity Signal detec- 
tion theory 

INTRODUCTION 

The mammalian cortex is often viewed as a collection of 
modules, a regular array of similar components (see 
LeVay & Nelson, 1991 for a critical review). Examples 
of this modular structure include the ocular dominance 
columns and orientation selectivity columns in the visual 
cortex (Ungerleider & Mishkin, 1982) and the whisker 
barrels in the somatosensory cortex (Woolsey & van der 
Loos, 1970). The modular structure is thought to em- 
body an optimization of anatomical and physiological 
constraints, and understanding this organization is 
widely believed to be crucial for the elucidation of the 
function of the cortex. 
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A distinctive feature of striate visual cortex in pri- 
mates is the lattice of blobs or puffs that can be seen after 
staining for mitochondrial cytochrome oxidase (CO) 
(Wong-Riley & Carroll, 1984; Horton & Hubel, 1981; 
Horton, 1984; Hendrickson, Hunt & Wu, 1981). These 
blobs denote regions of high metabolic activity, and have 
been the subject of intense study since their discovery. 
Much of this work attempted to determine how blobs 
differ from their surrounding interblob regions. Blob 
neurons were shown to contain a larger number of 
darkly reactive mitochondria than were their interblob 
counterparts, indicating a greater concentration of CO 
reaction product (Wong-Riley & Carroll, 1984). Other 
reported biochemical differences between blobs and in- 
terblobs include the relative amounts of neuropeptide Y 
(Kuljis & Rakic, 1989) and parvalbumin (Bliimcke, Hof, 
Morrison & Celio, 1990). Anatomical studies show 
differences in the underlying Meynert cell distribution 
(Fries, 1986; Payne & Peters, 1989) and capillary den- 
sity (Zheng, LaMantia & Purves, 1991). Physiological 
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studies reported that blob neurons are color-selective, 
non-oriented (Livingstone & Hubel, 1984; Ts'o & 
Gilbert, 1988), and tuned to low spatial frequencies 
(Silverman, Grosof, De Valois & Elfar, 1989; Born & 
Tootell, 1991a), whereas those in interblob regions are 
spectrally broad-band, oriented and tuned to high 
spatial frequencies. This dichotomous view of the blobs 
and interblob regions led to the notion that they are 
parts of two distinct visual streams, which segregate 
visual functions such as the analysis of color, motion, 
form etc. (Livingstone & Hubel, 1988). 

The geniculate input to the visual striate cortex is 
comprised of two major pathways: the parvocellular 
pathway contains neurons from the upper four layers of 
the lateral geniculate nucleus, whereas the magnocellular 
afferents arise from neurons situated in the lower two 
geniculate layers. Parvocellular neurons have receptive 
fields which are smaller than those of magnocellular 
neurons (Kaplan & Shapley, 1982; Derrington & Lennie, 
1984). Many parvocellular neurons are color opponent, 
i.e. they are excited by some wavelengths and inhibited 
by others, while magnocellular neurons respond with the 
same polarity of response to a broad range of wave- 
lengths (Wiesel & Hubel, 1966). The luminance contrast 
gain of magnocellular neurons is much higher than that 
of parvocellular neurons (Shapley, Kaplan & Soodak, 
1981; Kaplan & Shapley, 1982; Derrington & Lennie, 
1984), and thus magnocellular neurons are stimulated 
more effectively at low contrasts than are parvocellular 
neurons. 

It is known that the magnocellular and parvocellular 
pathways remain segregated up to their termination in 
layer 4C of striate cortex, with parvocellular afferents 
terminating in 4C/~ and magnocellular afferents termi- 
nating in 4C~ (Hubel & Wiesel, 1972; Hendrickson, 
Wilson & Ogren, 1978; Blasdel & Fitzpatrick, 1984). 
However, the nature of the magnocellular and parvocel- 
lular streams is less well defined past the thalamocortical 
input layers of striate cortex. For example, Blasdel, 
Lund and Fitzpatrick (1985) demonstrated a diffuse 
projection in macaque monkeys from layer 4C/~ into 
layers 2/3, while input from layer 4Cc~ was found to be 
more focused. Lachica, Beck and Casagrande (1992), 
using anatomical techniques, reported that in macaque 
monkeys blobs receive indirect magnocellular (via 4C~) 
and parvocellular input (via 4C/~), whereas interblobs 
receive only indirect parvocellular input. Several groups 
have also reported a direct input from the koniocellular 
or intercalated layers of the LGN to the blobs [Fitz- 
patrick, Itoh and Diamond (1983) in squirrel monkey, 
and Lachica et al. (1992) and Hendry and Yoshioka 
(1994) in macaques]. 

The influence of the magnocellular and parvocellular 
pathways in extrastriate cortex is unclear so far. How- 
ever, studies of information flow from these pathways 
indicate that magnocellular signals appear to flow from 
layers 4C~ and 4B of striate cortex to the thick stripes 
of area V2, then to areas V3d and MT. Signals from 
the parvocellular pathway appear to flow from layers 
4C/~ and 2/3 of striate cortex to the thin stripes and 

interstripes of area V2, then to area V4 (Hubel & Wiesel, 
1972; Lund, 1973; Lund& Boothe, 1975; Maunsell & 
Van Essen, 1983; DeYoe & Van Essen, 1985; Shipp & 
Zeki, 1985; Burkhalter, Felleman, Newsome & Van 
Essen, 1986; Ungerleider & Desimone, 1986a, b; Hubel 
& Livingstone, 1987). The output to extrastriate cortex 
is often divided into the posterior parietal and inferotem- 
poral pathways (Ungerleider & Mishkin, 1982). The 
posterior parietal pathway is thought to be concerned 
with motion processing, and to be influenced primarily 
by the magnocellular stream. The inferotemporal path- 
way appears to subserve form vision, and it is thought 
to have a combination of magnocellular and parvocellu- 
lar inputs (Livingstone & Hubel, 1987, 1988; Morel & 
Bullier, 1990; Baizer, Ungerleider & Desimone, 1991). 
This suggests that there must be a substantial mixing of 
magnocellular and parvocellular inputs at some point in 
the cortex. The location and manner in which the 
magnocellular and parvocellular pathways converge, 
combine, and function in layers 2/3 is therefore of 
considerable interest. 

We have studied the luminance contrast sensitivity 
and spatial frequency tuning of cortical neurons, and 
correlated the measurements with the CO architecture in 
layers 2/3. This serves two purposes: (1) it aids us in 
piecing together the flow of information from the parvo- 
and magnocellular neurons to higher visual cortical 
centers; and (2) it will contribute to a deeper understand- 
ing of the functional significance of the CO blobs and 
their possible role in pattern vision. 

Contrast sensitivity 

The contrast gain of M retinal ganglion cells is 8 times 
higher than that of P retinal ganglion cells (Kaplan & 
Shapley, 1986). A difference in contrast sensitivity is also 
found between the input layers of the primary visual 
cortex; Hawken and Parker (1984) reported that neurons 
in the magnocellular input layer (4C~) are more sensitive 
to contrast than those in the parvocellular input layer 
(4C/~). Tootell, Hamilton and Switkes (1988a) reported 
that during stimulation with low-contrast patterns, blob 
regions exhibited a slightly greater uptake of 2-deoxy 
glucose (2-DG) than did the surrounding interblob 
regions, suggesting that the blobs constitute a "high 
contrast sensitivity" system of cells. It is possible that 
this increased uptake is due to higher contrast sensitivity 
of individual cells in the blobs. However, we cannot rule 
out the possibility that the blobs simply contain a higher 
density of active neurons than do the interblob regions. 
A study of the contrast dependence of single neuron 
responses is required to better understand the basis of 
these 2-DG results. 

Hubel and Livingstone (1990) measured the contrast 
thresholds of neurons in layers 2/3. Their data show no 
significant difference between the average contrast 
thresholds ofblob and interblob neurons. However, they 
measured contrast threshold as the contrast required to 
generate a half-maximal response. The variability of 
the response was not taken into account. As will be 
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illustrated in this paper, the ability of neurons to detect 
a stimulus is profoundly influenced by the variability of 
the response. Taking the variability into account pro- 
vides a measure of contrast sensitivity that is more 
closely related to psychophysical contrast sensitivity. 

optimal spatial frequency, and related the results to the 
CO architecture. Bandwidth determines the sharpness of 
tuning of the cells, and is of interest since bandwidths in 
the orientation and spatial frequency domains have been 
shown to be correlated (De Valois et al., 1982a). 

Spatial frequency tuning 

The second stimulus parameter we examined was 
spatial frequency tuning, which reflects the spatial struc- 
ture and scale of receptive fields. Studies using 2-DG 
have shown that there is a columnar organization of 
spatial frequency tuning in striate cortex. In monkeys, 
TootelI, Silverman, Hamilton, Switkes and De Valois 
(1988b) found a correlation of spatial frequency tuning 
with the pattern of CO staining in the superficial layers 
of striate cortex. Gratings of high spatial frequency 
produced increased 2-DG uptake in interblob regions, 
whereas low spatial frequency stimulation showed 
preferential uptake in blobs. 

Two studies have examined spatial frequency organiz- 
ation using single- and multi-unit recordings in and 
around the CO blobs (Silverman et al., 1989; Born & 
Tootell, 1991a). Both found, in confirmation of the 
2-DG results, that the optimal spatial frequencies for 
blob cells were lower than those of interblob cells. These 
studies disagreed, however, on the nature of the tran- 
sition from blobs to interblobs. Born and Tootell 
(1991a) report that the transition is abrupt at the blob 
"borders", but Silverman et al. (1989) found a gradual 
transition. 

Relating the optimal spatial frequency of cortical cells 
to the magno/parvocellular pathways is difficult since the 
spatial frequency tuning of cortical cells differs signifi- 
cantly from that of geniculate cells: cortical cells are 
much more sharply tuned, and exhibit clear optimal 
spatial frequencies compared with the broader tuning of 
cells in the lateral geniculate (Maffei & Fiorentini, 1973; 
De Valois, De Valois, Ready & von Blanckensee, 1975; 
Schiller, Finlay & Volman, 1976; Movshon, Thompson 
& Tolhurst, 1978a; De Valois, Albrecht & Thorell, 
1982a). In addition, cortical cells exhibit novel receptive 
field characteristics such as sharp orientation selectivity 
and end-stopping (Hubel & Wiesel, 1962; De Valois, 
Thorell & Albrecht, 1985). More importantly, it has been 
shown that cutoff spatial frequencies do not differ 
significantly between magno- and parvocellular neurons 
(Kaplan & Shapley, 1982; Hicks, Lee & Vidyasagar, 
1983; Blakemore & Vital-Durand, 1986; Crook, Lee, 
Tigwell & Valberg, 1987; Kaplan, Lee & Shapley, 1990). 
When measured from contrast sensitivity functions, the 
cut-off frequency indicates the spatial resolution limit of 
the cell. If the spatial tuning of cells in and around the 
blobs is dictated by magno/parvocellular inputs, one 
might expect their cut-off spatial frequencies to be 
similar. 

The responses of visual neurons to patterns are deter- 
mined by their spatial transfer function, especially by the 
bandwidth and high frequency cut-off. Since previous 
studies of layers 2/3 provided no information on these 
parameters, we have studied them together with the 

METHODS 

Animal preparation 

We recorded single- and multi-unit activity in tangen- 
tial penetrations of striate cortex of Old World monkeys 
(Macaca fascicularis). Anesthesia was induced with ke- 
tamine hydrochloride (Vetalar, 10 mg/kg), and was sup- 
plemented by i.v. injection of thiamylal (Surital, 2.5%) 
during surgery. In early experiments animals were main- 
tained during the recording with urethane (initial load- 
ing dose of 100 mg, 20 mg/kg/hr thereafter). We used 
sufentanil citrate (Sufenta, 2-6 mg/kg/hr) for long-term 
anesthesia in later experiments. No consistent difference 
was noted between the responses obtained under Sufenta 
and those obtained under urethane. The state of anesthe- 
sia was monitored by continuous recordings of blood 
pressure (through an arterial cannula) and EEG. Ani- 
mals were paralyzed with gallamine triethiodide 
(Flaxedil, 5-15 mg/kg/hr), and artificially respired (end- 
tidal CO2 3.5%). Animals were given a one-time dose of 
i.v. dexamethasone (Decadron, 6 mg) to prevent brain 
edema. 

Eye drops of 1% atropine sulfate solution were used 
to maintain cycloplegia, and the eyes were covered with 
gas-permeable hard contact lenses. All incisions were 
preceded by ample subdermal injections of Novocaine. 
The femoral veins were cannulated to allow adminis- 
tration of i.v. drugs. A urinary catheter was inserted to 
monitor fluid balance. Blood pressure, heart rate, end- 
tidal expired CO2 and electrocardiogram were monitored 
continuously throughout the experiment using a 
Hewlett-Packard patient monitor (Model 78354A). 
Temperature was monitored and maintained at 38°C 
with a d.c. servo circuit connected to a heating pad. 

Animals were fixed in a stereotaxic apparatus. The 
third or fourth lumbar vertebral spine was clamped to 
elevate the animal above the table to minimize the effect 
of respiratory movements on electrode recordings. 

Recording 

Refractive error was determined b y  retinoscopic 
examination. Refraction was also checked electrophysio- 
logically and found to be in good agreement with the 
retinoscopic estimates. The retinoscope also allowed an 
estimate of astigmatic error, which was then corrected by 
cylindrical lenses. The positions of foveas and optic disks 
were mapped on a tangent screen 114 cm away from the 
eyes with a fundus camera. Refractive adjustment and 
eye position were checked several times during the 
course of the experiment. 

For cortical recordings, the scalp was exposed along 
the mid-line, and a plate of bone approx. 1 cm 2, centered 
15 mm anterior to the occipital ridge and 10 mm lateral 
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(Ts'o & Gilbert, 1988) was removed from the skull. A slit 
in the dura approx. 2 mm long was made in the sagittal 
direction just anterior to the posterior bank of the bone 
hole, and a glass-coated tungsten microelectrode, plated 
with platinum black (Merrill & Ainsworth, 1972) was 
inserted tangential to the cortical surface (usually at an 
angle of ~ 20 deg, with the electrode tip directed poste- 
riorly). This configuration allowed the slender electrode 
to move relatively long distances (1 5 mm) through the 
superficial layers, and also to slip easily under the bone 
where the cortex is less likely to be damaged. The hole 
was covered with cooled agar which was in turn covered 
with Vaseline to prevent drying during the long tangen- 
tial penetrations. 

Geniculate recordings were made with saline-filled 
glass microelectrodes with tips of 2-4/ tm and resistances 
of 8-25 ME~. The electrode locations in the geniculate 
layers were inferred from the sequence of changes in eye 
dominance, from electrode depth readings, and from the 
latency of response to electrical stimulation of the optic 
chiasm. 

Single units were isolated with the help of a digital 
oscilloscope (Nicolet Binary Digital I/O Model 206). If 
triggered spikes had the same amplitude and shape, and 
if spikes never fired at full amplitude during the refrac- 
tory period, the recording was accepted as a single unit. 
All recordings were extracellular. The electrode position 
was marked from time to time with electrolytic lesions 
(3 pulses of 3/~A, 2 sec each). 

Recordings of multiple units were made when single 
units could not be well isolated. Most multi-unit record- 
ings were comprised of 2~4 units, judging qualitatively 
from the height and shape of individual spikes. Oc- 
casionally, multiple unit and single unit recordings were 
made simultaneously--each on a separate recording 
channel; however, most multi-unit recordings did not 
have corresponding single unit data. 

Visual stimulation 

An electronic visual stimulator developed in our lab- 
oratory displayed the visual stimuli (Milkman, Schick, 
Rossetto, Ratliff, Shapley & Victor, 1980). It was inter- 
faced to a PDP 11/73 computer via a direct memory 
access (DMA) channel. The stimuli were displayed on a 
Princeton MultiSync Color Monitor (120 frames/sec) for 
stimulating cortical units and on a Tektronix (Beaver- 
ton, Ore.) 690SR color monitor for recordings from 
geniculate units, which were investigated in a separate 
series of experiments. 

Look-up tables for the visual stimulator were created 
to ensure a linear relationship between the monitor input 
voltage and displayed luminance. These were deter- 
mined by mounting a photo-diode over the monitor 
screen, and measuring the output luminance in response 
to linear ramps of voltage delivered to each CRT gun in 
succession. The visual stimuli were drifting black and 
white sine wave gratings. Contrast was defined as 
(Lma x --  Lmin) / (Lma x + Lmin) x 100, where Lma x and Lmin 
are the maximum and minimum luminance of the 
grating. 

(!ell class([ication 

Single-unit receptive fields were mapped on a tangent 
screen using bright or dark moving bars. Orientation 
preference and receptive field size were noted, as well as 
the presence or absence of end-stopping. After charac- 
terizing units with hand-held stimuli, further receptive 
field properties were determined with keypad-controlled 
visual stimulation. Optimal orientation, spatial fre- 
quency, temporal frequency and grating length (opti- 
mally windowed for end-stopped units) were determined 
by listening to the cell discharge, and by observing 
on-line peri-stimulus time (PST) histograms of the aver- 
age responses. 

Following the manual classification of units, we 
measured each neuron's response to an optimal size 
patch of drifting sine wave grating which varied in 
orientation, spatial and temporal frequency. Complex 
cells were distinguished from simple cells by examining 
the ratio of the mean discharge to the first harmonic 
amplitude (Skottun, De Valois, Grosof, Movshon, 
Albrecht & Bonds, 1991), with ratios >1 indicating 
complex cells. Our response measure for complex cells 
was the mean firing rate (Spitzer & Hochstein, 1985; 
De Valois, Yund & Hepler, 1982b; Movshon et al., 
1978a,b). For simple cells and geniculate neurons we 
recorded the amplitude of the first Fourier component, 
which is the amplitude of the best-fitting sinusoid to the 
PST histograms at the temporal frequency of the stimu- 
lus. Responses were typically averaged over 16-24 cycles 
of the stimulus. Response variance (the complex vari- 
ance of the response over all cycles of the stimulus) was 
then determined as described elsewhere (Croner, Pur- 
pura & Kaplan, 1993). 

We collected orientation tuning curves using the opti- 
mal spatial frequency as determined subjectively with the 
keypad. Under computer control, drifting gratings (at a 
luminance contrast of 90%) were presented at 18 orien- 
tations in a pseudo random order, evenly covering all 
orientations in 20deg steps. Optimal orientation was 
determined as the orientation which produced peak 
response. 

Spatial tuning curves at the optimal orientation were 
measured with 11-13 spatial frequencies presented in 
pseudo random order. If the range of spatial frequencies 
was not sufficient to cover the response range of the cell, 
an additional series of spatial frequencies was used. 
Optimal spatial frequency was determined as the fre- 
quency that elicited the strongest response from the cell. 
For many single units exhibiting side- or end-inhibition 
(Hubel & Wiesel, 1965; Born & Tootell, 1991b), we 
measured spatial tuning curves before and after window- 
ing of the stimulus. Cut-off spatial frequency was deter- 
mined from the spatial tuning curve as the highest spatial 
frequency at half-maximal response. Since the spon- 
taneous discharge differed from cell to cell, half-maximal 
response for complex cells was defined as the response 
which was half-way from spontaneous discharge to 
maximal response. Low cut-off spatial frequency was 
also measured at half-maximal response. Spatial tuning 
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bandwidth was determined by the spatial frequency span 
between the low and high cut-off spatial frequencies. 

Optimal temporal frequency was then determined by 
presenting gratings drifting at a series of temporal 
frequencies at the optimal orientation and spatial fre- 
quency. Optimal window length and width were simi- 
larly determined. 

Contrast sensitivity 

After the optima were determined, we measured the 
responses of each cell to drifting gratings at a series of 
contrasts ranging from 0% to 96%, presented in pseudo 
random order at the optimal orientation, spatial fre- 
quency, temporal frequency, grating length and width. 
Each stimulus was presented for 4 sec, preceded by a 
4-sec blank (zero contrast) run. This blank was necessary 
for two reasons: to allow the cell to recover from possible 
effects of prior stimulation, and to monitor the level of 
spontaneous discharge for each value of contrast. For 
the purposes of subsequent analysis, each cycle of the 
(periodic) stimulus was considered a "trial", e.g. a 
grating drifting at 4 Hz comprised 16 trials per 4 sec run. 

The firing rate was calculated for each trial. Typically, 
10-20 complete contrast series were presented to each 
cell. 

We then applied signal detection theory (Green & 
Swets, 1966) to the contrast-response data, following the 
technique of Tolhurst, Movshon and Dean (1983), illus- 
trated in Fig. 1. The first column shows pulse number 
distributions (PNDs) for a hypothetical neuron. These 
are determined by calculating the firing rate of the 
neuron for repeated presentations of a stimulus, then 
plotting the resulting distribution. The "noise" distri- 
butions are those collected during blank (i.e. zero con- 
trast) trials, and the "signal + noise" distributions are 
those collected during non-blank (i.e. non-zero contrast) 
trials. Note the increasing separation between the noise 
and signal + noise distributions as stimulus strength 
increases. This is due to increasing neuronal firing rates 
in response to stronger stimuli. From the PNDs, receiver 
operator characteristic (ROC) curves are generated. 
Each point on the ROC curve represents a criterion 
firing rate, or detection threshold. The "false alarm" 
probability is determined by the percentage of noise 
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F I G U R E  1. Simplified summary  of  ROC analysis. Pulse number distributions: these show the distribution of  firing rates for 
a hypothetical neuron for many repeated trials of  the stimulus. Noise distribution is collected during blank (e.g. zero contrast) 
trials. Signal + noise distribution is collected during trials which contain non-zero contrast stimuli. Increasing the stimulus 
strength increases the neuronal  firing rate, and thus widens the separation between noise and signal + noise distributions. ROC 
curves: these plot the probability o f  a "hi t"  (the probability that a criterion firing rate falls within the signal + noise distribution), 
vs the probability of  a "false a larm" (the probability that the criterion falls within the noise distribution). A "hi t"  indicates 
a "correct" response to the presentation of  a stimulus. A "false alarm" indicates a response when no stimulus is presented). 
Each point on the ROC curve represents a different criterion firing rate, Examination of the figure reveals that the criterion 
firing rate increases as one moves from the top-right corner to the bottom-left corner of  the figure. Integrating under the ROC 
curve (shaded area) gives the detection probability, or the probability that  the neuron would be able to correctly choose a signal 
trial from a blank trial, based on its firing rate. Neurometric function: this plots the detection probability as a function of 
st imulus strength. Detection probability of  0.5 indicates "chance" performance. Detection probability of  1.0 indicates "perfect" 

detection, or a complete separation of  noise and signal + noise distributions. 
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trials greater than or equal to the criterion. The "hit" 
probability is the percentage of signal + noise trials 
greater than or equal to the criterion. Integrating under 
the ROC curve gives the detection probability, or the 
probability that the neuron could correctly distinguish a 
signal trial from a blank trial, based on its firing rate. 
Plotting detection probability vs stimulus strength pro- 
duces a neurometric function (Fig. 1), similar to the 
familiar psychometric function. 

For simplicity of presentation, the variances of the 
noise and signal + noise distributions in Fig. 1 have been 
made equivalent. However, note that increasing the 
variance of one or both distributions will result in a 
decrease in the detection probability, since the two 
distributions will overlap to a greater degree. 

Using ROC analysis, we determined neurometric 
functions for each neuron, and fit them using the 
hyperbolic ratio, or Michaelis-Menten equation. This 
function has been shown to produce the best fit to 
cortical contrast-response functions (Albrecht & Hamil- 
ton, 1982), and it provided a good fit to our neurometric 
functions as well (see Figs 2-4, and Britten, Shadlen, 
Newsome & Movshon, 1992). From the fitted neuromet- 
ric functions we calculated the contrast threshold, which 
is the lowest contrast giving a detection probability of 
75%. The contrast sensitivity is the reciprocal of the 
contrast threshold. 

Histology 

Following each experiment the animal was perfused 
through the heart after the administration of 5 cm 3 of 
heparin and an overdose of  the barbiturate Surital. The 
animal was flushed with 0.1 M phosphate buffer, then 
fixed with 4% paraformaldehyde in 0.1 M phosphate 
buffer. 

The brain was then removed and a block of operculum 
containing electrode tracks was cut away from the rest 
of the brain. Gray matter below the opercular cortex was 
removed by carefully dissecting down the white matter 
with the blunt end of a scalpel handle. Thus isolated, the 
opercular cortex was inserted between two glass slides 
with filter paper on each side (to allow diffusion of 
fixative) and weighted with a 200 g block (B. McGuire, 
personal communication). This complex was immersed 
in 4% paraformaldehyde in 0.1 M phosphate buffer with 
30% sucrose for approx. 12 hr. After this time the slice 
was sufficiently flattened and was cleared in 0.1 M 
phosphate buffer with 40% sucrose (no paraformalde- 
hyde) for 12-20 hr. 

The cortical tissue was then cut on a freezing micro- 
tome in 25/~m-thick sections, and each section was 
placed in a sugarless solution of  0.1 M phosphate buffer. 

Cytochrome oxidase reaction 

Sections were rinsed 3-4 times in 0.1 M phosphate 
buffer, and transferred to the reaction medium (100 ml 
solution of  20 mg catalase, 30 mg cytochrome C, 50 mg 
diamino benzidine, 100 ml 0.1 M phosphate buffer at 
38°C). The container was covered with Saran Wrap to 
prevent fluid loss. Sections were periodically checked 

during the course of  the reaction, and removed from the 
reaction medium when the blobs were easily visible. This 
reaction usually took 18-24 hr to complete. Sections 
were then rinsed 3-4 times in 0.1 M phosphate buffer 
solution and mounted on gelatinized glass slides in 0.1 M 
PB. When sections were dry, cover-slips were placed over 
them using Permount (Fisher). 

Electrode track reconstruction 

Electrode tracks were reconstructed with a camera 
lucida. Each cortical section was traced upon a single 
acetate sheet, and the location of  lesions was carefully 
noted. When all sections had been traced, the electrode 
track could be seen by aligning all the acetate sheets 
using blood vessels as fiducial marks, and observing the 
stack on a light box. The aligned electrolytic lesions 
could then be used to reconstruct the path of  the 
electrode track. A track diagram was traced to a single 
acetate sheet, noting all lesions and cell locations. This 
diagram was used to label cell locations on video images 
of each tissue section prior to the densitometry pro- 
cedures. 

We assigned positions of each recording site based 
upon the location of the lesions in the tissue. There are 
two possible sources of  error in locating cell positions. 
The first is anisotropic shrinkage or stretching of  the 
cortical tissue during histological processing. This will 
cause an over- or under-estimate of distances between 
lesion sites, which subsequently could affect the determi- 
nation of cell locations. The second source of error is the 
course the electrode itself takes in its cortical pen- 
etration. If tissue dragging prevented the electrode from 
moving through the cortex in a smooth, continuous 
fashion, errors could be introduced in the determination 
of cell positions. 

We assessed the magnitude of the error in locating cell 
positions as follows: for each animal we lined up the 
lesion locations recorded by micrometer during the 
experiment with the lesion locations observed in the 
tissue. This was done by least squares fit of  "observed" 
vs "recorded" lesion locations. The SE was then deter- 
mined as the root mean square of  the residual errors at 
each lesion location. 

Densitometry 

We developed a computer program for assessing CO 
density. Each tissue section was imaged onto a charge- 
coupled device camera (Hamamatsu Model XC-77) and 
digitized using an image-capture board (Data Trans- 
lation DT2855), which allows 8-bit resolution (256 gray- 
scale). Voltages from the camera were linearized by an 
input look-up table, which was determined by measuring 
known luminance values and plotting them as a function 
of camera output for each known luminance. The effects 
of uneven illumination were removed by dividing each 
captured image by a previously obtained image of the 
blank illumination field. Digital processing of  images 
was performed as follows. 

Artifact removal. To minimize the contamination of 
the density measurements by large vessels and other 
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(A) Raw (B) (C) Filled 

???? 
FIGURE 2. Illustration of the artifact removal procedure. (A) Each horizontal line in the artifact is filled with the mean of 
4 pixels on each side of the artifact. If a pixel in the calculating region is also outside the density limits, a pixel further out 
is used in the calculation. (B) A similar procedure is applied to each vertical line of the artifact, except that each pixel in the 
artifact is now assigned the average of the vertical and horizontal means. (C) Final result. Small arrows indicate lines to be 

filled. 

debris, the computer performed a search for areas with 
extreme density levels which were either darker than the 
darkest blobs or lighter than the lightest interblob 
regions. These areas were filled with the average density 
of surrounding tissue as shown in Fig. 2. 

Image flattening. To allow a more accurate measure of 
relative CO density, a mask (650 pm square) was passed 
over the image. At each position, the average density 
within the mask was computed, and subtracted from a 
32/~m square block in the center. The mask was then 
moved 32 ~tm, and the procedure repeated until the 
mask had moved over the entire image. The result was 
the original image with slowly-varying gradients (with 
periods > 1300/~m) removed. 

Contrast enhancement. A simple histogram expansion 
was performed on the image to improve its visibility. 
This was necessary since the density values after artifact 
removal were typically spread over a gray-scale range of 
80--140, while the possible gray-scale values are from 0 
to 255. The image densities were therefore normalized to 
fit this full 0-255 range. 

Smoothing. To remove artifacts due to capillaries and 
small debris, the images were smoothed with a triangular 
filter mask with a half-height of  65 #m. 

Assignment of density and distance information to record- 
ing sites 

For each electrode recording position, the nearest blob 
was found by a computer search of the density terrain. 
The search algorithm was a modified version of  the 
Simplex fitting algorithm (Caceci & Cacheris, 1984). The 
center pixel of  the nearest blob was computed as the 
centroid of  the density colour found by the Simplex 
algorithm. Two quantities were then determined for each 
recording position. (1) Distance to nearest blob center. 
This was a straightforward geometrical calculation, since 
the (x, y)  locations of the recording site and the nearest 
blob center were known. (2) Density relative to the 
nearest blob center, p = (Pr - P i b ) / ( P b  - -  Pib), where Pr is 
the optical density at the recording site, Pb is the optical 

density of  the nearest blob peak, and Pib is the interblob 
density, determined as the median of  nine low-density 
regions surrounding the nearest blob. Distance and 
relative density were then used for correlations with the 
physiological measurements of  spatial frequency re- 
sponse and contrast sensitivity. 

An image processing example: assessment of blob density 
profiles 

For three monkeys, blob density profiles were exam- 
ined to determine the nature of  the transition between 
blob and interblob zones. We show here the steps taken 
in assessing these profiles for one of  the three monkeys. 
Figure 3(A) shows the raw image taken from a tangential 
section of  macaque visual cortex. Several factors must be 
considered before an accurate assessment of  CO density 
can be obtained. Here we show three types of  contami- 
nation artifacts. (1) Large vessels, which run orthogonal 
to the plane of  section, appear as white dots. (2) The 
network of  small pale streaks seen in the figure are 
capillaries which run horizontally through the plane of 
section. Since capillaries displace neural tissue, the pres- 
ence of a capillary is marked by a lightly-staining streak. 
These capillaries often do not span the whole depth of  
the section, and can be over- or underlaid by neural 
tissue. (3) High density artifacts (usually indicating stray 
lymphocytes) appear as small black dots. 

The large blood vessel artifacts can usually be re- 
moved, since they are much less dense than the range of  
interest. Figure 3(B) shows the raw image after it has 
been passed through the artifact removal routine. 

Even after digital removal of the large vessel artifacts, 
it can be seen that the image is noisy. It is difficult to 
determine the true density variations in the neuropil of 
the blobs, because the neuropil thickness varies across 
the section as a result of interruption by the small 
capillaries. The traditional way of  removing high-fre- 
quency variations is to pass a smoothing mask over the 
image, which results in a low-pass filtered version of the 
image. However, sharp edges are rounded off by this 
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FIGURE 3. Analysis of raw images of monkey cortex. (A) 25 #m 
tangential section of opercular cortex. Cortex was flattened prior to 
cutting to ensure perfectly tangential sections. Large blood vessels 
appear as white dots; a network of smaller, horizontally running 
capillaries can be seen running throughout the section. (B) Artifact 
removal. Areas which lie outside of user-determined limits are filled in 
with the average of surrounding density values. (C) Contrast enhance- 

ment. 

technique. If  blobs have sharp edges, such smoothing 
will distort their shape, and we wished to avoid such 
distortions. 

Contour smoothing. A novel approach was developed 
to remove density artifacts caused by capillaries and 

scattered blood cells without changing the radial fall-off 
in density from blob centers. Contour  smoothing was 
accomplished via the following steps (see Fig. 4): 

(1) The contrast enhanced image (here called the 
raw image) was convolved with a two-dimensional 
mask, resulting in a low-passed image. The mask 
had a weight of  100% in the center, which de- 
creased linearly to 0% at a distance of 47 p m  from 
center. The convolution was obtained by moving 
the mask over the image 1 pixel at a time. At each 
position, the weighted sum of all pixels within the 
mask was computed and assigned to the center 
pixel. 
(2) A contour map of the low-passed image was 
then constructed. Consider a contour line circling 
a blob at a density level p: this contour line 
describes the intersection of a horizontal plane at 
density p passing through the blob. Contour 
smoothing assumes that this cross-sectional shape 
accurately depicts the shape of the actual blob. 
(3) Each contour line (calculated from the low- 
pass filtered image) was then used as a template for 
smoothing the raw image. First, the contour was 
placed in its corresponding position on the raw 
image. The values of  all pixels covered by the 
contour template were then collected. From these 
values a median value was calculated. The contour 
was then placed in its corresponding position on 
the final image, and the median density value was 
assigned to each pixet covered by the contour. This 
procedure was repeated for each contour until 
every pixel in the final image was assigned. 

Contour smoothing utilizes the horizontal cross-sec- 
tional blob shape determined from the smoothed image. 
The pedestal simulation in Fig. 4 indicates that this 
shape is preserved remarkably well [cf. the shape of 
pedestal functions in Fig. 4(D) with their corresponding 
shapes in the noisy panel, Fig. 4(C)]. It is important to 
emphasize that our contour smoothing preserves the 
sharpness of  the density gradient. This is possible be- 
cause the smoothing is done tangentially with respect to 
the blob, rather than radially. 

RESULTS 

~vtochrome oxidase density distribution 

Figure 4 shows the results of  contour smoothing on 
real cortical data and on a simulation using pedestal 
functions, in which CO density changes abruptly. The 
vessel contamination of  the pedestal image is removed in 
the result, with very little effect upon the sharpness of  the 
pedestal borders. Note also that the shapes of  the 
pedestals undergo minimal distortion in the procedure. 
Application of contour smoothing to the raw data 
therefore gives an accurate representation of the blob 
density profiles. It is clear from Fig. 4(B) that the den- 
sity profiles fall off gradually with distance from blob 
centers. 
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FIGURE 4. Contour smoothing. (A, B) The results of contour smoothing on the raw image. Contour smoothing was done 
by determining contours for each blob using a low-pass filtered version of the raw image, then calculating the median density 
for each contour from the raw image and assigning the median density to each contour pixel in the result. (C, D) The effect 
of this procedure on pedestal-like functions which are contaminated by capillary-like artifacts. Note that while the artifacts 
have been successfully removed, there is very little blunting of the pedestal edges, a result not obtainable by traditional low-pass 

smoothing methods or median filtering. 

The accuracy of the contour smoothing routine de- 
creases near blob peaks, since the number of pixels per 
contour is greatly reduced, and local variations in optical 
density are more likely to affect the determination of 
median density. 

Color map. Figure 5 is a three-dimensional represen- 
tation of a section of Fig. 4(B). It is shown in pseudo- 
color to indicate the various density levels across the 
image. There are several points to note about this image. 
(1) Blobs can be seen in several forms: in isolation, 
connected by bridges (Horton, 1984; Ts'o & Gilbert, 
1988), or nearly confluent with one another. (2) The peak 
density varies somewhat from blob to blob. (3) The 
interblob regions, far from being of uniform density, 
more closely resemble canyons dipping into low-density 
regions. (4) Many blobs have an elliptical shape. (5) 
Some blobs appear to have steep sides, but, in general, 
their density decreases gradually with distance from the 
centers. 

Individual cross-sections. Figure 6 shows several 
examples of the density profiles across individual blobs. 
It can be seen that the form of the profiles differs 
considerably from blob to blob. Some drop off more 
rapidly than others. Some resemble triangular functions, 

whereas others are better approximated by a Gaussian 
profile. 

Slopes. In order to quantify the steepness of the CO 
density fall-off, we examined cross-sections from 64 
blobs from three monkeys. Cross-sections were taken 
from the contour-smoothed images in each case. Each 
blob was represented by 18 cross-sections, taken radially 
at 20-deg intervals. Blob center was determined by the 
location of peak blob density, and interblob position was 
determined as the location of lowest density. For the 
density profile along each radius we then calculated the 
range of densities from 25% to 75% of the total 
blob-to-interblob extent. Points in this range were fit 
with a straight line, and the slope of this line was our 
steepness measure. The histogram of slopes from all 
monkeys is shown in Fig. 7. The distribution of slopes 
is very similar for the three monkeys, as are the median 
slopes (monkey 1, 0.51%/#m; monkey 2, 0.60%//~m; 
monkey 3, 0.52%/pm). The data in Figs 2-4 are from the 
monkey with the steepest slope (No. 2). 

Figure 8 shows the range of slopes that were typically 
seen in our sample. The hatched area indicates the range 
of slopes between lower and upper quartile range for 
blobs from all three monkeys. This shows that the CO 
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FIGURE 8. Illustration of  range of slopes seen in blobs. Steepest slope 
is the upper quartile (0.86%/#m), bold line is the median slope 
(0.55%/~ m), least steep slope is the lower quartile (0.36%/#m). Dotted 
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comparison. 

density in blobs typically decreases gradually t¥om blob 
center outward, a finding that agrees with those of  
Trusk, Kaboord  and Wong-Riley (1990). 

Contrast sensitivity 

The ability of a neuron to detect a stimulus reliably 
depends not only on its response magnitude, but also on 
the t~ariabili O' of the response, a response aspect which 
is not accounted for by the contrast gain. Contrast 
sensitivity is defined as the reciprocal of  the contrast 
threshold, the lowest contrast required to detect a stimu- 
lus reliably. Contrast  sensitivity is a more informative 
measure of  cells' ability to signal contrast than are 
contrast gain, contrast threshold or response amplitude. 
This is because contrast sensitivity makes use of  the 
response variance, and allows a comparison of single 
unit data with psychophysics. Therefore here we use 
contrast sensitivity as a measure of  cell performance. 

We recorded responses to patterns of  various con- 
trasts from neurons in nine tracks in seven monkeys. The 
histological reconstructions from three of  these monkeys 
were not clear enough for a confident assignment of  CO 
density to the recording sites, so 58 cells from six tracks 
in four monkeys were actually used for analysis. 

Lateral geniculate. Figure 9 shows contrast sensitivity 
data for three typical parvocellular neurons. The re- 
sponse vs contrast functions have logarithmic abscissas 
in order to compare them directly with the logarithmic 
form of the neurometric function. As shown by Purpura. 
Kaplan and Shapley (1989), the response variance is 
independent of  contrast. Note that while the response vs 
contrast functions for all three neurons are similar in 
shape, the neurometric functions are right-shifted in 
proportion to response variance. Therefore, evaluating 
cells' performance using only response magnitude 
(Hubel & Livingstone, 1990) produces a different result 
from that given by the neurometric functions. 

Figure 10 compares contrast sensitivity data for a 
magnocellular neuron and a parvocellular neuron. 

Again, note the constant response variance across all 
contrasts. The contrast sensitivity of  the magnocellular 
neuron (A) is 0.20 and that of  the parvocellular neuron 
is one-tenth of  that (0.02). An interesting feature of  the 
magnocellular neurometric function is that it begins to 
saturate past 20% contrast, while the response ampli- 
tude continues to increase with contrast. This is because 
the signal and signal + noise PNDs are almost com- 
pletely non-overlapping at contrasts higher than 20%. 
Recalling that non-overlapping PNDs result in a detec- 
tion probability of  1.0, we see that further separation of 
the PNDs will increase the response, but not the detec- 
tion probability. 

Cortical layers 2/3. Figure 11 shows response vs 
contrast functions for several cortical neurons. Note that 
the response variance of these cortical neurons increases 
with stimulus contrast (Tolhurst et al., 1983), unlike the 
behavior of  retinal ganglion cells (Croner et al., 1993) or 
of geniculate neurons (Purpura et al., 1989). The shapes 
of  neurometric functions in Fig. 11 vary widely in 
comparison to the corresponding response vs contrast 
functions. This is due to the response variance, which has 
a profound effect on the detection probability. The 
neurometric functions for seven cells never reached 75%, 
even at the maximum contrast. The contrast sensitivity 
for these cells could not, therefore, be determined. 

Many cortical neurons have little or no spontaneous 
discharge. One might surmise that such neurons would 
be perfect detectors if they fire even weakly in response 
to a stimulus. This is rarely the case, however. Even if 
this type of neuron responds quite strongly to the 
stimulus, it may not fire during every trial, in which case 
the signal and signal + noise distributions still overlap, 
resulting in less-than-perfect detection. 

Cortical vs geniculate contrast sensitivity. In order to 
compare the contrast sensitivities of  cortical and genicu- 
late neurons, we subjected seven magnocellular neurons 
and 16 parvocellular neurons to the identical ROC 
analysis we used for cortical neurons. Table 1 compares 
the means and SDs of contrast sensitivities for geniculate 
neurons and those from layers 2/3. On average the 
contrast sensitivity of  neurons in layer 2/3 resembles that 
of parvocellular neurons, although there are a few 
cortical neurons with fairly high contrast sensitivity, 
similar to that of  magnocellular neurons. 

Contrast sensitivity and CO blobs. Figure 12 shows the 
contrast sensitivity of each neuron as a function of 
distance from blob centers. The data on both contrast 
sensitivity and spatial frequency were more tightly corre- 
lated with distance than with relative CO density, so we 
present these data as a function of distance. Contrast  
sensitivities of  neurons near blob centers (0~tm) are 
spread over a broad range of contrasts: cells with both 
high and low sensitivities are found near blob centers. 
However, as one moves away from blob centers, the 
range of sensitivities decreases, until, in the interblob 
regions, only cells with low sensitivity are found. Recall 
that the contrast sensitivity is measured from the fitted 
neurometric function, and is determined by the lowest 
contrast that could produce a 75% detection probability. 
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var iance.  

The mean contrast sensitivities of magnocellular and 
parvocellular geniculate neurons are indicated by dotted 
lines in Fig. 12. Neurons with parvo-like contrast sensi- 
tivities are spread fairly evenly throughout, while those 
with magno-like sensitivities are found only near blob 
centers. In addition, rather than dropping abruptly at 
blob "borders",  the contrast sensitivity of  these magno- 
like cells also decreases gradually with distance from 
blob centers. 

Ensemble performance. Several cells in our sample (7 
out of  58) did not reach a detection probability of 75%, 
even at the maximum contrast. Therefore the conven- 
tional measure of contrast sensitivity is not sufficient to 
account for these data. An examination of  the neuromet- 

ric functions of these cells shows that, although they did 
not reach 75% probability, they did respond at greater 
than chance levels. To account for these cells, we plot 
maximal detection probability for each cell as a function 
of distance from blob center for several contrasts (Fig. 
13). The size of  each dot represents the detection prob- 
ability for an individual cell, plotted according to dis- 
tance from blob center, at a randomly assigned angular 
position. All the cells are displayed as if  they all came 
from the same blob/interblob region. The dashed circle 
has a diameter of  200 #m. 

Obviously, pooling the data in this manner ignores 
differences among blobs and among animals, but the 
picture that emerges is useful. At low contrasts ( 1 4 % ) ,  
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neurometric functions, calculated as described in Fig. 1. Note that the neurometric function of the magnocellular neuron begins 

to rise at low contrasts compared to the neurometric function of the parvocellular neuron. 

detection of patterns is very poor in both blob and 
interblob regions. Starting at 8% contrast, however, 
some cells near blob centers begin to detect the pattern 
(indicated by the larger dots). As contrast increases, 
some interblob cells begin to detect the stimulus until, at 
96% contrast, all cells reach their maximal detection 
probability. 

Again, it can be seen that the cells with the highest 
contrast sensitivities are those near blob centers. At 
contrasts from 8% to 16% the blob centers dominate, 
and only at higher contrasts do the interbiob cells begin 
to detect the stimulus. This illustration of the ensemble 
performance underscores the important point that not 
all cells in the blobs are highly sensitive. In fact, the 
majority (75%) of  these cells are quite poor at detecting 
low-contrast stimuli, despite our careful optimization of 
the stimulus parameters. 

SpathTl frequency 

If a subpopulation of  cortical cells is devoted to spatial 
analysis, it is of  interest to characterize the spatial 
properties of  the receptive fields of these neurons. We 
therefore measured spatial tuning curves for 74 single 
cells and 45 multi-unit recordings from five animals. 
Figure 14 shows representative spatial tuning curves 
taken from single units near blob centers (<  100/~m) 
and in interblob regions ( > 2 0 0 # m ) .  The majority of  

these cells exhibit band-pass tuning characteristics (De 
Valois et al., 1982a), with varying bandwidths. Note 
that the optimal spatial frequency of  blob cells falls 
within a fairly narrow range, while the optimal spatial 
frequency of cells in the interblobs shows much greater 
variability. 

Optimal spatial frequency. In Fig. 15 we plot optimal 
spatial frequency as a function of  distance from blob 
center. Single-unit and multi-unit data are first plotted 
separately, and then combined in Fig. 15(C). Except for 
a few scattered points in the single-unit data, both single- 
and multi-unit data are very close in their distributions, 
so we concentrate on the composite plot in Fig. 15(C). 
Figure 15(D) is a box-and-whisker plot for the combined 
single and multi-unit data in Fig. 15(C). It shows a clear 
increase in the range of  optimal spatial frequencies as 
one moves away from the center of the blobs. The height 
of each bar denotes the interquartile range (IQR) for 
each 100 ~tm bin. The interquartile range contains the 
middle 50% of  the data. Cells in the bin nearest 
blob centers are confined to a narrow range of optimal 
spatial frequencies ( I Q R =  1.5c/deg from 0-100#m;  
IQR = 3.3 c/deg from 200-300/~m). These data are con- 
sistent with previous studies in that cells near blob 
centers are tuned to low spatial frequencies and the mean 
optimal spatial frequency increases with distance from 
blob center. Our data, like those of Born and Tootell 
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F I G U R E  11. Response vs contrast functions and associated neurometric functions for several cortical neurons. Left panels: 
open symbols indicate response (in ips), solid symbols indicate response variance (in ips2). Right panels: neurometric functions, 
calculated as described in Fig. 1. Note that responses for all cells continue to increase up to the highest contrast, without any 
sign of  saturation. The neurometric functions vary in shape. (C) The most sensitive cell of  the four, reaching the criterion 

detection probability (0.75) at 6% contrast. (D) Clearly responsive, but never reaches the criterion. 
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TABLE 1. Comparison of contrast sensi- 
tivities of geniculate neurons and neurons in 

layers 2/3 of striate cortex 

Mean SD n 

Layers 2,,3 0.034 0.030 51 
Parvo 0.035 0.040 16 
Magno 0. 158 0.079 7 

Mean contrast sensitivities for layers 2,3 neur- 
ons and parvocellular neurons arc very 
similar. Magnocellular neurons" contrast 
sensitivities are much higher. Contrast 
sensitivity is defined here as the reciprocal 
of the contrast that produced 75% prob- 
ability of detection. 

(1991a), show a significant proportion of interbtob cells 
which are tuned to low spatial frequencies. 

Note the nature of the tuning far from blob center 
[Fig. 15(C)]. Although only a few cells were found past 
300/~m, five out of seven of these cells were tuned to 
high spatial frequencies. This suggests that cells tuned to 
low spatial frequency are relatively rare in regions 
distant from blob centers. 

Note again, that the change in optimal spatial fre- 
quency is gradual as one moves away from the blobs. 
This could be a physiological correlate for the gradual 
decline in CO density profiles shown in Figs 4~6. This 
finding supports the conclusions of Silverman et al. 
(1989), who also found no evidence for an abrupt change 
in spatial frequency tuning between blobs and interblob 
regions. 

Ensemble response. Figure 16 shows the results of an 
ensemble response simulation, similar to that shown for 
contrast in Fig. 13. We utilized the spatial tuning curves 

for each cell (response vs spatial frequency), and plotted 
normalized responses across all distances for increasing 
spatial frequency. Since maximum response varies 
widely among recordings (especially in multi-unit 
recordings), we normalized the spatial tuning curves for 
each recording such that the response varied from 0 
(small dots) to 1 (large dots). Note that some of the dots 
disappear at higher spatial frequencies. This is because 
the spatial tuning curves for a small minority of these 
cells were not recorded at sufficiently high spatial fre- 
quencies. 
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FIGURE 12. Contrast sensitivitics of single neurons plotted vs dis- 
tance from blob centers. The horizontal dashed lines indicate medians 
of magnocellular and parvocetlular contrast sensitivities taken from 
the neurometric functions of geniculate data. Data shown only for the 
51 cortical cells that reached the criterion of 75% detection probability. 
Error bar indicates the uncertainty in localizing cell position, deter- 
mined as the SE between recorded and actual lesion positions (see 

Methods). 
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four "interblob" single units. Note that the optimal spatial frequency 
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extracted three parameters from the spatial tuning curves: optimal 
spatial frequency (the spatial frequency at peak response), the cut-off 
spatial frequency (the spatial frequency at half the maximal response), 
and bandwidth (the width of  the spatial tuning function at half the 

maximal response). 

An examination of the ensemble response simulation 
shows only a few cells responding at the lowest spatial 
frequencies. This is because cortical cells are band-pass 
spatial filters. The first strong ensemble response is 
elicited at 1.4 c/deg, and active units can be seen near the 
blob center and farther out. As spatial frequency is 
increased, the activity of cells near the blob centers 
slowly drops out, and the ensemble response is domi- 
nated by the interblob regions. 

There is one aspect of the ensemble response that we 
might not have predicted from the optimal spatial 
frequency data: blob centers do not stop responding 
completely until the spatial frequency is quite high. This 
is because the optimal spatial frequency does not provide 
a complete measure of the performance for these cells. 
The performance of a filter is typically characterized by 
several parameters: the optimal response, the cut-off 
frequency, and the bandwidth at half-maximal response. 

Cut-offspatialfrequency. An examination of the cut- 
off spatial frequency for each recording (Fig. 17) helps 
to explain the neural ensemble response as spatial fre- 
quency increases (Fig. 16). The cut-off spatial frequency 
determined from contrast sensitivity functions gives the 
resolution limit of a cell. Due to time constraints, we 
determined cut-off spatial frequency from spatial tuning 
curves, and can therefore only consider our measure to 
be an approximation of the resolution limit. While the 
optimal spatial frequency increases quite gradually into 
the interblob regions, the cut-off depends more strongly 
on distance from the blob center, and some cells near the 
blobs respond at fairly high spatial frequencies. Note 
that there is a significant correlation of cut-off spatial 
frequency with distance-to-center (r s = 0.19, n--110, 
P < 0.002). 

There is a substantial difference between cut-off fre- 
quencies of single cells [Fig. 17(A)] and cut-off frequen- 
cies of multi-unit recordings [Fig. 17(B)]. Only a few 
single units respond above 8 c/deg, whereas more than 
half of the multi-unit recordings do so. This may be due 
to a sampling bias of the electrodes: in order to unequiv- 
ocally isolate single units, it was necessary to accept only 
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F I GU RE  15. Optimal spatial frequency plotted vs distance to blob centers. (A) Optimal spatial frequencies of  isolated units 
are plotted vs distance-to-center. (B) Multi-unit recordings (three or more units). (C) Single- and multi-unit recordings 
combined. (D) Box-and-whisker plot representing binned data from (C), Each vertical box represents the interquartile range, 
or the middle 50% of  the data values from each 100/~m bin. The "'whiskers" extend to 1.5 times the interquartile range. The 

central horizontal line is the median value. Medians for each bin: 2.2, 2.4, 2.9, 8.3 c/deg. 
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500 l.tm 

FIGURE 16. Ensemble response to several spatial frequencies. Each cluster represents normalized response at a particular 
spatial frequency. In this polar representation, the amplitude signifies the distance of each cell from its nearest blob center and 
the phase is randomized to provide a view of the "idealized" blob performance. Spatial tuning curves for each recording were 

normalized so that response varied from 0 (small dots) to 1 (large dots). 

units with spike amplitudes well above the multi-unit 
activity. It is conceivable that those neurons which are 
tuned to lower spatial frequencies are larger, and thus 
more easilyisolated. However, a multi-unit recording 
accepts units with smaller spikes, and it appears that 
these often correspond to higher cut-off frequencies. In 
addition, the cut-off frequency for multi-unit recordings 
reflects the cut-off frequency of the unit with the best 
spatial resolution--information is lost about cells in the 
multi-unit response which cut off at lower spatial fre- 
quencies. The box-and-whisker plot in Fig. 18 shows a 
fairly clean separation of cut-off frequencies between 
cells near the blobs (bin 0-100/~m) and cells farther 
away (bin 200-300 /~ m; however, the right-most bin 
contains only three cells). 

Bandwidth. The spatial frequency bandwidth was the 
only parameter of the spatial transfer function which 
showed no significant correlation with distance to blob 
center. 

D I S C U S S I O N  

Blob density profiles 
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FIGURE 17. Cut-off spatial frequency plotted vs distance to blob centers. (A) Cut-off spatial frequencies of isolated units are 
plotted vs distance-to-center. (B) Multi-unit recordings (three or more units). (C) Single and multi-unit recordings combined. 
(D) Box-and-whisker plot representing binned data from (C). Each vertical box represents the interquartile range, or the middle 
50% of the data values from each 100 ,am bin. The "whiskers" extend to 1.5 times the interquartile range. The central horizontal 

line is the median value. 
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FIGURE 18. Cut-off spatial frequency vs distance from blob center. 
Box-and-whisker plot representing binned data from Fig. 17(B) (multi- 
unit activity). Each vertical box represents the interquartile range, or 
the middle 50% of the data values from each 100gm bin. The 
"whiskers" extend to 1.5 times the interquartile range. The central 

horizontal line is the median value. 

used in other applications is that of width at half-maxi- 
mal amplitude. A quantitative measure of this sort 
would be useful in the determination of blob areas, or 
of blob shapes, and can readily be obtained using the 
methods described here. A subjective drawing of blob 
"borders" would certainly require less effort, and could 
be used in applications which do not require a high 
degree of accuracy in the density measurement. 

It is not surprising that blobs have gradually decreas- 
ing profiles, since much of the CO reaction product 
resides in dendrites (Wong-Riley, Trusk, Tripathi & 
Hoppe, 1989; Geyer, Malach & Sagi, 1991). Consider the 
over-simplified case of blobs containing only one type of 
neuron, with darkly-staining mitochondria. Even if these 
neurons were packed uniformly into a discrete area,.the 
density profile would still show a gradual decrease. This 
is due to the distribution of overlapping dendritic arbors: 
their density would be greatest in the center, and would 
slowly decrease as one moves into the blob periphery. On 
the other hand, our observation of a decreasing density 
function could reflect a gradual change in the neuronal 
population from darkly staining to those with little CO 
activity. This situation appears to be reflected by the 
physiology of the cells in the blobs. The fact that there 
is nothing special about the blob "borders" is consistent 
with the anatomical observations of Malach (1992), who 
found that dendritic branches almost never respect the 
transition zone between a blob and the interblob region. 

Magno /parvocellular influence on the upper cortical layers 

It would be overly simplistic to assume that the 
determination of receptive fields in the cortex is solely a 
function of the relative amounts of magnocellular and 
parvocellular afferent inputs. Clearly, visual information 
undergoes a significant transformation between the lat- 
eral geniculate and the striate cortical output. Cortical 
receptive fields are highly selective for spatial frequency 

and orientation, in comparison with their geniculate 
inputs (Maffei & Fiorentini, 1973; De Valois et al., 1975, 
1982a; Schiller et ai., 1976; Movshon et al., 1978a). 
Novel receptive field characteristics such as side- and 
end-inhibition are seen first in the striate cortex (Hubel 
& Wiesel, 1962; De Valois et al., 1985; Born & Tootell, 
1991b). Cortical cells also exhibit a contrast adaptation 
not seen in geniculate cells (Maffei, Fiorentini & Bisti, 
1973; Movshon & Lennie, 1979; Ohzawa, Sclar& Free- 
man, 1985; Bonds, 1991). It is apparent that intracortical 
interactions play a role in the organization of cortical 
receptive fields (Bishop, Coombs & Henry, 1973; Mor- 
rone, Burr & Maffei, 1982; De Valois & Tootell, 1983; 
Bonds, 1989). 

At the same time, geniculate inputs do influence the 
nature of cortical receptive fields, and by examining 
these receptive fields, some inference can be drawn about 
the inputs. For example, Hawken and Parker (1984) 
showed the contrast sensitivity of cells in layer 4C~t to 
be higher than that of cells in 4Cfl, consistent with 
the contrast sensitivity difference in their geniculate 
afferents. 

We therefore model in Fig. 19 the indirect magno- and 
parvocellular inputs into the superficial layers of striate 
cortex based upon the receptive field properties of cells 
in these layers (Edwards & Kaplan, 1990). This view 
maintains that indirect magnocellular input (i.e. input 
from layers 4C~ and 4B) is focused on the blobs, whereas 
parvocellular input is spread fairly uniformly through- 
out. This model is supported by the anatomical results 
of Lachica et al. (1992), although it postulates a non-dis- 
crete indirect input from the magnocellular pathway, 
rather than a tightly-focused, all-or-none input pattern. 
The model depends on our contrast sensitivity data. 
Indirect magnocellular inputs would confer high con- 
trast sensitivity on cells near blob centers; indirect 
parvocellular inputs would result in cells with low con- 
trast sensitivity distributed fairly evenly through layers 
2/3. 

The optimal spatial frequency data can be interpreted 
in two ways. On the one hand, since cells with low 
optimal spatial frequency are found throughout layers 
2/3, and cells with high optimal spatial frequency are 
found within interblob regions, one might infer a diffuse 
indirect magnocellular input and a blob-sparing indirect 

I [ 
Blob Blob 

i Magno 
Parvo 

FIGURE 19. Model of indirect geniculate inputs to layers 2/3 of striate 
cortex. Magnocellular indirect inputs are focused on blobs, decreasing 
gradually from blob centers outward. Parvocellular inputs are spread 

diffusely throughout layers 2/3. 
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parvocellular input to the supragranular layers of the 
striate cortex. Note that this interpretation is at odds 
with the model set forth in Fig. 19, and is an unlikely 
explanation, since (1) it is not possible to reconcile this 
interpretation with accumulating anatomical data 
(Lund, 1973; Blasdel et al., 1985); (2) the absence of 
indirect parvocellular input to the blobs would preclude 
the formation of color-opponent receptive fields (Living- 
stone & Hubel, 1984; Ts'o & Gilbert, 1988); and (3) this 
interpretation is also inconsistent with our contrast 
sensitivity results. On the other hand, the notion of an 
indirect parvocellular input throughout layers 2/3 with a 
segregation of the types of parvocellutar inputs between 
blobs and interblob regions, reconciles our contrast 
sensitivity and optimal spatial frequency data with other 
results. The parvocellular input near blob centers could 
consist primarily of type II cells (Wiesel & Hubel, 1966), 
with input from types I and III increasing toward the 
interblob regions. Since type H cells are larger and their 
center and surround regions have similar sizes, one 
might expect the optimal spatial frequency to be lower. 
This interpretation is more consistent with anatomical 
findings (Lachica et al., 1992), and allows color infor- 
mation to be processed within the blobs. Ts'o and 
Gilbert (1988) report cells of all response types (I IV) in 

the blobs. However, in their study, cells were assigned in 
a binary fashion to blob or non-blob regions without 
regard for the graded nature of CO staining. This binary 
assignment results in a lumping of cell types that may 
actually be segregated with respect to CO density or 
distance from btob center. 

Summation of parvocellular inputs could, in principle, 
be responsible for the receptive field properties of the 
cortical neurons we studied (Derrington & Lennie, 1984; 
Merigan & Eskin, 1986; but see Kaplan et al., 1990). In 
this case neurons would acquire high contrast sensitivity 
by summing several parvocellular afferents. For this to 
predict the contrast data, however, summation rules 
would necessarily differ between blob and interblob 
regions, since we did not find highly sensitive cells in the 
interblob regions. Receptive fields with preference for 
low spatial frequencies could be generated by the sum- 
mation of parvocellular units with spatially displaced 
receptive fields. Here again, however, different sum- 
mation rules would be required for blobs and interblobs. 

Exclusive or m i x e d  inputs? 

Our data are consistent with the notion of focused 
magnocellular influence on the blobs, and diffuse parvo- 
cellular influence throughout layers 2/3. What might be 

F I G U R E  20. Possible magnocellular (black) and parw)cellular (white) contributions to individual neurons. Each line of dots 
represents a row of  neurons cutting across blob center. ( I ) Individual neurons receive exclusive magnocellular or parvocellutar 
input. Indirect magnocellular input is biased towards blob centers. (2) Individual neurons receive a combination of 
magnocellular and parvocellular input. Magnocellular input to blob centers, changing to parvocellular input to interblobs. 
(3) Individual neurons receive combination of magnocellular and parvocellular input. Parvocellular input throughout ,  

magnocellular input biased towards blob centers. 
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happening at the level of individual neurons? Do they 
receive exclusive magnocellular or parvocellular influ- 
ence, or a weighted combination of both? 

Consider the possibility that individual neurons are 
influenced exclusively by either magnocellular or parvo- 
cellular input, but not by both (Fig. 20, model 1). No 
mixing of pathways would occur on the level of single 
cells. This scheme would produce distinct neuronal 
populations, one with low and one with high contrast 
sensitivities. 

A second possibility is that individual neurons receive 
a weighted combination of indirect inputs from both 
pathways (models 2 and 3 in Fig. 20). Perhaps neurons 
in the superficial layers simply integrate the afferent 
inputs along their dendritic spread, regardless of the 
nature of the inputs. In this case the gain of a cortical 
cell could be determined by the proportions of magno- 
cellular and parvocellular indirect inputs. Model 2 shows 
the result of input integration over a large spatial extent. 
This model is inconsistent with our physiological data 
(Fig. 12). However, if the integration area of cortical 
neurons were decreased, local anisotropies in the indirect 
input patterns of both pathways would result in some 
blob cells not receiving strong magnocellular influence. 
This situation is depicted in model 3, and is most 
consistent with our data, since it accounts for the two 
major features of Fig. 12: (1) that there are cells with low 
sensitivity distributed throughout; and (2) that there is a 
gradual fall-off of contrast sensitivities from blob centers 
outward. As we reported here, the decrease in CO 
density with distance from blob centers is gradual as 
well. In addition to contrast sensitivity, the optimal 
spatial frequency and spatial resolution (Figs 15-18) also 
show a gradual change with distance from blob centers 
outward. Independent of the issue of magno- and parvo- 
cellular input, this gradual change in physiological prop- 
erties could reflect the gradual change in CO density. 

We should also consider the role that the direct input 
from the intercalated LGN layers might play in cortical 
organization and function. Since the physiological prop- 
erties and input to these LGN cells are still unknown, 
their contribution to cortical processing remains obscure 
so far. 

Distance vs density 

A major objective of the current study was the deter- 
mination of the relationship between CO density and the 
physiological properties of the cells in the cortex, in 
order to better understand the functional significance of 
the blob/interblob distinction. To our surprise we found 
that distance from blob center correlated better with the 
physiological parameters in our study than did the CO 
density itself. It is difficult to explain this observation. 
An opposite finding (that CO density is better correlated 
with the physiology than geometric distance) would have 
been easily explained on the basis of irregular or ellipti- 
cal blob shapes, which would have added noise to the 
metric of distance. If CO density is not an epiphe- 
nomenon, irrelevant to neuronal function, then it is 
reasonable to conclude that the cortex contains a variety 

of cell populations, and that CO density might be 
strongly related to the physiological properties of only 
some of them. Recording from a sample derived from 
several heterogeneous populations could easily obscure 
the relationship between CO density and physiological 
properties. It is also possible that CO is related to some 
other physiological parameter which we did not investi- 
gate. Furthermore, the underlying capillary bed, which 
is denser under the CO blobs (Zheng et al., 1991), might 
influence the physiological parameters we studied more 
than the CO density itself. 

Functional implications 

It appears that the physiological and anatomical 
distinctions between blobs and interblobs are not clear- 
cut, and accumulating data from several laboratories 
suggest that any clear functional distinction between the 
two regions is diffficult to ascertain. It has been pre- 
viously suggested (Livingstone & Hubel, 1987; AUman & 
Zucker, 1990) that blobs are particularly suited for the 
determination of luminance contrast, color contrast, and 
surface texture variables, whereas interblobs are devoted 
to form analysis, coding for contours and zero-crossings 
in the image. The validity of many of these distinctions 
has been challenged by further data: color-opponent 
cells have been found in interblobs as well as blobs 
(Ts'o & Gilbert, 1988; Lennie, Krauskopf & Sclar, 1990; 
Leventhal, Thompson, Liu, Neuman & Ault, 1993). 
Cells that encode higher-order texture interactions have 
been found throughout layers 2/3 (K. Purpura, unpub- 
lished observations). Our data argue that if interblob 
cells are indeed responsible for form analysis, this func- 
tion will be greatly impaired at low contrasts, due to the 
low contrast sensitivity of interblob cells. 

Our study, taken together with other available data, 
indicates that the encoding of contrast and spatial 
frequency does change as one moves away from the 
blobs. Cells far from blob centers do not respond reliably 
to contrasts below 8-12%, whereas blobs contain cells 
with a wide range of contrast detection thresholds. 
Allman and Zucker (1990) predicted that single blob 
cells are able to code a wide range of contrasts because 
their dynamic range stretches over several log units. 
While our data show a trend towards larger dynamic 
ranges for cells in the blobs, this trend is not significant. 
However, individual cells do not necessarily have to code 
the entire range of contrasts. It is possible that the 
coding is accomplished by an ensemble of cells, each 
operating over a different contrast range. Our data are 
consistent with the ensemble coding hypothesis, es- 
pecially since we have found that blob cells have contrast 
thresholds which cover a wide range. Therefore, it 
appears that blobs are better equipped to signal the 
contrast of a stimulus than are interblobs. 

In conclusion, cells near the blob centers appear to be 
concerned with the detection of patterns with a wide 
range of contrasts, whereas interblob neurons require 
fairly high contrasts to respond reliably. A wide range of 
spatial frequencies are coded by interblob cells, and the 
range narrows near blob centers. These blob/interblob 
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c h a n g e s  a r e  g r a d u a l :  t he  m a p  o f  these  p r o p e r t i e s  in the  

c o r t e x  a p p e a r s  to  be  a c o n t i n u u m ,  c o n s i s t e n t  w i t h  the  

s low c h a n g e s  in  C O  dens i t y .  T h e  c o n t r a s t  d a t a  s ugges t  

t he  n o t i o n  o f  f o c u s e d  m a g n o c e l l u l a r  i n p u t  to  t he  b lobs .  

F u r t h e r  p h y s i o l o g i c a l  a n d  p s y c h o p h y s i c a l  w o r k  will b e  

n e e d e d  to  d e e p e n  o u r  u n d e r s t a n d i n g  o f  th i s  i n t r i c a t e  

a r c h i t e c t u r a l  f e a t u r e ,  a n d  o f  i ts  r e l a t i o n s h i p  to pa ra l l e l  

p r o c e s s i n g  in t he  v i sua l  sys t em.  
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