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Abstract

We develop a variational theory for critical points of integral functionals in a space of curves on
a manifoldM, between a fixed point and a one-dimensional submanifold ofM, and satisfying a
nonholonomic constraint equationφ = 0, whereφ is aC2 function defined onTM× R.

We obtain existence, regularity and multiplicity results, writing the integro-differential equations
satisfied by critical points. Moreover, we present some results concerning a sort ofexponential map
relative to the integro-differential equations and some examples.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

Résumé

Nous développons une théorie variationnelle pour les points critiques des opérateurs inté-
graux dans un espace des courbes sur une variétéM, entre un point fixe et une sous-variété
1-dimensionnelle deM, satisfaisant une équation de liaison non-holonomeφ = 0, où φ est une
fonctionC2 définie surTM× R.

Nous obtenons des résultats d’existence, de régularité et de multiplicité, écrivant les équations
integro-différentielle satisfaites par les points critiques. Nous présentons ainsi quelques résultats au
sujet d’une sorte deapplication exponentiellerelativement aux équations, et quelques exemples.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction

Many examples in applied mathematics lead to the study of variational problems with
nonholonomic constraints, that is where the constraints are not only imposed on the
configurations but also on the velocities, and arise as a submanifold of thevelocity phase
space(also calledstate space) (see [2]).

A first case is given by sub-Riemannian geodesics, where one searches for curves on a
manifoldM locally minimizing distance and such that their velocity is in a given subspace
of the tangent space, for instance is orthogonal to a given vector fieldY . Regularity of sub-
Riemannian geodesics between two given points is still an open problem. The situation
changes if we let the end point free to move on an integral curve ofY . Indeed, in this case a
variational theory, completely analogous to the classical Riemannian geodesics one, can be
developed (see [7], and Section 6.1). Another example, concerning Lorentzian geometry, is
shown in Section 6.2. We refer to [3] for the main definitions and properties in Riemannian
and Lorentzian geometry.

The aim of this work is to develop a variational theory for problems of this kind. We will
always deal with functionals defined on a space of curves with values in a differentiable
manifold, sayM, of the form L(z) = ∫ 1

0 L(ż(t), z(t), t)dt , (see (11)), where the
LagrangianfunctionL is defined on the tangent spaceTM of the manifold, and is possibly
depending also on time. For sake of simplicity, we have focused our attention on one-co-
dimensional smooth constraints, that is when the constraint itself is described by a single
equationφ = 0, whereφ is a smooth function onTM (possibly depending also on time).

The theory is described in Sections 2 to 4. We have tried to formulate hypotheses as gen-
eral as possible on the Lagrangian function and on the constraint equation, in order to cover
several situations, for instance the examples shown in Section 6. The result of existence
and regularity of minimizers for the constrained functional is stated in Theorem 3.1, along
with the Euler–Lagrange integro-differential equation solved by critical points. Since the
constraint is not closed with respect to the weak convergence, we needed the well known
Palais–Smale condition(see Definition 3.2), in order to pass from weak to strong conver-
gence of a minimizing sequence. The proof that Palais–Smale condition is verified in our
framework is quite delicate and is given in Proposition 3.5. Thanks to this condition, we
can also obtain multiplicity results using the classical theory of Ljusternik–Schnirelman
(see Theorem 3.14). Moreover, a local theory is developed, building anexponential mapas
is usually done in classical theory of ordinary differential equations (see Section 4).

In Sections 2–4 the Lagrangian function is assumed to have a growth in the velocityw

given by |w|p , wherep > 1. In Section 5 a brief description of the case whenp = 1 is
given.

A short Appendix about a geometric description of the framework used ends the work.
There are some other examples strictly linked to our variational theory. First of all the

relativistic brachistochrones with respect to the travel time (to arrive asyoungas possible –
see Ref. [10]). The problem is reduced to the search of sub-Riemannian geodesics between
a point and a curve, therefore it is straightly covered by our theory.

About the relativistic brachistochrones curves with respect to the arrival time (to arrive
asearly as possible – see Ref. [12]) the situation is different because the functional to
study is a length functional plus another functional (the arrival time) which is invariant
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under reparameterizations, but does not have a Lagrangian density (in particular it is not
an integral functional).

In [9] we have a similar situation, with an arrival time functional without Lagrangian
density. Here we have not discussed this kind of situation, such as the problem in [11],
where the constraint is described byφ(w, z, t)= cz ∈ R (and not byφ(w, z, t)= 0).

All these cases will be considered in the future. Our hope is to give a general theory,
including all the examples here briefly sketched.

2. Framework setup and assumptions

Throughout the paperM will be ann-dimensional manifold,n > 1, that we suppose
C∞, Hausdorff, and second-countable. We will denote byTM → M the tangent bundle
of M, and byTzM the tangent space at a pointz ∈M.

Coordinate systems onM andTM will be considered, whose notation will be:

z= (z1, . . . , zn)
for M,

(w, z)= (w1, . . . ,wn, z1, . . . , zn
)

for TM, andt for R.
Let us consider aC2 real Lagrangian function L defined onTM × R, and aC1

constraintfunctionφ,

L :TM× R → R, φ :TM× R → R.

We assume that

L(w,z, t)� 0, (1)

φ(0, z, t)= 0, ∀(z, t) ∈M× R, (2)

and

∂L

∂w
(0, z, t)= 0, ∀(z, t) ∈M× R. (3)

It will be as well convenient to introduce the space:

S(w,z,t) = ker
∂φ

∂w
(w, z, t)=

{
ξ ∈ TzM

∣∣∣∣ ∂φ∂w(w, z, t)[ξ ] = 0

}

for everyz ∈M, w ∈ TzM, andt ∈ R. We will require thatφ is anadmissibleconstraint
(see [16]). This amounts to say that

dimS(w,z,t) = n− 1, ∀(w, z, t) ∈ TM× R. (4)
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In order to define the space of curves we will search for critical points in, we must fix a
pointQ ∈M and a curveγ :R →M transversal toS, i.e.,

∂φ

∂w

(
w,γ (t), t

)[
γ̇ (t)
] = 0, ∀w ∈ Tγ (t)M.

For this aim we will suppose the existence of a smooth vector fieldY :M→ TM, not null
everywhere, such that

∂φ

∂w
(w, z, t)

[
Y (z)
]= 1, ∀(w, z, t) ∈ φ−1(0). (5)

Hereafter we will actually suppose thatγ is an integral curve ofY .
The Lagrangian functionL does not need to beregular—in the sense of a mechanical

system—anyway we will suppose that,∀(w, z, t) ∈ φ−1(0)⊂ TM× R,

G(w,z, t)= ∂
2L

∂w2 (w, z, t) :TzM× TzM→ R

is a bilinear application onTzM such that

G(w,z, t)[ξ, ξ ]> 0 and G(w,z, t)
[
ξ,Y (z)

]= 0, ∀ξ ∈ S(w,z,t) \ {0}. (6)

Remark 2.1.The assumptions made so far, and Eq. (7) that we will state in a while, are
actually thought in terms of local coordinates, because of the derivatives with respect tow.
It can be shown that they can be stated in terms of intrinsic objects. See Appendix A for
further details.

We will make a similar assumption on the second derivatives of the constraint
equationφ, as specified in the following:

Assumption 2.2.We will require that,∀(w, z, t) ∈ φ−1(0)⊂ TM× R,

(
dL(w,z, t)

[
Y (z)
]) · ∂2φ

∂w2
(w, z, t)[ξ, ξ ] � 0, ∀ξ ∈ S(w,z,t), (7)

where

dL(w,z, t)
[
Y (z)
]= ∂L

∂z
[Y ] + ∂L

∂w
[Y ′]

is intrinsically defined in Appendix A.

Example 2.3.Let us consider the case of sub-Riemannian geodesics (see Section 6.1). Let
us take the energy functional (87) of Section 6.1, so that the LagrangianL is given by:

L(w,z)= 〈w,w〉.
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Take into account the vector fieldY defined in (84) of Section 6.1. Then we have:

dL(w,z, t)
[
Y (z)
]= 〈∇wY,w〉,

where∇ is the covariant derivative with respect to〈·, ·〉.
We also remark that, in this case, the right-hand side in last equation above have not

a specific sign, but Assumption 2.2 is satisfied, since the constraint equation is linear.
Observe that the other assumptions made before also hold in this particular case, as it
can be easily seen.

In addition we will suppose that there exists a numberp > 1, and some functionsαi, δi
of classC0, defined onM× R and strictly positive such that

∀(w, z, t) ∈ φ−1(0)⊂ TM× R,

it is:

∂L

∂w
(w, z, t)[w] � α1(z, t)|w|p − δ1(z, t), (8a)

L(w,z, t)� α2(z, t)|w|p − δ2(z, t), (8b)

where| · | is a (given) norm onTzM depending continuously onz ∈ M. Note that (8b)
comes from (8a) in some particular cases (see Remark 2.5 below). We finally require the
following asymptotical estimates on the derivatives ofL andφ:

∣∣∣∣ ∂L∂w(w, z, t)
∣∣∣∣� a1(z, t)|w|p−1 + b1(z, t), (9a)

∣∣∣∣∂L∂z (w, z, t)
∣∣∣∣� a2(z, t)|w|p + b2(z, t), (9b)

and

∣∣∣∣ ∂φ∂w(w, z, t)
∣∣∣∣� b3(z, t), (10a)

∣∣∣∣∂φ∂z (w, z, t)
∣∣∣∣� a4(z, t)|w| + b4(z, t), (10b)

∀(w, z, t) ∈ TM× R, for someC0 functionsai , bi defined onM× R.

Remark 2.4.It can be proved that assumptions (8a)–(10b) are independent from the norm
used. Moreover, these hypotheses, as the previous ones, are satisfied by the examples given
in Section 6.
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Remark 2.5.In caseφ is a homogeneous function of degree 1 in the variablew, conditions
(8a) and (8b) can be straightly derived from the following condition onG(w,z, t),
∀(w, z, t) ∈ φ−1(0):

G(w,z, t)[w,w] � α(z, t)|w|p,

for some strictly positive functionα(z, t). Indeed, we observe that, in this particular case,
if φ(w, z, t)= 0,

φ(σ ·w,z, t)= σ · φ(w, z, t)= 0,

and

∂φ

∂w
(w, z, t)[σ ·w] = σ · ∂φ

∂w
(w, z, t)[w] = σ · φ(w, z, t)= 0,

whereσ ∈ R. Therefore, if(w, z, t) ∈ φ−1(0) then{σw: σ ∈ R} ⊂ S(w,z,t).
From this we have, also using (3),

∂L

∂w
(w, z, t)[w] =

1∫
0

∂2L

∂w2
(σw, z, t)[w,w]dσ

=
1∫

0

1

σ 2

∂2L

∂w2 (σw, z, t)[σw,σw]dσ

� α(z, t)|w|p
1∫

0

σp−1 dσ = α(z, t)
p− 1

|w|p

and analogously (8b) can be derived. Note that this method cannot be used in general
because we requireG(w,z, t)[w,w] � α(z, t)|w|p only on the constraint, and not in the
wholeTM× R.

As pointed out in the Introduction, we will deal with functionals defined on a space of
curves with values onM. The Sobolev spaceH 1,p([0,1],M) naturally arises as the main
workspace. It can be defined as the set of all absolutely continuous curvesz : [0,1] → M
such that, for every local chart(V ,ϕ) onM and for every closed sub-interval[a, b] ⊂ [0,1]
such thatz([a, b]) ⊂ V , ϕ ◦ z ∈ H 1,p([a, b],Rn). The spaceH 1,p([0,1],M) has an
infinite dimensional manifold structure (see [15]), modeled onH 1,p([0,1],Rn). We stress
the point that, although this definition is given in terms of local charts,H 1,p([0,1],M) is
independent from the chosen coordinate system.
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In view of this, a functionalL is then induced byL onH 1,p([0,1],M) in a natural
way:

L(z)=
1∫

0

L
(
ż(t), z(t), t

)
dt . (11)

We can now define the space of curvesΩQ,γ ,

ΩQ,γ = {z ∈H 1,p([0,1],M) ∣∣ z(0)=Q, z(1) ∈ γ (R)}, (12)

and its subspaceΩQ,γ (φ),

ΩQ,γ (φ)=
{
z ∈ΩQ,γ

∣∣ φ(ż(t), z(t), t)≡ 0 a.e. in[0,1]}, (13)

that it is supposed to be non empty.
We require apseudo-coercivitycondition ofL with respect toφ in the following way:

Assumption 2.6.∀c ∈ R there exists a compact setK(c)⊂M such that,∀z ∈ΩQ,γ (φ),

L(z)� c �⇒ z
([0,1])⊂ K(c). (14)

Remark 2.7.The pseudo-coercivity assumption – satisfied by the examples of Section 6 –
is an intrinsic way for requiring completeness. It is satisfied, for instance, ifα2 in (8b)
is bounded away from zero,δ2 is bounded and(M, | · |) is complete. Indeed, if there
exists a constant̃α > 0 with α2(z, t) > α̃ andδ2 � α̃, it is, in local coordinates, for each
z ∈ΩQ,γ (φ) such thatL(z)� c,

d
(
z(t),Q

)
�

t∫
0

∣∣ż(s)∣∣ds �
1∫

0

∣∣ż(s)∣∣ds,
whered(P,Q) is the distance inM defined by the inf

∫ |ż| calculated among all the paths
defined in[0,1] with values inM linking two pointsP ,Q of M.

Using (8b) we have:

(
d(z(t),Q)

)p �
( 1∫

0

∣∣ż(s)∣∣ds
)p

�
1∫

0

∣∣ż(s)∣∣p ds �
1∫

0

L(ż(s), z(s), s)+ δ2(z(s), s)
α2(z(s), s)

ds

� 1

α̃

( 1∫
0

Lds + δ̃
)

� c+ δ̃
α̃
,

and if (M, | · |) is complete the closed balls are compact.
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It is well known thatΩQ,γ is a Banach manifold (see [15]); its tangent spaceTzΩQ,γ ,
∀z ∈ΩQ,γ , can be defined as follows:

TzΩQ,γ = {ξ ∈H 1,p([0,1], TM) ∣∣ ξ vector field alongz,

ξ(0)= 0, ξ(1)‖ γ̇ (tz)
}
, (15)

wheretz ∈ R is the real value mapped byγ into the end point ofz, that isz(1)= γ (tz).
MoreoverTΩQ,γ is endowed with the Finslerian structure induced by theH 1,p norm

‖ξ‖ =
( 1∫

0

∣∣ξ̇ (t)∣∣p dt

)1/p

. (16)

Under the above hypothesis, we will prove results on existence, regularity and multiplicity
of critical points for the functionalL in the setΩQ,γ (φ).

The setΩQ,γ (φ) is a Banach submanifold ofΩQ,γ , as shown in the following:

Proposition 2.8.ΩQ,γ (φ) is a C1 Banach submanifold ofΩQ,γ , and its tangent space,
∀z ∈ΩQ,γ (φ), is given by

TzΩQ,γ (φ)=
{
ξ ∈ TzΩQ,γ

∣∣ dφ(z)[ξ ] ≡ 0 a.e.
}
. (17)

Remark 2.9.Here dφ(z)[ξ ] denotes the Gateaux derivative ofφ along the directionξ ; in
local coordinates it reads:

dφ(z)[ξ ] = ∂φ
∂z

(
ż(t), z(t), t

)[ξ(t)] + ∂φ
∂w

(
ż(t), z(t), t

)[
ξ̇ (t)
]
.

Let us observe that dφ(z)[ξ ] makes sense, and is inLp([0,1],R), sinceξ , z are continue,
ξ̇ , ż are inLp , and (10a), (10b) holds.

Proof. Let us consider the application:

F :ΩQ,γ →Lp
([0,1],M),

F (z)(t)= φ(ż(t), z(t), t). (18)

SinceΩQ,γ (φ)= F−1(0), we must show [13] that

(1) F ∈ C1, ∀z ∈ΩQ,γ ,
(2) dF(z) is surjective,
(3) its kernel splits.

(1) We first actually show thatF is Gateaux differentiable: considering a local
coordinate system, let us fixz ∈ΩQ,γ andξ ∈ TzΩQ,γ , and prove that
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lim
σ→0

∥∥∥∥φ(ż+ σ ξ̇ , z+ σξ, t)− φ(ż, z, t)σ
− ∂φ
∂z
(ż, z, t)[ξ ] − ∂φ

∂w
(ż, z, t)[ξ̇ ]

∥∥∥∥
Lp

= 0.

(19)

Indeed there exists,∀t ∈ [0,1], two valuesh, k ∈ [0,1] such that

φ(ż+ σ ξ̇ , z+ σξ, t)− φ(ż, z, t)
= φ(ż+ σ ξ̇ , z+ σξ, t)+ φ(ż+ σ ξ̇, z, t)− φ(ż+ σ ξ̇, z, t)− φ(ż, z, t)
= σ ∂φ

∂z
(ż+ σ ξ̇, z+ kσξ, t)[ξ ] + σ ∂φ

∂w
(ż+ hσ ξ̇, z, t)[ξ̇ ],

and then the argument of the limit in (19) becomes:

∥∥∥∥
[
∂φ

∂w
(ż+ hσ ξ̇ , z, t)− ∂φ

∂w
(ż, z, t)

]
[ξ̇ ]

+
[
∂φ

∂z
(ż+ σ ξ̇ , z+ kσξ, t)− ∂φ

∂z
(ż, z, t)

]
[ξ ]
∥∥∥∥
Lp
. (20)

Since ż and ξ̇ are fixed and inLp , and φ is C1, (19) holds by Lebesgue dominate
convergence theorem. Moreover, we must now show that the application

z �→ dF(z)[ · ] = ∂φ
∂z

(
ż(t), z(t), t

)[
(·)]+ ∂φ

∂w

(
ż(t), z(t), t

)[
(·)′] (21)

is a continuous map. For this aim it is sufficient to consider a strongly converging sequence
{zn} in ΩQ,γ to a curvez ∈ΩQ,γ .

Arguing in a similar way as before, using (10a) and (10b), one obtain that

lim
n→∞ sup

‖ξ‖
H1,p�1

∥∥(dF(zn)− dF(z)
)[ξ ]∥∥

Lp
= 0. (22)

(2) Let us considerz ∈ F−1(0), and leth ∈Lp([0,1],M); to prove surjectivity we look
for ψh ∈ H 1,p([0,1],R) such thath = dF(z)[ψh Y (z)], andψh(0) = 0. Since, in local
coordinates,

dF(z)
[
ψh Y (z)

] = ∂φ

∂z

(
ż(t), z(t), t

)[
ψh Y (z)

]
+ ∂φ
∂w

(
ż(t), z(t), t

)[
ψh Y

′(z)+ ψ̇h Y (z)
]
,

using (5) we obtain the following ODE forψh:{
h= ψ̇h +ψh dF(z)

[
Y (z)
]
,

ψh(0)= 0,
(23)
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where dF(z) is given by (21). The explicit solution of the ODE is:

ψh(t)=
t∫

0

h(t)e
∫ s
t dF(z(r))[Y (z(r))]dr ds. (24)

It is easily seen thatψh isH 1,p, andη(t)=ψh(t)Y (z(t)) ∈ TzΩQ,γ .
(3) We argue in a similar way as point (2) to prove that kerdF(z) splits∀z ∈ F−1(0):

fixedV ∈ TzΩQ,γ , we look forψV ∈H 1,p([0,1],R) such that

{
0= dF(z)[V −ψV Y ] = dF [V ] −ψV dF

[
Y (z)
]− ψ̇V ,

ψV (0)= 0,
(25)

and thenV can be written as the sum of two components

V = (V −ψV Y )+ψV Y,
such that(V −ψV Y ) ∈ kerdF(z). Here

ψV (t)=
t∫

0

dF
(
z(s)
)[
V (s)
]
e
∫ s
t dF(z(r))[Y (z(r))]dr ds. ✷ (26)

Thanks to the above proposition, we can give the following:

Definition 2.10.z ∈ΩQ,γ (φ) is acritical point for the functionalL onΩQ,γ (φ) if

dL(z)[ξ ] = 0 (27)

for everyadmissible variationξ , that isξ ∈ TzΩQ,γ (φ).

Remark 2.11.When studying a dynamical system described by a Lagrangian function and
a set of constraints, two different approaches can be followed, depending on the choice
made of the admissible variation.

Without getting into details—that can anyway be found, for instance, in [2]—the
classical approach takes into account the Principle of Virtual Work, to write a system of
equation in which the reaction force of the constraints does not occur. In this setup the
virtual displacements, namely the admissible variations, are given by the spaceS defined
at the beginning of this section.

The second way to handle the problem, that is the one we use, as we can understand
from Definition 2.10, is a Lagrangian counterpart of Hamilton’s principle. In short, it takes
the tangent vectors of the constraint manifold as virtual displacements. In mechanics this
approach is referred to as dynamics ofvariational axiomatic kind(vakonomic dynamics).

This two methods leads to different Euler–Lagrange equation in case of nonholonomic
systems.
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Fig. 1. The tangent spaceTzM at a pointz ∈M (Lemma 2.13).

Remark 2.12. In this framework a crucial role is played by the vector fieldY , that
someway links the Lagrangian function and the constraint equation, in the sense described
by Eqs. (5)–(7), and by the following result, that we will prove in Proposition 2.15:

∂L

∂w
(w, z, t)

[
Y (z)
]= 0, ∀(w, z, t) ∈ φ−1(0)⊂ TM× R.

In order to prove the above relation, the following Lemma is needed:

Lemma 2.13.For each(v, z, t) in TM× R there is a unique real numberµ(v, z, t) such
that (see Fig.1)

φ(v +µ(v, z, t)Y (z), z, t)= 0.

Proof. Fixed(v, z, t), it suffices to consider the function inR2:

H(τ,µ)= φ(τv +µY(z), z, t).
SinceH(0,0)= 0 by (2), and∂H/∂µ(0,0)= ∂φ/∂w(0, z, t)[Y (z)] = 1 by (5), from the
Implicit Function Theorem there existsθ0 > 0 such thatµ = µ(τ) (for τ ∈ (−θ0, θ0)) is
the unique solution ofH(τ,µ)= 0. But

dµ

dτ
= − ∂φ

∂w

(
τv +µY(z))[v]

and ∂φ
∂w
(w, z, t) is bounded, fixedz andt , by (10b). Then there exists

µ0 = lim
τ→θ0

µ(τ) <+∞,

and by continuity ofφ,H(θ0,µ0)= 0. Thenµ can be extended to the whole interval[0,1],
andµ(1) is the required valueµ(v, z, t). Let us now show that it is unique. Letµ1 = µ2
such thatφ(v − µiY, z, t) = 0, i = 1,2. Then we can considerH(τ,µ) as before, and in
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this case we haveH(1,µi(1)) = 0, i = 1,2. This means that there exists two functions
µi(τ ) solutions of the ODE:

{
µ′
i (τ )= − ∂φ

∂w

(
τv +µi(τ )Y (z), z, t

)[v],
µi(1)= µi.

These two functions can be extended untilτ = 0, where they coincide since

φ(µY, z, t)= 0 ⇐⇒ µ= 0;

therefore they coincide also forτ = 1, that impliesµ1 = µ2.
By smoothness ofφ it also follows thatµ is smooth. ✷

Remark 2.14. In particular the argument in the proof the above lemma implies that
{w ∈ TzM | φ(w, z, t)= 0} is contractible for each(z, t).

Proposition 2.15.For each(w, z, t) ∈ φ−1(0)⊂ TM× R, it is

∂L

∂w
(w, z, t)

[
Y (z)
]= 0. (28)

Proof. Let us fix(w, z, t) ∈ φ−1(0); then we can write, using (3),

∂L

∂w
(w, z, t)

[
Y (z)
]=

1∫
0

∂2L

∂w2

(
σ w+µ(σ)Y (z), z, t)[w+ µ̇(σ )Y (z), Y (z)]dσ, (29)

whereσ ∈ [0,1], andµ(σ) is chosen such thatφ(σ w+µ(σ)Y (z), z, t)= 0, by the above
lemma. Then, if we denote

K(σ)= φ(σ w+µ(σ)Y (z), z, t),
it is

0=K ′(σ )= ∂φ
∂w

(
σ w+µ(σ)Y (z), z, t)[w+ µ̇(σ )Y (z)],

that is,w + µ̇(σ )Y (z) ∈ S(σ w+µ(σ)Y (z),z,t). Using (6) we see that the function into the
integral of (29) in null, proving (28). ✷

3. Existence, regularity and multiplicity of critical points

We are now ready to start the proof of one of the main result of the section, that is the
following:
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Theorem 3.1. Under the hypotheses made in Section2 (see (1)–(10b), and pseudo-
coercivity Assumption2.6), there exists a minimizerz for the functionalL in the set
ΩQ,γ (φ).

Moreover, ifz is a critical point ofL in ΩQ,γ (φ), thenz ∈ C2([0,1],M), and satisfies
the following Euler–Lagrange equation:[

d

dt

(
∂L

∂w
− λ ∂φ
∂w

)
−
(
∂L

∂z
− λ∂φ
∂z

)](
ż(t), z(t), t

)= 0, (30)

whereλ(t) ∈C1([0,1],R) is the followingLagrange multiplier:

λ(t)=
1∫
t

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)

e
∫ t
s (
∂φ
∂z [Y ]+ ∂φ

∂w [Y ′])dr ds. (31)

We remind that

dL[Y ] ≡
(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)

and dφ[Y ] ≡
(
∂φ

∂z
[Y ] + ∂φ

∂w
[Y ′]
)

are intrinsically defined (see Appendix A).
Let us start proving the existence of a minimizer for the system. For this aim we will

show that the functional satisfy a good compactness property: thePalais–Smale condition.

Definition 3.2. Given aC1 functionalF :X→ R on a Banach manifold(X,h), thenF
satisfies thePalais–Smale conditionat levelc ∈ R if every sequence{zn}n∈N ⊂ X such
that

lim
n→∞F(zn)= c, lim

n→∞
∥∥dF(zn)∥∥= 0, (32)

(where‖ · ‖ denotes the norm in the dual space ofTxnX), has a subsequence converging
in X. The sequence{zn} is called aPalais–Smale sequence in X for E at levelc.

Lemma 3.3.Let{zn} be a sequence inΩQ,γ (φ) such that there existsc ∈ R withL(zn)� c
for eachn ∈ N. Then{zn} is uniformly bounded inH 1,p, and included in a compact subset
of M.

Proof. From pseudo-coercivity it follows that there exists a compact setK ⊂ M such
thatzn([0,1])⊂K, ∀n. The result immediately follows from (8b), recalling thatα2 in this
equation is strictly positive. ✷
Lemma 3.4.Let{zn} be a Cauchy sequence, with respect to the Finslerian structure(16), in

Lc = {z ∈ΩQ,γ (φ) ∣∣L(z)� c}.
Thenzn converges inH 1,p to a curvez ∈ΩQ,γ (φ).
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Proof. Let zn be a Cauchy sequence with respect to (16) and such thatL(z) � c. By
Lemma 3.3 there exists a subsequenceznk uniformly converging toz ∈ΩQ,γ .

We can consider a finite number of local charts(Ui ,ψi) that coversz([0,1]). Fixed i,
let [αi,βi] ⊂ [0,1] such thatznk | [αi,βi] ⊂ Ui , for eachn ∈ N, so we can suppose that
{znk | [αi,βi]} is a Cauchy sequence in the complete spaceH 1,p([αi,βi],Rn), and then it
converges inH 1,p to a functiony. The curvey satisfies the constraints becauseżnk has a
pointwise converging subsequence. On every local chart the convergence is also uniform,
and theny = z. Thenznk converges toz in H 1,p andz ∈ΩQ,γ (φ). Sincezn is a Cauchy
sequence, it follows thatzn converges toz in H 1,p. ✷
Proposition 3.5.The functionalL :ΩQ,γ (φ)→ R satisfies the Palais–Smale condition at
every levelc ∈ R.

Proof. Let {zk} ∈ ΩQ,γ (φ) be a Palais–Smale sequence at levelc for some
c > infΩQ,γ (φ)L.

We observe that, from pseudo-coercivity, we can suppose, up to subsequences, thatzk
is uniformly convergent toz ∈ H 1,p([0,1],M). Moreoverżk is weakly convergent tȯz
in Lp . We have just to prove, using thatzk is a Palais–Smale sequence, thatżk → ż strongly
in Lp .

Let us considerV ∈ TzkΩQ,γ ; we know from Proposition 2.8 that every admissible
variation can be expressed in the form(V −ψV Y ), whereψV is given by (26):

ψV (t) =
t∫

0

(
∂φ

∂z
(żk, zk, t)

[
V (s)
]+ ∂φ
∂w
(żk, zk, t)

[
V ′(s)
])

× e
∫ s
t (
∂φ
∂z
(żk,zk,t)[Y (s)]+ ∂φ∂w (żk,zk,t)[Y ′(s)])dr ds.

Let us now work on the quantity dL(zk)[V −ψV Y ]:

dL(zk)[V −ψV Y ] =
1∫

0

∂L

∂z
[V ] + ∂L

∂w
[V ′] −ψ ∂L

∂z
[Y ] − ψ̇ ∂L

∂w
[Y ] −ψ ∂L

∂w
[Y ′]dt

=
1∫

0

∂L

∂z
[V ] + ∂L

∂w
[V ′] −ψ

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)

dt . (33)

Note that here we have dropped the subscriptV fromψ to lighten the notation, such as the
argument(żk(t), zk(t), t)

Substituting (26) in the last addendum of (33), and applying Fubini’s theorem, we get:

−
1∫

0

ψ

(
∂L

∂z
[Y ] + ∂L

∂ż
[Y ′]
)

dt
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= −
1∫

0

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
) t∫

0

(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
)

e
∫ s
t (
∂φ
∂z [Y ]+ ∂φ

∂w [Y ′])dr ds dt

= −
1∫

0

(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
) 1∫
s

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)

e
∫ s
t (
∂φ
∂z [Y ]+ ∂φ

∂w [Y ′])dr dt ds

= −
1∫

0

λk(t)

(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
)

dt, (34)

where

λk(t)=
1∫
t

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)

e
∫ t
s (
∂φ
∂z

[V ]+ ∂φ
∂w

[V ′])dr ds. (35)

Using (34) and (28) into (33) we obtain:

dL(zk)[V −ψV Y ] =
1∫

0

(
∂L

∂z
− λk ∂φ

∂z

)
[V ] +

(
∂L

∂w
− λk ∂φ

∂w

)
[V ′]dt . (36)

The terms∂L/∂z and∂φ/∂z, such asV ′, are not intrinsically meaningful. Nevertheless,
z([0,1]) can be covered with a finite number of local charts, where we can consider each
term in (36) separately. Then, sincezk uniformly converges toz, for sake of simplicity we
make our computations assuming we are in a single chart.

Recall now thatzk is a Palais–Smale sequence, and letp∗ denote the conjugate exponent
of p (1/p+1/p∗ = 1). Therefore there exists a sequence{ak} converging to 0 inLp

∗
such

that, for anyV satisfyingV (0)= V (1)= 0,

1∫
0

(
∂L

∂z
− λk ∂φ

∂z

)
[V ] +

(
∂L

∂w
− λk ∂φ

∂w

)
[V ′]dt =

1∫
0

ak
[
(V −ψV Y )′

]
dt . (37)

Integrating by parts the first term in the left-hand side of (36) we get:

dL(zk)[V −ψV Y ] =
1∫

0

[(
∂L

∂w
− λk ∂φ

∂w

)
−

t∫
0

(
∂L

∂z
− λk ∂φ

∂z

)
ds

]
[V ′]dt . (38)

Note that there is not boundary contribute from the integration, sinceV (0)= V (1)= 0.
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Let us now take into account the right-hand side of (37). Using again (26) we have, for
anyV ∈ TzkΩQ,γ ,

1∫
0

ak
[
(V −ψY)′]dt =

1∫
0

ak[V ′] − ψ̇ak[Y ] −ψak[Y ′]dt . (39)

With some tedious calculus, using again Fubini’s theorem, we get:

−
1∫

0

ψ̇ak[Y ]dt =
1∫

0

gk(t)

(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
)

dt, (40a)

where

gk(t)=
1∫
t

ak[Y ]
(
∂φ

∂z
[Y ] + ∂φ

∂w
[Y ′]
)

e
∫ t
s (
∂φ
∂z

[Y ]+ ∂φ
∂w

[Y ′])dr ds − ak[Y ], (40b)

and

−
1∫

0

ψak[Y ′]dt =
1∫

0

hk(t)

(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
)

dt, (41a)

where

hk(t)= −
1∫
t

ak[Y ′]e
∫ t
s (
∂φ
∂z [Y ]+ ∂φ

∂w [Y ′])dr ds. (41b)

Substituting (40a)–(41b) in (39), and considering as before all the variationsV such that
V (0)= V (1)= 0, we have:

1∫
0

ak
[
(V −ψY)′]dt =

1∫
0

{
ak + (gk + hk) ∂φ

∂w
−
( t∫

0

(gk + hk)∂φ
∂z

ds

)}
[V ′]dt . (42)

Since{ak} converges to 0 inLp
∗
, combining together (38) and (42) into (37), and using

(9a)–(10b), there exists a sequence{bk} in Lp
∗

such that‖bk‖Lp∗
k→∞−−−−→ 0 and

(
∂L

∂w
− λk ∂φ

∂w

)
−

t∫
0

(
∂L

∂z
− λk ∂φ

∂z

)
ds − bk = ck, in [0,1], (43)

wherec′k = 0.
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Since‖żk‖p is equibounded too, by (9a)–(10b), integrating (43) we obtain alsock
equibounded. Let us now observe that, by (9a)–(10b),λk(t) and

t∫
0

(
∂L

∂z
− λk ∂φ

∂z

)
ds

are equibounded inH 1,1. Therefore

∂L

∂w
(żk, zk, t)− λk ∂φ

∂w
(żk, zk, t)= χk, (44)

for someχk converging inLp
∗

(up to subsequences, becauseH 1,1 is compactly embedded
in Lp

∗
(see [4]), andbn goes to zero inLp

∗
.

Let us apply both members of this equation tożk , and exploit (8a) to find the existence
of a constantC such that

|żk|p �C
(
1+ |χk|p∗)

,

and the right-hand side above converges inL1.
Then we have reduced ourselves to find a pointwise convergence for{żk}, up to

subsequences, in order to apply Lebesgue Theorem, since it is, for some constantD,

|żn − ż|p �D
(
1+ |ż|p + |χk|p∗)

, (45)

and the right-hand side above converges inL1.
For this aim (that is, to find pointwise convergence), we will use the Implicit Function

Theorem and Caccioppoli Global Inversion Theorem (see [5]), starting from Eq. (44).
Let us choose a local coordinate system where

Y = ∂

∂zn
.

From (5), in this system the constraint can be written as

φ(w, z, t)=wn − g(w1, . . . ,wn−1, z, t
)
, (46)

with g ∈C2. Using this equation and (28) in (44) we have, for eachk ∈ N,

∂L

∂wi

(
ż1k, . . . , ż

n−1
k , g

(
ż1k, . . . , ż

n−1
k

)
, zk, t
)

− λk(t) ∂φ
∂wi

(
ż1k, . . . , ż

n−1
k , g

(
ż1k, . . . , ż

n−1
k

)
, zk, t
)

− (χk)i(t)= 0, i = 1, . . . , n− 1, (47)
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and

λk(t)= −(χk)n(t).

Let us denote byyk the point inR
n−1:

yk = (ż1k, . . . , żn−1
k

)
.

We claim that we can apply Implicit Function Theorem and Caccioppoli Theorem to (47),
in order to prove thatyk is pointwise convergent. Note that, up to subsequences,λk andχk
are convergent almost everywhere toλ andχ , respectively.

Let t ∈ [0,1] be fixed and such thatλk(t)→ λ(t) andχk(t)→ χ(t). We want to prove
that żk(t) converges. To this aim, we consider the applicationΛ, locally defined as:

Λ
(
w1, . . . ,wn−1)
= ∂L

∂wi

(
w1, . . . ,wn−1, g

(
w1, . . . ,wn−1, z, t

)
, z, t
)

− λ(t) ∂φ
∂wi

(
w1, . . . ,wn−1, g

(
w1, . . . ,wn−1, z, t

)
, z, t
)− χi(t)

= 0, i = 1, . . . , n− 1, (48)

Deriving (48) with respect towj we get, fori, j = 1, . . . , n− 1,

Λij
(
yk, g(yk, zk, t), zk, t

)
=
[(

∂2L

∂wi∂wj
+ ∂2L

∂wi∂wn

∂g

∂wj

)
− λ(t)

(
∂2φ

∂wi∂wj
+ ∂2φ

∂wi∂wn

∂g

∂wj

)]

× (yk, g(yk, zk, t), zk, t), (49)

and we must show that1

Λij ξ
iξj = 0.

Now we use hypothesis (6). A vector(ξ1, . . . , ξn) ∈ S(yk,g(yk,zk ,t),zk,t) is such that, in
this local system,

ξn = ∂g

∂wi
(yk, zk, t)ξ

i .

Writing (6) in coordinates we have (dropping the argument(yk, g(yk, zk, t), zk, t)):

1 We use Einstein’s indices convention: here, and in the following, the repeated indicesi, j run from 1 to
n− 1.
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0 <
∂2L

∂wi∂wj
ξ iξj + ∂2L

∂wi∂wn
ξi
∂g

∂wj
ξj + ∂2L

∂wn∂wj

∂g

∂wi
ξ iξj + ∂2L

∂(wn)2

∂g

∂wi

∂g

∂wj
ξ iξj

=
(
∂2L

∂wi∂wj
+ ∂2L

∂wi∂wn

∂g

∂wj

)
ξ iξj +

(
∂2L

∂wn∂wj
+ ∂2L

∂(wn)2

∂g

∂wj

)
∂g

∂wi
ξ iξj

=
(
∂2L

∂wi∂wj
+ ∂2L

∂wi∂wn

∂g

∂wj

)
ξ iξj . (50)

Last equality above follows from (28), that in local coordinates reads:

∂L

∂wn

(
yk, g(yk, zk, z, t), z, t

)= 0,

and deriving this with respect towj we have:

(
∂2L

∂wn∂wj
+ ∂2L

∂(wn)2

∂g

∂wj

)(
yk, g(yk, zk, z, t), z, t

)= 0,

from which we obtain last inequality in (50).
Moreover we have, for eachξ ∈ S(yk,g(yk,zk,t),zk,t),

−λk(t) ∂
2φ

∂w2

(
yk, g(yk, zk, t), z, t

)[ξ, ξ ]
= −λk(t)

(
∂2φ

∂wi∂wj
+ ∂2φ

∂wi∂wn

∂g

∂wj

)(
yk, g(yk, zk, t), zk, t

)
ξ iξj . (51)

We now observe that, from (7), this quantity is always� 0 (indeed, if (7) holds, from (35)
we haveλk(t)� 0).

Using this fact and (50) in (49) we find

Λij ξ
iξj > 0 if ξ = 0.

Now, multiplying both terms in (44) bẏzk and using (8a) we obtain thatżk(t) is
bounded. Letw be a limit point. We have the following situation: fixed(

z(t), t, χ(t), λ(t)
)
,

there existsw such thatφ(w, z, t) = 0 andΛ(z(t),t,χ(t),λ(t))(w) = 0, whereΛ is defined
in (48). Taking into accountΛ(w)[w] and using (8a) we have that

Λ :
{
φ−1(0)∩ Tz(t)M

}→Λ
({
φ−1(0)∩ Tz(t)M

})
is a proper function between two metric spaces.

Considering Remark 2.14 andΛ(σw+µ(σ)Y (z)) we see that

Λ
({
φ−1(0)∩ Tz(t)M

})
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is contractible toΛ(z(t),t,χ(t),λ(t))(0). Moreoverφ−1(0) ∩ Tz(t)M is arcwise connected,
again by Remark 2.14. Hence, using Caccioppoli Theorem, we see thatΛ(w) = 0 has a
unique solution, which is the limit oḟzk(t).

Repeating this argument for almost everyt ∈ [0,1], we have pointwise convergence a.e.
of żk , and we can apply Lebesgue Theorem, finding that, by (45),zk has a converging
subsequence inH 1,p. ✷
Remark 3.6. Proposition 3.5 immediately gives the existence of the minimizer forL
in ΩQ,γ (φ). Indeed the following well-known theorem applies to our case:

Theorem 3.7[14]. LetF :X→ R be aC1 functional on aC1 Banach manifold with the
following properties:

(1) there existsc� infX F such thatFc = {x ∈X: F(x)� c} is complete,
(2) infX F >−∞, and
(3) F satisfies the Palais–Smale condition atinfX F .

ThereF admits a minimizer inX.

The pseudo-coercivity assumption ofL on ΩQ,γ (φ) gives hypothesis (1) of the
theorem, and moreoverL is bounded from below by hypotheses (1). Therefore the Palais–
Smale condition proved in Proposition 3.5 allows us to obtain the existence result stated in
Theorem 3.1.

We stress the point that the constraint in our problem is in general not closed with
respect to the weak convergence. This is the reason why we had to introduce the Palais–
Smale condition and use Theorem 3.7 to prove existence of minimizers. Clearly, they are
critical points ofL in ΩQ,γ (φ).

Regularity of solutions is stated by the following:

Proposition 3.8.The critical pointsz ∈ΩQ,γ (φ) ofL belong toC2([0,1],M). Moreover,
there existsλ ∈ C1([0,1],R) such that the couple(z, λ) solves Eqs.(30)–(31).

Proof. We will use a bootstrap argument to prove the first part of the assertion. Let
z(t) ∈ ΩQ,γ (φ) a critical point ofL. Arguing as in the proof of Proposition 3.5 there
exists a functionλ(t) ∈H 1,1 such that

λ(t)=
1∫
t

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)

e
∫ t
s (
∂φ
∂z [Y ]+ ∂φ

∂w [Y ′])dr ds, (52)

and

dL(z)[V −ψV Y ] =
1∫

0

(
∂L

∂z
− λ∂φ
∂z

)
[V ] +

(
∂L

∂w
− λ ∂φ
∂w

)
[V ′]dt, (53)
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∀V ∈ TzΩQ,γ , V (0)= V (1)= 0. Then

∂L

∂w
(ż, z, t)− λ(t) ∂φ

∂w
(ż, z, t)= θ(t), (54)

whereθ ∈H 1,1([0,1],M) is

θ(t)= c+
t∫

0

(
∂L

∂z
− λ∂φ
∂z

)
[V ]ds, (55)

andc′ = 0.
Sinceθ andλ are now continue, we can use the Implicit Function Theorem exactly as

done in the proof of Proposition 3.5, finding locally aC1 functionh such that

ż(t)= h(z(t), t, χ(t), λ(t)),
and sincez, θ andλ are continue, so iṡz(t). This implies (see (52) and (55)) that alsoλ is
C1, andθ isC1. Thus, the above equality givesż of classC1.

It is now possible to integrate by parts expression (53) in the “right” direction, obtaining
the Euler–Lagrange equation (30).

Corollary 3.9. Let us supposeL andφ does not depend on time, that isL= L(w,z) and
φ = φ(w, z). Then, given a critical pointz for L in ΩQ,γ (φ) andλ as in Proposition3.8,
the following quantity is constant alongz(t):

E = ∂L
∂ż
ż(t)−L− λ(t)∂φ

∂ż
ż(t). (56)

Proof. Let us rewrite Euler–Lagrange equation (30):

[
d

dt

(
∂L

∂w
− λ ∂φ
∂w

)
−
(
∂L

∂z
− λ∂φ
∂z

)](
ż(t), z(t), t

)= 0.

Applying this toż we get:

0 = d

dt

(
∂L

∂w

)
[ż] − ∂L

∂z
[ż] − d

dt

(
λ
∂φ

∂w

)
[ż] + λ∂φ

∂z
[ż]

= d

dt

(
∂L

∂w
[ż]
)

−
(
∂L

∂z
[ż] + ∂L

∂w
[z̈]
)

− d

dt

(
λ
∂φ

∂w
[ż]
)

+ λ
(
∂φ

∂z
[ż] + ∂φ

∂w
[z̈]
)

= d

dt

(
∂L

∂w
[ż] −L− λ ∂φ

∂w
[ż] + λφ

)
+ ∂L
∂t

− λ(t)∂φ
∂t
.

The result follows using time-independence ofL andφ. ✷
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Remark 3.10.Let us consider the case of a functionz : [0,1] ∈M, of classC2, that solves
Euler–Lagrange equation (30), whereλ(t) is given by (31). We ask whether this conditions
are sufficient to guarantee that(ż(t), z(t), t) is in the constraintφ = 0 or not.

We first observe that, from (31),λ solves the following ODE:

λ̇(t)−
[(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
)
[Y ]
]
λ(t)+

(
∂L

∂z
[Y ] + ∂L

∂w
[Y ′]
)
[Y ] = 0, (57)

with initial conditionλ(0)= 0.
Applying (30) toY we find:

∂φ

∂w
(ż, z, t)

[
Y (z)
]
λ̇+ λ
(

d

dt

∂φ

∂w
− ∂φ
∂z

)
(ż, z, t)

[
Y (z)
]

−
(

d

dt

∂L

∂w
− ∂L
∂z

)
(ż, z, t)

[
Y (z)
]= 0. (58)

But we have:(
d

dt

∂φ

∂w
− ∂φ
∂z

)
(ż, z, t)

[
Y (z)
]= −
(
∂φ

∂z
[V ] + ∂φ

∂w
[V ′]
)
[Y ] + d

dt

(
∂φ

∂w
[Y ]
)
,

and analogously(
d

dt

∂L

∂w
− ∂L
∂z

)
(ż, z, t)

[
Y (z)
]= −
(
∂L

∂z
[V ] + ∂L

∂w
[V ′]
)
[Y ] + d

dt

(
∂L

∂w
[Y ]
)
.

Let us now suppose that

∂φ

∂w
[Y ] ≡ 1

onall TM× R. Using this fact and the above expressions together with (57) we find:

d

dt

∂L

∂w
[Y ] = 0, (59)

that is d
dt
∂L
∂w

[Y ] = const. Then if the equation

∂L

∂w
(w, z, t)

[
Y (z)
]= 0

describesexactly the constraint, that is (28) it is satisfied if and only ifφ(w, z, t)= 0, we
conclude that if the initial data(ż(0), z(0),0) is in the constraint, then the curvez is in the
constraint for allt ∈ [0,1]. This is, for example, the case of the sub-Riemannian geodesics
(see (90) of Section 6.1).

Also multiplicity results can be obtained. We first recall the following:
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Definition 3.11. The Ljusternik–Schnirelman categorycat(X) of a topological spaceX
is the possibly infinite minimal number of closed contractible subsets ofX that form a
covering ofX.

We can apply the classical Ljusternik–Schnirelman theory (see [14]) to obtain a
multiplicity result for critical points betweenQ andγ given in terms of the Ljusternik–
Schnirelman category of the Banach manifoldΩQ,γ (φ):

Theorem 3.12.Under the assumptions of Theorem3.1, there are at least

cat
(
ΩQ,γ (φ)

)
critical points betweenQ andγ . Moreover, ifcat(ΩQ,γ (φ)) is infinite, then there exists a
sequence{zn}n∈N of critical points betweenQ andγ such that

lim
n→∞L(zn)= +∞.

Note that supΩQ,γ (φ)L= +∞.
Now we want to show some results that allows us to calculate cat(ΩQ,γ (φ)), supposing

thatY does not allow closed integral curves. Let us introduce the spaces:

CαΩQ,γ =ΩQ,γ ∩Cα([0,1],M), (60)

and

CαΩQ,γ (φ) =ΩQ,γ (φ)∩Cα
([0,1],M). (61)

Let z ∈ C1
ΩQ,γ

andψ :M× R → R be the flow of the vector fieldY (ψ(z, t) = γx(t),
whereγx is the integral curve ofY such thatγx(0)= x). We define:

zh(t)=ψ
(
z(t), h · η(t)),

whereη : [0,1] → R must be opportunely chosen. Then it must beη(0)= 0, in such a way
that z1(0) = Q. Moreover the definition of flow assuresz1(1) = ψ(z(1), η(1)) ∈ γ (R).
Then we would like to have,∀t ∈ [0,1],{

φ
(
dzψ
(
z(t), η(t)

)[
ż(t)
]+ Y (ψ(z(t), η(t)))η̇(t),ψ(z(t), η(t)), t)= 0,

η(0)= 0.
(62)

Using the initial condition we have:

∂φ

∂η̇

∣∣∣∣
η=0

= ∂φ
∂ż

(
ż(0),Q,0

)[
Y (x)
]= 1,

from (5). Then there exists a uniqueΘ(η, t) defined in[0, η0)×[0, t0), such thatΘ(0,0)=
µ(ż(0),Q,0) (µ(ż(0),Q,0) is defined in Lemma 2.13), and (62) is equivalent to
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η̇(t)=Θ(η, t), η(0)= 0.

Let us suppose that we can extend this solution to the whole interval[0,1]; we can now
observe that, ifz ∈ C1

ΩQ,γ (φ)
, η(t) ≡ 0 is the unique solution of (62). Thenzh(t) = z(t)

in [0,1]. This assures thatC1
ΩQ,γ (φ)

is a strong retract ofC1
ΩQ,γ

, and then the following
proposition is proved:

Proposition 3.13.If Eq. (62) can be solved in[0,1] for everyz ∈ C1
ΩQ,γ

, thenC1
ΩQ,γ

and

C1
ΩQ,γ (φ)

are homotopically equivalent.

Using convolution operators it can be seen thatΩQ,γ (φ) andC1
ΩQ,γ (φ)

are homotopi-
cally equivalent. Moreover, since cat( · ) is invariant under homotopic equivalences, we get
cat(C1

ΩQ,γ
)= cat(C1

ΩQ,γ (φ)
), and using again convolution operators it can be seen that

cat
(
C1
ΩQ,γ

)= cat
(
C0
ΩQ,γ

)
.

Then, from a well know result by Fadell and Husseini [6], and from regularity of critical
points stated by Theorem 3.8, we can state the following:

Theorem 3.14.Under the above hypotheses(see in particular Proposition3.13), if M
is not contractible, there exist infinite critical pointszn betweenQ and γ , such that
limn→∞ L(zn)= +∞.

As a particular situation, we will consider the case whenM admits a global splitting
M=M0 × R. We put onM the coordinates(

z1, . . . , zn−1, θ
)
,

and suppose that the vector fieldY of the hypotheses is

Y = ∂

∂θ
.

Let us denoteQ= (x0, θ0) and letγ = (x1, γ (t)) be and integral curve ofY , x0 = x1. Let
us also fix a curvez(t) in the space

C1
0 = {z ∈ ([0,1],M0

) ∣∣ z(0)= x0 z(1)= x1
}
.

Then, arguing as before, or some functionΘz the constraint equation

φ
(
ż(t), θ̇ , z(t), θ, t

)= 0

is equivalent to the ODE:

θ̇ (t)=Θz(θ, t), θ(0)= θ0,
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Thus, the curve(z(t), θ(t)) just found is in the spaceC1
ΩQ,γ (φ)

(61). This process is

obviously reversible, giving a homomorphism betweenC1 curves inM between point
and line satisfying the constraint andC1 curves inM0 between two points.

4. Local theory

In this section we will provelocal uniqueness of minimizers forL inΩQ,γ (φ), through
the study of the flow induced by the Euler–Lagrange equations (30).

For this aim we will make the assumptions

∂L

∂z
(0,0,0)= ∂2L

∂z∂z
(0,0,0)= ∂2L

∂w∂z
(0,0,0)= 0. (63)

Remark 4.1. The above assumption is satisfied by the particular cases exposed in
Section 6.1.

We will begin proving the following theorem:

Proposition 4.2.LetQ ∈M andv0 ∈ TQM such that|v0| is sufficiently small. Then there
exists a unique solutionz(t) of the integro-differential(30)–(31), defined in the interval
[0,1], such thatφ(ż(t), z(t), t)= 0, satisfying the initial conditionsz(0)=Q, ż(0)= v0.

Proof. We will work in a local coordinate system of 0∈ R
n such that

Y = ∂

∂zn
. (64)

From (5) and the Implicit Function Theorem there exists a neighborhoodUn × Vn ×
(−ε,+ε) of (0,0,0) ∈ R

n × R
n × R such that

φ =wn − g(w1, . . . ,wn−1, z, t
)
, (65)

where g is a C1 function, uniquely determined. Let us now write Euler–Lagrange
equations: in local coordinates we have:

d

dt

(
∂L

∂wi
− λ ∂φ
∂wi

)
−
(
∂L

∂zi
− λ ∂φ
∂zi

)
= 0, ∀i = 1, . . . , n, (66)

whereλ(t) is—using (64) together with (5) and (28)—

λ(t)=
1∫
t

∂L

∂zn

(
ż(s), z(s), s

)
e− ∫ ts ∂g∂zn (ż(r),z(r),r)dr ds. (67)
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We observe that, integrating (66) in[t,1] for i = n we obtain (67). Then, ifUn−1 denotes
the projection ontoRn−1 of Un, we define the application:

Φ :
{
z ∈C0([0,1],Un−1 × Vn

) ∣∣ z(0)= 0
}× Un−1 →C0([0,1],Rn−1 × R

n
)
,

Φ
(
w1, . . . ,wn−1, z, v

)
(t)=




Φ1(w, z, v)(t)

. . .

Φn−1(w, z, v)(t)

z1 − ∫ t0 w1 ds
. . .

zn − ∫ t0 wn ds



, (68)

where, fori = 1, . . . , n− 1,

Φi
(
w1, . . . ,wn−1, z, v

)
(t)

=
(
∂L

∂wi
− λ ∂φ
∂wi

)(
w(t), z(t), t

)−
t∫

0

(
∂L

∂zi
− λ ∂φ
∂zi

)(
w(s), z(s), s

)
ds

−
(
∂L

∂wi
(v,0,0)− λ(0) ∂φ

∂wi
(v,0,0)

)
, (69)

with the functional dependencies

wn = g(w1, . . . ,wn−1, z, t
)
, (70)

λ(w, z)(t)=
1∫
t

∂L

∂zn

(
w(s), z(s), s

)
e− ∫ ts ∂g∂zn (w(r),z(r),r)dr ds. (71)

We also set, for anyv = (v1, . . . , vn−1),

v = (v1, . . . , vn−1, g(v1, . . . , vn−1,0,0)
)
.

Moreover, ifΦ(w1(t), . . . ,wn−1(t), z(t), v0)= 0 we can set:

wn(t)= g(w1(t), . . . ,wn−1(t), z(t), t
)

and then, using (67)–(70),w(t) = ż(t), φ(w, z, t) = 0, and(w, z) solves Euler–Lagrange
equations withz(0) = 0, w(0) = v0 = (v0, g(v0,0,0)). Here we stress the fact that
w(0)= v0 comes from the local inversion showed in the proof of Theorem 3.5 (see pp. 12–
13).

To prove the theorem we want to show that

∂Φ

∂(w, z)
(0,0,0) :C0([0,1],Rn−1 × R

n
)→ C0([0,1],Rn−1 × R

n
)
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is invertible, so that there exists aC1 map

v �→ (wv, zv),

unique for|v| sufficiently small, withΦ(wv, zv, v)= 0. With the notation:

G(w,z, t)=Gij (w, z, t)= ∂2L

∂wi∂wj
(w, z, t), ∀i, j = 1, . . . , n− 1,

and using (63)–(71) it can be seen that, given[ω, ξ ] ∈ R
n−1 × R

n, we have:

∂Φ

∂(w, z)
(0,0,0)[ω, ξ ] =

(
G(0,0,0) · ω, ξ −

t∫
0

ωds

)
, (72)

which is an invertible map, with inverse given by:

[
∂Φ

∂(w, z)
(0,0,0)

]−1

[ω, ξ ] =
(
G−1(0,0,0) ·ω, ξ −

t∫
0

G−1(0,0,0) · ωds

)
. (73)

The result is proved. ✷
UsingΦ of Proposition 4.2∀Q ∈ M we define anexponential mapas follows. Let us

denote byQ a point ofM with coordinates(z), and set

TQ = {v ∈ TQM
∣∣ φ(v, z,0)= 0

}
.

We can think the mapv �→ (wv, zv) as defined inUQ = TQ ∩ VQ, whereVQ is an open
subset of 0 inTQM. Then we defineexpQ(v) as the end-point of the (unique) solution of
Euler–Lagrange equations (66), that is

expQ(v)= zv(1). (74)

From the Implicit Function Theorem, the differential atv = 0 of v→ (wv, zv) is given by:

[
∂Φ

∂(w, z)
(0,0,0)

]−1

◦
(
∂Φ

∂v
(0,0,0)[w]

)
= (w,w · t), ∀w ∈ R

n−1, (75)

whereΦ is given by (69).
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Since the derivative of the exponential map atv = 0 in the directionw is given by
the evaluation att = 1 of the second component of (75), it is dexpQ(0)[w] = w, that is
dexpQ(0) is the identity map onTQUQ ⊂ TQM, then expQ is a local diffeomorphism.
Then the integral curves ofY , that in local coordinates are given by:

γ (t)= (γ 1, . . . γ n−1, γk(t)
)
,

are transversal to the imageΣQ of UQ through the exponential map, and intercept it exactly
once ifγ (t) is sufficiently close toQ. By the local uniqueness of the flowΦ, we have here
showed the following:

Theorem 4.3.For all Q ∈M, if γ is sufficiently close toQ then there is a unique minimal
curvez for L in ΩQ,γ (φ).

5. The casep = 1

We dealt so far with problems where the Lagrangian functionL(w,z, t) was estimated
by a powerp of |w|, with p > 1. This is the case of most mechanical systems, whereL

is a quadratic function in the velocities (p = 2), and this is the reason why it has been so
widely treated.

The sub-Riemannian geodesics case (see [7]) suggests a common technique to deal with
problems where the Lagrangian is estimated by|w|, that is well-working with functionals
where bothL andφ are homogeneous of degree 1. It is an open problem whether suitable
techniques can be exploited where the homogeneity condition is lost.

Let us consider a LagrangianL(w,z) on a Banach manifoldM such that

L(µw,z)= µL(w,z), ∀(w, z) ∈ TM, ∀µ ∈ R, (76)

and we want to study critical points of

L(z)=
1∫

0

L
(
ż(t), z(t)

)
dt (77)

parameterized in such a way that

L
(
ż(t), z(t)

)= const.,

in the set:

C1
Q,γ (φ)=

{
z ∈ C1([0,1],M) ∣∣ z(0)=Q, z(1) ∈ γ (R),

φ
(
ż(t), z(t)

)≡ 0 a.e.
}
, (78)
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whereγ is an integral curve of the usual vector fieldY onM,Q /∈ γ (R), and the constraint
equationφ is a linear function inw:

φ(w, z)=D(z) ·w, (79)

with D(z) linear operator inTzM. We will first study critical points for the functional

E(z)=
1∫

0

(
L
(
ż(t), z(t)

))2 dt, (80)

in the spaceΩQ,γ (φ),

ΩQ,γ (φ)=
{
z ∈H 1,2([0,1],M) ∣∣ z(0)=Q, z(1) ∈ γ (R), φ(ż(t), z(t))≡ 0 a.e.

}
.

Remark 5.1.The function

E(w,z)= (L(w,z))2
is homogeneous inw of degree 2. This implies

E(w,z)= |w|2E
(
w

|w| , z
)
,

and since

S1 ∩ TzM= {w ∈ TzM
∣∣ |w| = 1

}
is compact,∀z ∈M, we can obtain the estimates onE and its derivatives as in (8a)–(9b).

Similar estimates onφ are straightforwardly found sinceφ is linear.

As usual, we require pseudo-coercivity ofE with respect to the constraint. This happens
for instance, recalling Remark 2.7, if

E(w,z)|S1∩TzM

is bounded away from 0, for eachz ∈M, andM is complete.
In order to relate the two functionals, we need the hypotheses made in Section 2

regarding the vector fieldY .
Therefore, using theory from Sections 2–3, we have existence and regularity for critical

points ofL inΩQ,γ (φ). Since hypotheses (63) of Section 4 are satisfied, as it can be easily
seen using homogeneity, then local uniqueness of critical points is obtained.

Moreover, using Corollary 3.9, we have the following first integral for solution of the
problem:

∂E

∂ż
ż−E − λ∂φ

∂ż
ż=E − λφ =E, (81)
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that is

L(ż, z)= const.

if z is a critical point for the “energy” functional.
Minimizers ofL andE are related by the following

Proposition 5.2.If a curvez is a minimizer forE in ΩQ,γ (φ), then it is a minimizer forL
in C1

Q,γ (φ) parameterized byL(w,z)= const.

Remark 5.3.The converse is straightforwardly true, recalling a standard argument using
Hölder’s inequality.

Proof of Proposition 5.2. Let z ∈ΩQ,γ (φ) be a minimizer forE . We knowz is C2 and
L(z(t), z(t)) is constant. We want to show thatz is a minimizer forL in C1

Q,γ (φ).

Indeed, let us suppose there existsy ∈ C1
Q,γ (φ), with L(y) < L(z).

Thus we can reparameterizey obtaining a curvex:

x(ρ)= y(σ), ρ(σ )= 1

L(y)

σ∫
0

L
(
ẏ(s), y(s)

)
ds.

Thenx ∈ΩQ,γ (φ), and

E(x)=
1∫

0

L
(
ẋ(ρ), x(ρ)

)
dρ = L(y)

1∫
0

(L(ẏ(σ ), y(σ )))2

L(ẏ(σ ), y(σ ))
dσ = [L(y)]2. (82)

Therefore

E(x)= [L(y)]2< [L(z)]2 = E(z), (83)

obtaining a contradiction. ✷
Thus we come to the following:

Theorem 5.4.Under the assumptions made, the functionalL attains its minimumz in
C1
Q,γ (φ), that is of classC2 and satisfies Euler–Lagrange equations(30), withL replaced

byE(w,z)= (L(w, z))2. Moreoverz can be parameterized in such a way thatL(ż, z) is a
constant.

Since local uniqueness results holds forE , Proposition 5.2 yields the following:

Corollary 5.5. Under the assumptions made, ifγ is sufficiently close toQ there exists a
unique minimizer forL in C1

Q,γ (φ) withL(ż, z) constant.
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Also multiplicity results can be found, using the same techniques as in Section 3.

6. Examples

6.1. Example 1. Sub-Riemannian geodesics

A sub-Riemannian manifold consists of a triple(M,∆,g), whereM is a smooth
manifold,∆⊂ TM is a smooth distribution inM andg is a positive definite metric tensor
on∆. We recall that adistribution D of dimensiond on M is a differentiable map that
associates to every pointP of M ad-dimensional subspace ofTPM.

We are interested in what are usually callednormal geodesics, i.e. those curvesz such
that ż ∈ ∆—calledhorizontalcurves—and that “locally” minimize their length—that is,
their restriction to a sufficiently small interval[a, b] ⊂ [0,1] are horizontal curves of
minimal length betweenz(a) andz(b) (see Appendix B in [7] for further details).

The main obstruction for the approach to the problem is that, usually, the set of
horizontal curves between two fixed point does not have a differential structure in general.
This obstruction is overcome if we let the end point free to move on a submanifold which
is transversal to∆.

This suggests the following setup: take a complete Riemannian manifold(M, g =
〈·, ·〉), and a never vanishing vector fieldY on M, that we will suppose without loss of
generality to be normalized:

〈Y,Y 〉 = 1. (84)

For sake of simplicity we consider the case of a codimension 1 distribution, precisely
∆ = Y⊥, the orthogonal distribution toY , fix a pointQ ∈ M, and consider a maximal
integral curveγ :R → M, Q /∈ γ (R), letting the end point free to move on it. Sub-
Riemannian length minimizers are related to critical points of the functional,

L(z)=
1∫

0

√〈
ż(t), ż(t)

〉
dt, (85)

in the set

C1
Q,γ (∆)=

{
z ∈C1([0,1],M) ∣∣ z(0)=Q, z(1) ∈ γ (R), 〈ż, Y 〉 = 0

}
, (86)

satisfying|ż(t)| = const. The presence of the square root in the expression ofL may result
in some technical difficulties that are overcome – as for the Riemannian geodesics – taking
into account theenergyfunctional

E(z)=
1∫

0

〈
ż(t), ż(t)

〉
dt (87)
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in the space:

ΩQ,γ (∆)=
{
z ∈H 1,2([0,1],M) ∣∣ z(0)=Q, z(1) ∈ γ (R), 〈ż, Y 〉 = 0 a.e.

}
. (88)

Then results from Section 5 can be exploited to link critical points ofL andE.
The constraint equationφ:

φ(w, z)= 〈w,Y (z)〉
is linear inw, and the constraint is admissible (in the sense of (4)), since

S(w,z) =∆(z)= Y⊥(z), ∀(w, z) ∈ TM, (89)

and therefore dimS(w,z) = n − 1. Condition (5) is equivalent to assumption (84) onY ,
since

∂L

∂w
= 〈w, ·〉. (90)

Moreover, Eq. (6) is straightly verified. Indeed∂2L/∂w2 is now a real metric, andY is
orthogonal to the vectors in the constraint, that in this case are the same vectors ofS (recall
thatS = ker∂φ/∂w).

Also Eq. (7) holds, sinceφ is a linear constraint. It is also straightforward to verify the
estimates onL andφ (8a)–(10b) forp = 2 and, using the fact that(M, 〈·, ·〉) is complete,
also pseudo-coercivity assumption is easily checked to hold.

The theory exposed ensures existence and regularity for critical points ofE. Then, using
results from Section 5, we can pass to the length functional and obtain the same results for
it.

Defined the transpose of the covariant derivative(∇Y )∗ as the(1,1)-type tensor field
onM such that∀x ∈M, ∀v1, v2 ∈ TxM,

〈
(∇Y )∗[v1], v2

〉= 〈∇v2Y (x), v1〉, (91)

we have that a normal geodesicz is a curve of classC2, parameterized with|ż| = const.,
that satisfies the equation:

∇żż− ∇ż(λz · Y )+ λz · (∇Y )∗[ż] = 0, (92)

where

λz(t)= e
∫ t

0 〈ż,∇Y Y 〉ds ·
[ 1∫
t

〈ż,∇żY 〉e− ∫ s0 〈ż,∇Y Y 〉dr ds

]
. (93)
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About multiplicity, we first observe that Eq. (62) now takes the form:

{ 〈
dzψ
(
z(t), η(t)

)[
ż(t)
]
, Y
(
ψ
(
z(t), η(t)

))〉+ η̇(t)= 0,

η(0)= 0,
(94)

that can be solved in[0,1] for anyz ∈ C1
Q,γ (∆). Using Ljusternik–Schnirelman theory we

get a multiplicity result for sub-Riemannian geodesics betweenQ andγ :

Theorem 6.1. There are at leastcat(C1
Q,γ (∆)) normal geodesics betweenP and γ .

Moreover, if cat(C1
Q,γ (∆)) is infinite, then there exists a sequence{zn}n∈N of normal

geodesics betweenQ andγ such that:

lim
n→∞E(zn)= +∞.

Note thatL is quadratic in the velocitiesw, therefore (63) is verified, and local
uniqueness of critical points holds whenQ andγ are sufficiently close.

Example 6.2.As a dynamical interpretation of sub-Riemannian geodesics, let us consider
the free motion of a solid bodyB that slides on a horizontal planeπ . All but one contact
points between the bodyB andπ are free to slide in all directions, whereas the last contact
pointP is realized by a knife edge, and such thatB can move onπ along the knife edge.

We consider the special case when the projection of the mass center ofB on the plane
coincides with the contact pointP .

If (x, y) are the coordinates of the projection of the mass center on the plane (π = R
2),

and θ is the angle between the plane of the knife edge and a fixed axes (say 0x), the
Lagrangian is given by (the body is assumed to have unit mass, andk is a constant –
namely the radius of gyration)

L= 1

2

(
ẋ2 + ẏ2 + k2θ̇2).

The condition on motion of the contact pointP can be prescribed by the equation:

dy = tanθ dx,

where dx and dy are infinitesimal displacements respectively along the directionsx andy.
Therefore the equation of constraint comes from the above relation:

φ = ẋ sinθ − ẏ cosθ = 0.

This can be viewed as follows: letM = R
2 × S1, and fix a point ofM with coordinates

(x, y, θ). Given(ξ, η,ψ) ∈ T(x,y,θ)M, define the metric – induced byL,

〈
(ξ, η,ψ), (ξ, η,ψ)

〉= ξ2 + η2 + kψ2.
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Also letY be the vector field:

Y = sinθ
∂

∂x
− cosφ

∂

∂y
.

Then the constraint equationφ = 0 can be written as

〈
Y (z), ż

〉= 0,

for eachz ∈M, and the LagrangianL is

L= 1

2
〈ż, ż〉.

Since, fixedθ0 ∈ S1, an integral curveγ of Y is given by

γ (s)= ((sinθ0) s,−(cosθ0) s, θ0
)
,

this means that we can study the motion of the wheel from a configuration(x0, y0, θ0)

given, to the set of configurations described byγ (s).

6.2. Example 2. Stably-causal Lorentzian manifold

Let (M, 〈·, ·〉) be a Lorentzian manifold, endowed with a smoothabsolute timefunction
T (z) :M→ R, such that〈∇T (z),∇T (z)〉 = −1. This is a particular case ofstably-causal
Lorentzian manifold [8]. Light-rays between a pointQ ∈ M and an observer, i.e. an
integral curveγ of ∇T , are related to critical points of

L=
1∫

0

〈
ż(s), ż(s)

〉
(P )

ds (95)

in the space

Ω+
Q,γ = {z ∈H 1,2([0,1],M) ∣∣ z(0)=Q, z(1) ∈ γ (R),〈∇T (z), ż〉−√〈ż, ż〉(P ) = 0 a.e.

}
, (96)

where〈·, ·〉(P ) is the pseudo-Riemannian structure given by:

〈ξ, ξ〉(P ) = 〈ξ, ξ〉 + 〈∇T (z), ξ 〉2, ξ ∈ TzM.

The constraint equation contained in (96) is not smooth atż = 0. This problem can be
approximated studying critical points of the functional (95) among all theH 1,2 curves
betweenQ andγ (R) satisfying the constraintφε(ż, z)≡ 0 a.e., where
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φε(w, z)≡
〈∇T (z),w〉+ ε−

√
〈w,w〉(P ) + ε2. (97)

This is aC2 constraint, not linear inw. All the assumptions made are verified, as can be
checked by some calculations. The only additional requirement

〈
HT (z)[w],w〉� 0, ∀(w, z) ∈ φ−1(0)

must be imposed to satisfy (7). HereHT (z) denotes the Hessian of the functionT at a
pointz ∈M. Note that it can always be possible to reduce to this case, as shown in [8].

Appendix A. Geometry of Lagrangian systems

The aim of this Appendix is to give an intrinsic description of the objects used through-
out the theory exposed in Sections 2–5, without dropping the coordinate representation we
have so far used.

First, we need to recall some basic notion about the tangent bundle2 of a manifoldM.
We denote by:

πM :TM→M (A.1)

the tangent bundle ofM. Let (zi) = (z1, . . . , zn) be a coordinate system onM. Then
a coordinate system3 (zi,wi), i = 1, . . . , n, is naturally induced onTM; this system is
adapted to the fibrationπM, namely the expression ofπM in coordinates simply reads

(
wi, zi
) πM−→ (zi).

Fixed a pointQ in this coordinate chart ofM, we denote by:

{
∂

∂zi

}
i=1,...,n

(A.2)

the basis ofTQM induced by the coordinate system(zi).

Example A.1.Let Y :M→ TM be a vector field onM. We can expressY in coordinates
using either the notation:

Y = Y i(z) ∂
∂zi
, (A.3a)

2 For further details about the tangent bundle and the tangent map, that we use later, see [1].
3 From now we will use the notation(zi) to mean then-tuple (z1, . . . , zn). We will, moreover, use Einstein’s

repeated indices convention, as done in Section 3, p. 12.



1046 R. Giambò, F. Giannoni / J. Math. Pures Appl. 81 (2002) 1011–1052

or

(
zi
) Y→ (Y i(z), zi). (A.3b)

Remark A.2. If (z̄i) is another coordinate system onM, andz̄i = z̄i (z) are the transition
functions, these are the expression for the change of basis ofTQM:

∂

∂zi
= ∂z̄

j

∂zi
(z)
∂

∂z̄j
. (A.4a)

Analogously, if(%wi) are the induced coordinates onTM by (z̄i), we have:

%wi = ∂z̄
i

∂zj
(z)wj . (A.4b)

Given a manifold, we can always build its tangent bundle. So we can do forTM. Its
tangent bundle is denoted by:

πTM :T TM→ TM. (A.5)

If (ui , yi,wi, zi) denotes the coordinate system onT TM induced by(wi, zi) of TM, the
projection (A.5) simply reads

(
ui, yi,wi, zi

) πTM−→ (wi, zi). (A.6)

Fixed an element(w, z) ∈ TM, the basis onT(w,z)TM induced by the system(wi, zi) is
denoted by

{
∂

∂zi
,
∂

∂wi

}
i=1,...,n

. (A.7)

Let us now take into account the tangent map of (A.1),

T πM :T TM→ TM. (A.8)

Its expression, in terms of the basis (A.7), reads

ui
∂

∂wi
+ yi ∂

∂zi
T πM−→ yi

∂

∂zi
. (A.9)

We define thevertical subbundleof T TM to be the kernel of (A.8),

V TM = kerT πM. (A.10)
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This means the following: for each(w, z) ∈ TM, we consider the restriction ofT πM (A.8)
to T(w,z)TM. This is a linear application from the vector spaceT(w,z)TM to the vector
spaceTzM. Its kernel, by definition (A.8), it’s justV(w,z)TM, and

V TM =
⋃

(w,z)∈TM
V(w,z)TM

is shown to possess a bundle structure overTM.
As it can be seen from (A.9), {

∂

∂wi

}
i=1,...,n

(A.11)

forms a local basis forV(w,z)TM.
An injectionv

V TM
v
↪→T TM (A.12)

is naturally induced by (A.10). This injection does not depend on the choice of the
coordinates, however, given the usual system(wi, zi) on TM, the induced system
onVTM is (ui,wi, zi). Then (A.12) reads

(
ui,wi, zi

) v
↪→(ui,0,wi, zi). (A.13)

Comparing (A.2) and (A.11), we get that, for every(w, z) ∈ TM, a canonical
isomorphismI(w,z) betweenV(w,z)TM andTzM can be defined:

∂

∂zi
∈ TzM I(w,z)−−−−→∼=

∂

∂wi
∈ V(w,z)TM. (A.14)

Remark A.3. It can be seen that this isomorphism does not depend on the choice of the
coordinate system. Indeed, ifz̄i = z̄i (z) is another coordinate system onM, (A.4a) gives
the change of basis inTzM, and analogously we can find the expression for the basis
component (A.7)∂/∂zi and∂/∂wi in the new coordinates:

∂

∂zi
= ∂z̄

j

∂zi
(z)
∂

∂z̄j
+ ∂%w

j

∂zi
(w, z)

∂

∂%wj , (A.15a)

∂

∂wi
= ∂%w

j

∂wi
(w, z)

∂

∂%wj . (A.15b)

But recalling (A.4b) we have:

∂%wj
∂wi

= ∂z̄
j

∂zi
,

so that (A.15b) becomes:
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∂

∂wi
= ∂z̄

j

∂zi
(z)

∂

∂%wj . (A.16)

Comparing (A.4a) and (A.16) we have thatI in (A.14) is independent from the coordinates
used.

Remark A.4. Relation (A.15b) also says that the vertical vector fields—linear combina-
tions of∂/∂wi—are intrinsically defined. We cannot say the same for linear combinations
of ∂/∂zi , because, under coordinate changes, a vertical term arises in (A.15a).

Nevertheless, there exists the injectionv :VTM ↪→ T TM (A.12), such as its dual
counterpart, the projection

T ∗TM v∗→ V ∗TM (A.17)

from the cotangent bundle to the vertical bundle ofTM. This projection will be used later.

Remark A.5. We have so far shown howT TM can be projected onTM in two ways,
namely using eitherπTM (A.6) or T πM (A.8). There exists a canonical involutionı on
T TM – namely a map onT TM such thatı2 = idT TM –

ı :T TM→ T TM (A.18)

such that the following diagram

T TM
ı

πTM

T TM
T πM

TM
idTM

TM

is commutative (idTM is the identity map onTM). Its coordinate expression reads

ı :
(
ui, yi,wi, zi

)→ (ui,wi, yi, zi). (A.19)

Once we have set up the framework, to better understand how the objects can be
intrinsically defined, we will begin fromautonomoussystem, (that is, time-independent),
and then we will extend to the case when time enters in the expression of either the
Lagrangian or the constraint equation.

Then, let us take into account a generalC2 real function defined inTM,

f :TM→ R.

Its differential df is a map

df :TM→ T ∗TM, (A.20)

such that,∀z ∈M andw ∈ TzM, df (w, z) is a linear function onT(w,z)TM.
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We consider a vector fieldW :M→ TM onM. Its tangent mapTW is an application

TW :TM→ T TM (A.21)

that in coordinates reads:

(
wi, zi
) TW−→

(
∂Wi

∂zj
(z)wj ,wi,Wi(z), zi

)
,

and then it is not a vector field onTM, sinceπTM ◦ TW(z,w) is W(z), and not the
identity map onTM. But, applying the canonical involutionı (A.18) toTW we obtain a
true vector field onTM, whose coordinate expression reads:

(
wi, zi
) ı◦TW−−−−→

(
∂Wi

∂zj
(z)wj ,Wi(z),wi, zi

)
, (A.22a)

and nowπTM ◦ (ı ◦ TW(z,w)) is the identity map onTM. Note that we can also write:

ı ◦ TW(w,z)=Wi(z) ∂
∂zi

+
(
∂Wi

∂zj
(z)wj
)
∂

∂wi
. (A.22b)

We define:

df [W ] :TM→ R,

df [W ](w, z)= df (w, z)
[
ı ◦ TW(w,z)]. (A.23)

Its coordinate expression is:

df [W ](w, z)= ∂f
∂zi
(z)Wi(z)+ ∂f

∂wi
(z)

(
∂Wi

∂zj
(z)wj
)
. (A.24)

We can also define a fiber derivative off in the following way. From (A.20), we can project
df onV ∗TM, taking into account (A.17), obtaining

v∗df :TM→ V ∗TM. (A.25)

Moreover, given a vector fieldW : M → TM, and using the canonical isomorphismI
(A.14) (dropping the subscript(w,z) to lighten the notation), we define:

∂f

∂w
[W ] :TM→ R,

∂f

∂w
[W ](w, z)= v∗df (w, z)

[
I
(
W(z)
)]
. (A.26)
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Its coordinate expression simply reads:

∂f

∂w
[W ](w, z)= ∂f

∂wi
(z)Wi(z). (A.27)

It is clear that we can define in the same way higher order fiber derivatives. For instance,
given two vector fieldsW1, W2 on M, we can consider the second-order fiber derivative
∂2f

∂w2 [W1,W2] whose coordinate expression is:

∂2f

∂w2
[W1,W2](w, z)= ∂2f

∂wi∂wj
(w, z)Wi1(z)W

j

2 (z).

All these objects can be naturally extended when we deal functionsf defined on
TM × R (as it happens, for instance, fornon-autonomoussystems), and with time-
dependent vector fieldsV :TM× R → TM.

Taking into account the natural projections:

pTM :TM× R → TM, (A.28)

T ∗pTM :T ∗(TM× R)→ T ∗TM, (A.29)

and the canonical injection

 :TM× R → T (M× R) (A.30)

whose coordinate expression is:

 :

(
zi
∂

∂zi
, t

)
→ ∂

∂t
+ zi ∂

∂zi
, (A.31)

we define:

df [V ] :TM× R → R,

df [V ](w, z, t)= (T ∗pTM ◦ df )(w, z, t)
[
ı ◦ T V ◦  (w, z, t)], (A.32)

and

∂f

∂w
[V ] :TM× R → R,

∂f

∂w
[V ](w, z, t)= v∗(T ∗pTM ◦ df )(w, z, t)

[
I
(
V (z, t)

)]
. (A.33)

Their coordinate expression respectively reads:

df [V ](w, z, t)= ∂f
∂zi
(z)V i(z, t)+ ∂f

∂wi
(z)

(
∂V i

∂t
(z, t)+ ∂V

i

∂zj
(z, t)wj

)
, (A.34)
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and

∂f

∂w
[V ](w, z, t)= ∂f

∂wi
(z)V i(z, t). (A.35)

Example A.6.Let V = λ(t) Y (z), whereλ :R → R andY is a vector field onM. Then

df [V ](w, z, t)

= λ(t) ∂f
∂zi
(w, z, t)Y i(z)+ ∂f

∂wi
(w, z, t)

(
λ̇(t) Y i(z)+ λ(t) ∂Y

i

∂zj
(z)wj

)

= λ(t)df [Y ](w, z, t)+ λ̇(t) ∂f
∂w

[Y ](w, z, t). (A.36)

Example A.7.Let z : [0,1] →M be a curve onM, and

c : [0,1] ⊂ R → TM, c(t)= (ξ i(t), zi (t)),
a vector field onM alongz(t). Its lift to the tangent space ofTM is given by

ċ : [0,1] → T TM, c(t)= (ξ̇ i (t), żi(t), ξ i (t), zi(t)).
Applying the involutionı (A.18) to ċ we obtain a vector field onTM over (ż(t), z(t)),
whose coordinate expression is:

ı ◦ ċ= ξ i(t)
(
∂

∂zi
◦ (ż, z)

)
+ ξ̇ i (t)

(
∂

∂wi
◦ (ż, z)

)
. (A.37)

Thus, given a functionf onTM or onTM×R, we can apply df to ı ◦ ċ, exactly as done
forW in (A.24) and forV in (A.32). Analogously can be done taking into account∂f /∂w

instead of df .
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