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Abstract

The e+e− → hadron cross section data from PEP, PETRA, TRISTAN, SLC and LEP, at centre-of-mass energies bet
to 209 GeV, are analysed to search for the production of a pair of light sbottoms decaying hadronically via R-parity-v
couplings. This analysis allows the 95% C.L. exclusion of such a particle if its mass is below 7.5 GeV/c2. The light sbottom
mass window is closed.
 2004 Elsevier B.V. Open access under CC BY license.
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1. Introduction

At the end of the last millenium, the Tevatron Co
laborations[1,2] came out with a bottom quark pro
duction cross section at

√
s = 1.8 TeV in excess o

the theoretical prediction by about a factor of tw
Refined parton density functions and other theor
cal improvements, e.g., in the b-quark fragmentat
function, have recently been shown to account for
difference in the data recorded at

√
s = 1.96 TeV[3].

A more exotic model[4], in which a pair of
gluinos with mass 12 to 16 GeV/c2 is produced in
pp̄ collisions, with subsequent decays into a bott
quark and a light sbottom, with mass below 6 GeV/c2,
has been shown to also fit the excess well. In
model, the sbottom must either be long-lived
decay via R-parity-violating coupling to light quarks
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e.g., b̃→ ūs̄, to comply with various experiment
constraints. Long-lived sbottoms have recently b
excluded up to masses of 92 GeV/c2 by ALEPH [5]
in direct searches fore+e− → qq̄q̃¯̃q and e+e− → q̃¯̃q,
but R-parity-violating prompt hadronic decays hav
not been addressed by the ALEPH analysis.

A light, hadronically decaying sbottom would in

crease the e+e− → hadron cross section above theb̃¯̃b
production threshold by up to a quarter of the e+e− →
bb̄ cross section, i.e., about 2% far from the Z peak
5% at the Z peak. For thisreason, the measuremen
of the hadronic cross section at centre-of-mass ene
gies from 20 to 209 GeV (i.e., well above the know
bb̄ resonances) from PEP[6,7], PETRA[8–13], TRIS-
TAN [14–20]and LEP and SLC[21], are reanalyse
in this Letter to search for a possible consistent exc

This Letter is organized as follows. A compilatio
of the data is presented in a synthetic manne
Section 2to allow easy reinterpretation in the futur
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The global fit of the data is described inSection 3.
The results of the analysis are given inSection 4and
the conclusions are listed inSection 5.

2. The hadronic cross section data

2.1. The data from PEP, PETRA and TRISTAN

Most of the data from PEP, PETRAN and TRI
TAN are published under the form of the ratioR of
the effective Born hadronic cross sectionσ 0

had to the
point-like e+e− → µ+µ− cross sectionσ 0

µµ,

(1)σ 0
µµ(s) = α2

QED(s)

α2
QED(0)

× 86.85 nb

s
,

where s is the e+e− centre-of-mass energy squar
and αQED is the fine structure constant. The late
TOPAZ [16,17]and VENUS[20] publications repor
directly the value ofσ 0

had instead. In both cases, th
latter includes a correction that unfolds the effects
initial state radiation (ISR), while still reflecting th
running of the fine structure constant with the cen
of-mass energy[22].

The R and σ 0
had data are listed inTable 1 (PEP,

PETRA) and in Table 2 (TRISTAN), as obtained
from a comparison of two recent compilations[23,
24] and the original publications[6–20]. In these
tables, only the final—and most accurate—result
each experiment and each centre-of-mass energ
reported. (Superseded data are reported in both R
[23,24], but are not always clearly flagged as su
therein.)

Other refinements were considered in this Le
for a rigorous statistical treatment of the data, and
described in the following. First, in each experime
the systematic uncertainty was divided into a point-
point contribution,σptp, and an overall normalizatio
error, ∆norm, as is done in most of the original pu
lications. The point-to-point systematic uncertaint
are uncorrelated (related to, e.g., the limited simula
statistics, or the statistical uncertainty on the measu
luminosity), are assumed to have a Gaussian pro
bility density function and are taken directly from th
original publications.

In contrast, the overall normalization error defi
ition varies among the publications, being either th
.

largest possible variation interval (e.g., between s
eral sets of selection criteria, different ways of d
termining the luminosity, or various quark fragmen
tion models) or half this interval. Here, the definitio
was unified in such a way that the overall normali
tion can vary by−∆norm and+∆norm, with a uniform
probability over the whole interval. This overall no
malization error is 100% correlated between the
ferent centre-of-mass energy points reported in e
given publication.

Third, the published values of∆norm often contain
an estimate of the effect of missing higher-order Q
corrections in the ISR unfolding procedure, at the le
of a couple of percent. Indeed, at the time of P
PETRA and TRISTAN, the Monte Carlo program
used to simulate the e+e− → qq̄ and e+e− → e+e−
processes were limited toO(αQED). The missing
orders have a potential effect on the measured v
of σ 0

had via the prediction of both the hadronic cro
section and the Bhabha scattering cross section
former is used to correct the measuredσhad for QED
effects, and the latter to determine the integra
luminosity. Altogether, the published cross sect
values would have to be corrected as follows,

(2)σ 0
had→ σ 0

had× σ
(all)
ee

σ
(1)
ee

σ
(1)
had

σ
(all)
had

,

where the indices (1) and (all) refer to the cross sec
prediction up to the QED first order (used in t
original publications) and with all orders, respectively

With the programs that have been developed
LEP, it is now possible to evaluate this correction w
a better accuracy than that assumed twenty years
The e+e− → qq̄ and e+e− → e+e− cross sections
were determined here with and without QED high
orders byZFITTER [25] with an emulation of the
kinematical cuts described in the original publicatio
It was found that the corrections to Bhabha scatte
and hadron production essentially cancel in the r
of Eq. (2). The remaining contribution of QED highe
orders is at the 0.1% level, almost independently of
event selection and the centre-of-mass energy.

The large uncertainties related to the missing Q
higher orders were therefore taken out from the o
inal values of∆norm. While the aforementioned 0.1%
contribution could be simply corrected for inσ 0

had, a
new normalization error∆QED = 0.1% was added in
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Table 1
The ratioR and the effective Born hadronic cross section,σ0

had, from the PEP and PETRA experiments, with increasing centre-of-mass e
(
√

s ). The expected statistical (σstat), point-to-point systematic (σptp) and normalization systematic (∆norm) uncertainties are also given (in %
The latter is correlated between all energy points in agiven publication. An additional normalization error∆QED = 0.1%, fully correlated
between all measurements, is to be added to account for missing QED higher orders. The last column points to the original publication
√

s (GeV) RatioR σ 0
had (pb) σstat (%) σptp (%) ∆norm (%) Reference

21.990 3.550 697.0 2.4 3.0 1.6 MARK J [10]
22.000 3.860 757.2 3.0 2.1 1.7 CELLO[8]
21.990 3.860 757.9 2.3 0.0 3.5 TASSO[12]
22.000 4.110 806.2 3.1 0.0 2.4 JADE[9]
22.000 3.470 680.7 18.3 0.0 6.0 PLUTO[13]

25.000 3.720 566.7 10.4 0.0 3.5 TASSO[11]
25.000 4.030 613.9 5.1 3.0 1.6 MARK J [10]
25.010 4.240 645.4 6.5 0.0 2.4 JADE[9]

27.500 3.910 493.3 8.2 0.0 3.5 TASSO[11]
27.600 4.070 509.8 7.0 0.0 6.0 PLUTO[13]
27.660 3.850 480.2 12.5 0.0 2.4 JADE[9]
29.000 3.920 445.3 1.3 0.0 2.3 MARK II [6]
29.000 3.960 449.8 0.8 0.0 2.3 MAC [7]

29.930 3.550 378.8 11.8 0.0 2.4 JADE[9]
30.100 3.940 415.8 4.5 0.0 3.5 TASSO[11]
30.380 3.850 398.9 5.0 0.0 2.4 JADE[9]
30.610 4.150 423.6 3.5 3.0 1.6 MARK J [10]
30.800 4.100 413.4 3.1 0.0 6.0 PLUTO[13]
31.100 3.660 362.0 5.1 0.0 3.5 TASSO[11]

31.290 3.830 374.3 7.4 0.0 2.4 JADE[9]
33.200 4.090 355.5 4.5 0.0 3.5 TASSO[11]
33.790 3.860 324.1 1.8 3.0 1.6 MARK J [10]
33.800 3.740 313.8 2.7 1.9 1.7 CELLO[8]
33.890 4.160 347.2 2.3 0.0 2.4 JADE[9]
34.000 4.120 341.7 2.6 0.0 3.5 TASSO[11]
34.500 3.930 316.6 5.1 0.0 2.4 JADE[9]
34.610 3.780 302.6 0.8 3.0 1.6 MARK J [10]
34.700 4.080 325.0 2.2 0.0 3.5 TASSO[11]
35.000 4.150 325.0 0.5 0.0 3.5 TASSO[12]
35.010 3.930 307.6 2.5 0.0 2.4 JADE[9]
35.100 3.940 306.8 1.5 3.0 1.6 MARK J [10]

35.450 3.930 300.1 4.6 0.0 2.4 JADE[9]
36.100 3.930 289.5 4.8 0.0 3.5 TASSO[11]
36.310 3.880 282.5 4.2 3.0 1.6 MARK J [10]
36.380 3.710 269.1 5.8 0.0 2.4 JADE[9]

37.400 3.590 246.6 9.3 3.0 1.6 MARK J [10]
38.300 3.890 254.9 2.6 1.7 1.7 CELLO[8]
38.380 4.030 263.0 4.7 3.0 1.6 MARK J [10]

40.320 4.050 239.7 4.7 0.0 2.6 JADE[9]
40.340 3.870 228.9 4.2 3.0 1.6 MARK J [10]
41.180 4.210 239.0 5.1 0.0 2.6 JADE[9]
41.500 4.030 225.3 4.2 1.8 1.7 CELLO[8]
41.500 4.440 248.3 4.5 3.0 1.6 MARK J [10]
42.500 3.890 207.5 5.2 3.0 1.6 MARK J [10]
42.550 4.200 223.5 5.1 0.0 2.6 JADE[9]

43.460 3.750 191.4 4.7 3.0 1.6 MARK J [10]
43.500 3.970 202.2 2.0 1.4 1.7 CELLO[8]
43.530 4.000 203.5 5.0 0.0 2.6 JADE[9]
43.700 4.110 207.5 1.2 0.0 3.5 TASSO[12]
44.200 4.010 197.9 2.5 1.2 1.7 CELLO[8]
44.230 4.150 204.6 1.9 3.0 1.6 MARK J [10]
44.410 3.980 194.6 5.1 0.0 2.6 JADE[9]

45.480 4.170 194.5 4.5 3.0 1.6 MARK J [10]
45.590 4.400 204.3 4.8 0.0 2.6 JADE[9]
46.000 4.090 186.6 5.2 1.9 1.7 CELLO[8]
46.470 4.420 197.6 3.7 3.0 1.6 MARK J [10]
46.470 4.040 180.6 6.0 0.0 2.6 JADE[9]

46.600 4.200 186.7 8.5 1.7 1.7 CELLO[8]
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Table 2
The ratioR and the effective Born hadronic cross section,σ0

had, from the TRISTAN experiments, with increasing centre-of-mass en
(
√

s ). The expected statistical (σstat), point-to-point systematic (σptp) and normalization systematic (∆norm) relative uncertainties are als
given (in %). The latter is correlated between all energy points in a given publication. An additional normalization error∆QED = 0.1%, fully
correlated between all measurements, is to be added to account for missingQED higher orders. The last column points to the original publica
√

s (GeV) RatioR σ0
had (pb) σstat (%) σptp (%) ∆norm (%) Reference

50.000 4.530 175.2 12.7 2.3 2.7 TOPAZ[15]
50.000 4.400 170.2 11.2 4.0 0.7 VENUS[18]
50.000 4.500 174.1 10.5 2.8 1.6 AMY [14]
52.000 4.530 162.1 4.6 1.1 2.7 TOPAZ[15]
52.000 4.700 168.2 6.2 4.0 0.7 VENUS[18]
52.000 4.289 153.5 4.7 2.2 1.6 AMY [14]
54.000 4.979 165.4 10.9 3.4 2.7 TOPAZ[15]
54.000 4.688 155.7 9.2 1.8 1.6 VENUS[19]
54.000 4.725 156.9 12.8 3.4 1.6 AMY [14]
55.000 4.639 148.6 5.4 1.4 2.7 TOPAZ[15]
55.000 4.317 138.3 7.2 1.8 1.6 VENUS[19]
55.000 4.632 148.4 5.2 1.4 1.6 AMY [14]

56.000 5.068 156.7 4.2 0.8 2.7 TOPAZ[15]
56.000 4.655 143.9 3.9 1.8 1.6 VENUS[19]
56.000 5.207 161.0 3.5 1.1 1.6 AMY [14]
56.500 5.108 155.2 9.1 2.1 2.7 TOPAZ[15]
56.500 3.935 119.5 11.5 1.8 1.6 VENUS[19]
56.500 5.324 161.7 8.7 2.5 1.6 AMY [14]
57.000 5.147 153.7 4.7 1.1 2.7 TOPAZ[15]
57.000 4.983 148.7 4.3 1.8 1.6 VENUS[19]
57.000 4.903 146.4 4.5 1.3 1.6 AMY [14]

57.370 4.432 130.6 10.4 0.0 2.2 TOPAZ[16]
57.770 4.878 141.8 0.9 0.9 0.0 VENUS[20]
57.770 4.940 143.6 1.0 0.0 2.2 TOPAZ[17]
57.970 4.832 139.5 9.4 0.0 2.2 TOPAZ[16]
58.220 4.727 135.3 9.1 0.0 2.2 TOPAZ[16]
58.290 5.336 152.4 8.0 1.7 2.7 TOPAZ[15]
58.470 4.291 121.8 10.7 0.0 2.2 TOPAZ[16]
58.500 4.909 139.2 8.9 1.8 1.6 VENUS[19]
58.500 5.303 150.4 10.4 2.0 1.6 AMY [14]
58.720 4.811 135.4 8.3 0.0 2.2 TOPAZ[16]
58.970 5.582 155.8 8.0 0.0 2.2 TOPAZ[16]
59.000 4.848 135.2 9.7 1.8 1.6 VENUS[19]
59.000 5.409 150.8 10.9 2.8 1.6 AMY [14]
59.050 6.055 168.5 9.8 1.8 1.6 VENUS[19]
59.050 6.582 183.2 10.8 2.6 1.6 AMY [14]
59.060 5.735 159.6 7.1 2.1 2.7 TOPAZ[15]

59.220 5.084 140.7 9.3 0.0 2.2 TOPAZ[16]
59.470 5.447 149.5 9.8 0.0 2.2 TOPAZ[16]
59.840 4.717 127.9 8.1 0.0 2.2 TOPAZ[16]
60.000 5.305 143.1 5.4 1.3 2.7 TOPAZ[15]
60.000 5.274 142.2 4.7 1.8 1.6 VENUS[19]
60.000 5.809 156.7 4.7 1.3 1.6 AMY [14]
60.800 5.653 148.5 4.8 1.1 2.7 TOPAZ[15]
60.800 5.680 149.2 4.1 1.8 1.6 VENUS[19]
60.800 5.544 145.7 5.2 1.9 1.6 AMY [14]

61.400 5.852 150.8 5.1 1.4 2.7 TOPAZ[15]
61.400 4.990 128.6 4.4 1.8 1.6 VENUS[19]
61.400 5.410 139.4 5.0 1.4 1.6 AMY [14]
63.600 6.126 147.2 10.7 1.8 1.6 VENUS[19]
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stead (assumed to be 100% correlated between all
PETRA and TRISTAN measurements) to conser
tively account for the yet missing orders inZFITTER.

Finally, early TRISTAN data[14,15,18,19]are also
corrected in the originalpublications for other elec
troweak effects, dominated by the top quark con
bution (with a(mtop/mZ)2 dependence at first order
These small corrections (between+0.1% and+0.7%
at

√
s = 60 GeV, depending on the top quark ma

chosen to determine the correction) were unfold
here (i) to have a consistent data set to work with;
(ii) for a sound comparison with theZFITTER pre-
diction, which includes first- and higher-order ele
troweak contributions as well. The latest TRISTA
data[16,17,20]were, more adequately, corrected
QED effects only. The electroweak effect correct
needs therefore not be unfolded in that case.

For practical reasons, the measurements ofTables 1
and 2 were clustered in few centre-of-mass bins
indicated by the horizontal separation lines in th
two tables. The ratioR values were averaged in ea
bin according to the totaluncertainties, i.e., with a
weight proportional to the inverse ofσ 2

tot = R2 ×
(σ 2

stat+σ 2
ptp+∆2

norm/3+∆2
QED/3). The corresponding

averaged Born effective cross sections (σ 0
had) and

centre-of-mass energy values are displayed inTable 3.
The R values found for PEP/PETRA were found
agree with those of an earlier combination[8]. The
effective Born hadronic cross section (σ 0

th) predicted
by ZFITTER [25] is also shown inTable 3.

The ratio and the difference of these measu
cross sections and those predicted byZFITTER are
displayed inFig. 1as a function of the centre-of-ma
energy. When no systematic uncertainties are assig
to the theoretical prediction, the average ratio app
to exceed the prediction by(0.79± 0.52)%, i.e., by
1.5 standard deviations. This excess is, however, a
2.4 standard deviations below the prediction of
additional light sbottom pair production (here with
mass of 6 GeV/c2), which would amount to about 2%
of the total cross section.

The experimental correlations between the diff
ent bins, essential for a rigourous statistical treatm
of the data, were determined following the lines
Ref. [8]. In practice, a Monte Carlo technique relyin
on the generation of many gedanken experiments
used to determine the probability density functions
the measuredR ratio values listed inTables 1 and 2.
,

t

Table 3
The ratio R and the effective Born hadronic cross section,σ0

had,
from PEP, PETRA, TRISTAN, as a function of the centre-of-mass
energy (

√
s ), averaged in∼ 2 GeV-wide centre-of-mass-energy

bins. The hadronic crosssection prediction,σ0
th, is also shown. The

last column displays the number of measurements used for each
entry
√

s (GeV) RatioR σ0
had (pb) σ0

th (pb) Npts

21.995 3.843± 0.067 754.1± 13.1 763.1 5
25.003 4.047± 0.167 616.4± 25.4 592.2 3
28.932 3.945± 0.045 450.3± 5.2 444.4 5
30.570 3.929± 0.086 402.2± 8.8 399.1 6
34.408 3.996± 0.038 323.9± 3.1 317.6 12
36.022 3.871± 0.102 286.6± 7.5 291.0 4
38.237 3.894± 0.105 255.9± 6.9 260.2 3
41.329 4.083± 0.081 230.3± 4.6 225.7 7
43.825 4.027± 0.051 202.2± 2.6 203.7 7
46.038 4.234± 0.098 192.9± 4.5 187.6 6
53.097 4.527± 0.097 155.8± 3.3 153.6 12
56.432 4.964± 0.087 151.1± 2.6 145.4 9
57.867 4.926± 0.046 142.7± 1.3 143.4 16
60.264 5.456± 0.107 145.8± 2.9 142.2 9
61.521 5.378± 0.156 138.0± 4.0 142.8 4

Computer-readable files for these data will be transmitted to
the Review of Particle Physics and are available athttp://janot.
web.cern.ch/janot/HadronicData/.

Fig. 1. Ratio (a) and difference (b) of the effective Born hadronic
cross section measurements and theZFITTER prediction as a func-
tion of the centre-of-mass energy, for PEP, PETRA and TRISTAN
data, rebinned as explained in thetext. The dash-dotted line indi-
cates the Standard Model prediction, and the dashed curve the addi-
tional contribution of sbottom pair production withmb̃ = 6 GeV/c2

and with a vanishing coupling to the Z.

http://janot.web.cern.ch/janot/HadronicData/
http://janot.web.cern.ch/janot/HadronicData/
http://janot.web.cern.ch/janot/HadronicData/
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6.042
Table 4
The correlations between the ten PEP and PETRA centre-of-mass energy bins (

√
s in GeV)

√
s 21.994 25.003 28.932 30.572 34.409 36.027 38.231 41.325 43.824 4

21.994 1.000 0.034 0.003 0.043 0.237 0.060 0.028 0.084 0.227 0.066
25.003 0.034 1.000 0.004 0.053 0.096 0.055 0.012 0.053 0.029 0.041
28.932 0.003 0.004 1.000 0.032 0.017 0.009 0.000 0.003 0.001 0.002
30.572 0.043 0.053 0.032 1.000 0.198 0.105 0.009 0.057 0.030 0.043
34.409 0.237 0.096 0.017 0.198 1.000 0.185 0.032 0.148 0.258 0.113
36.027 0.060 0.055 0.009 0.105 0.185 1.000 0.010 0.096 0.048 0.071
38.231 0.028 0.012 0.000 0.009 0.032 0.010 1.000 0.030 0.054 0.030
41.325 0.084 0.053 0.003 0.057 0.148 0.096 0.030 1.000 0.078 0.098
43.824 0.227 0.029 0.001 0.030 0.258 0.048 0.054 0.078 1.000 0.066
46.042 0.066 0.041 0.002 0.043 0.113 0.071 0.030 0.098 0.066 1.000
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Table 5
The correlations between the five TRISTAN centre-of-mass en
bins (

√
s in GeV)

√
s 53.141 56.436 57.863 60.253 61.5

53.141 1.000 0.101 0.014 0.077 0.057
56.436 0.101 1.000 0.017 0.093 0.073
57.863 0.014 0.017 1.000 0.022 0.010
60.253 0.077 0.093 0.022 1.000 0.058
61.519 0.057 0.073 0.010 0.058 1.000

In each gedanken experiment, 108R values were gen
erated around the measured central value, smeare
(i) a Gaussian distribution with a width equal to t
quadratic sum ofσstat andσptp; (ii) a uniform distrib-
ution in the[−∆norm,+∆norm] interval, identical for
all energy points of a given publication; and (iii)
uniform distribution in the[−∆QED,+∆QED] interval,
identical for all 108 measurements.

As above, an average valueRi was determined in
each centre-of-mass-energy bini for each gedanke
experiment. This allowed theRi values ofTable 3and
their uncertainties to be confirmed, when averag
over a large number of gedanken experiments. S
larly, the uncertainties of the cross-productsRi × Rj

led to the correlation matrices shown inTables 4 and 5,
for PEP and PETRA on the one hand, and for TR
TAN on the other. The cross-correlations betwe
PEP, PETRA and TRISTAN (induced solely by∆QED)
were found to be smaller than 5×10−4 and were there
fore neglected in the following.

2.2. The LEP 1 and SLC data

The precise measurements of LEP and SLC
their correlations[21] are summarized inTable 6.
y

Most of these Z observables would be modified in c
of an additional new physics contribution to hadro
Z decays. Letεhad

NP be the ratio of this new partial widt
ΓNP to the total decay width of the Z without this ne
contribution. As was shown in Ref.[27], the Z total
width ΓZ, the ratioR� of the hadronic to the leptoni
branching fractions, and the peak cross sectionσ 0

had
are modified as follows,

(3)ΓZ → ΓZ
(
1+ 1.00εhad

NP

)
, [ΓZ + ΓNP],

(4)R� → R�

(
1+ 1.43εhad

NP

)
,

[
(Γhad+ ΓNP)/Γ�

]
,

σ 0
had→ σ 0

had

(
1− 0.57εhad

NP

)
,

(5)

[
12π

m2
Z

Γee(Γhad+ ΓNP)

(ΓZ + ΓNP)2

]
.

In Ref. [27], the new hadronic decay chann
considered was flavour-democratic. The individ
branching fractions into the different quark flavou
were therefore not modified by this new contrib
tion. In the case of a sbottom pair production w
hadronic R-parity-violating decays into light quark
exclusively, the ratio of the b̄b branching ratio to the
hadronic branching ratio,Rb, is also modified accord
ing to

(6)Rb → Rb
(
1− 1.43εhad

NP

)
,

[
Γbb̄/(Γhad+ ΓNP)

]
,

while (gV /gA) remains untouched.
These observables would also be modified

the virtual corrections arising from the new phys
responsible for the additional hadronic contribution
As in Ref. [27], the value ofεhad

NP was fitted to the
measurement of the five observables together with
generic contribution of these virtual effects. The res
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Table 6
Precise LEP and SLC measurements of the Z lineshape parameters (ΓZ, R�, σhad), of gV /gA and ofRb, together with their correlation matrix
The last two measurements have been taken here as uncorrelated with the first three[26]. The Standard Model prediction formula are given
Ref. [27]

Observable Measurement Correlation matrix

ΓZ 2495.2± 2.3 MeV 1.000
R� 20.767± 0.025 +0.004 1.000
σhad 41.541± 0.037 nb −0.297 +0.183 1.000
gV /gA 0.07408± 0.00068 0.000 0.000 0.000 1.000
Rb 0.21638± 0.00066 0.000 0.000 0.000 0.000 1.000
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(7)εhad
NP = (−0.56± 0.80) × 10−3,

which corresponds to an additional hadronic contribu-
tion of

(8)σNP
had(mZ) = −24± 36 pb.

It allows a 95% C.L. upper limit of 56 pb t
be set on the cross section, at the Z peak, of
additional hadronic contribution to the Z decays int
light quarks only. The resonant contribution of t
sbottom pair production cross section[28] with mb̃ =
6 GeV/c2 is shown inFig. 2 as a function of the
mixing angle cosθmix between the two sbottom stat
b̃L andb̃R, superpartners of the left-handed and rig
handed bottom quarks, respectively. For cosθmix �
0.39, the coupling between the Z and the ligh
sbottom vanishes.

For mb̃ = 6 GeV/c2, the Z data allow all val-
ues of cosθmix below 0.22 and above 0.52 to be e
cluded at the 95% confidence level. These data
therefore incompatible with a light sbottom pair pr
duction, unless the coupling to the Z is negligib
small.

2.3. The LEP 2 data

The preliminary LEP 2 hadronic cross secti
data were taken from Ref.[21]. The measured cros
sectionsσhad and the Standard Model predictionsσth
are summarized inTable 7. These data are displaye
in Fig. 3and the correlation matrix is given inTable 8.
When no systematic uncertainties are assigned
the theoretical prediction, the average ratio appe
to exceed the prediction by(1.5 ± 0.9)%, i.e., by
1.7 standard deviations. This excess, although
significant, is compatible with, and actually slight
Fig. 2. The resonant contribution of the sbottom pair produc
cross section withmb̃ = 6 GeV/c2, at

√
s = mZ, as a function of

cosθmix (full curve). The dash-dotted line indicates the 95% C
upper limit on this cross section when the sbottom decays into
quarks exclusively.

Table 7
The hadronic cross section,σhad, measured at the twelve LEP
centre-of-mass energies, and thepredictions in the Standard Mode
σth. These data are still preliminary
√

s (GeV) σhad (pb) σth (pb)

130 82.1± 2.2 82.8
136 66.7± 2.0 66.6
161 37.0± 1.1 35.2
172 29.23± 0.99 28.74
183 24.59± 0.42 24.20
189 22.47± 0.24 22.16
192 22.05± 0.53 21.24
196 20.53± 0.34 20.13
200 19.25± 0.32 19.09
202 19.07± 0.44 18.57
205 18.17± 0.31 17.81
207 17.49± 0.26 17.42

larger than an additional light sbottom pair product
with cosθmix = 0.39. The latter would amount to abo
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Table 8
The correlations between the twelve LEP 2 centre-of-mass energy bins (

√
s in GeV)

√
s 130 136 161 172 183 189 192 196 200 202 205 20

130 1.000 0.071 0.080 0.072 0.114 0.146 0.077 0.105 0.120 0.086 0.117 0.138
136 0.071 1.000 0.075 0.067 0.106 0.135 0.071 0.097 0.110 0.079 0.109 0.128
161 0.080 0.075 1.000 0.077 0.120 0.153 0.080 0.110 0.125 0.090 0.124 0.145
172 0.072 0.067 0.077 1.000 0.108 0.137 0.072 0.099 0.112 0.081 0.111 0.130
183 0.114 0.106 0.120 0.108 1.000 0.223 0.117 0.158 0.182 0.129 0.176 0.208
189 0.146 0.135 0.153 0.137 0.223 1.000 0.151 0.206 0.235 0.168 0.226 0.268
192 0.077 0.071 0.080 0.072 0.117 0.151 1.000 0.109 0.126 0.090 0.118 0.138
196 0.105 0.097 0.110 0.099 0.158 0.206 0.109 1.000 0.169 0.122 0.162 0.190
200 0.120 0.110 0.125 0.112 0.182 0.235 0.126 0.169 1.000 0.140 0.184 0.215
202 0.086 0.079 0.090 0.081 0.129 0.168 0.090 0.122 0.140 1.000 0.132 0.153
205 0.117 0.109 0.124 0.111 0.176 0.226 0.118 0.162 0.184 0.132 1.000 0.213
207 0.138 0.128 0.145 0.130 0.208 0.268 0.138 0.190 0.215 0.153 0.213 1.000
tion
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Fig. 3. Ratio (a) and difference (b) of the hadronic cross sec
measurements and the Standard Model prediction as a functio
the centre-of-mass energy, for the LEP 2 data. The dash-d
line indicates the Standard Model prediction, and the dashe
curve the additional contribution of sbottom pair production w
mb̃ = 6 GeV/c2 and cosθmix = 0.39.

1% of the total cross section in this centre-of-m
energy range.

3. Global fit

When no systematic uncertainties are assigne
the Standard Model prediction, the data can be c
bined in a global negative log-likelihoodL(cosθmix, α)
as follows,

L(cosθmix, α) = 1

2

N∑
i,j=1

∆iS
−1
ij ∆j with

(9)∆i = σhad,i − [
σth,i + ασNP,i (mb̃,cosθmix)

]
,

where S is the covariance matrix of theN (= 28)
measurements of PEP, PETRA, TRISTAN, LEP
SLC and LEP 2 as compiled inSection 2, θmix is
the mixing angle in the sbottom sector andα is an
arbitrary normalization constant of the sbottom p
production cross section,σNP,i . The likelihood is then
minimized with respect to cosθmix and toα to find
the best fit to the data. A fitted value ofα compatible
with unity and incompatible with 0 would be the sig
of new physics, while a value compatible with 0, b
incompatible with 1, would allow this new physic
to be excluded with a certain level of confiden
(This same technique can be applied for any kind
new physics leading to hadronic final states in e+e−
collisions.)

For α = 1 andmb̃ = 6 GeV/c2, the negative log-
likelihood is displayed inFig. 4(a) as a function
of cosθmix. Not surprisingly, the Z peak data (Sec-
tion 2.2) constrain the coupling of the sbottom to t
Z to be vanishingly small, cosθmix = 0.39± 0.07.

The value of the mixing angle was therefore fixed
cosθmix = 0.39. The combined negative log-likelihoo
and those for PEP/PETRA, TRISTAN and LEP 2 d
are shown inFig. 4(b)as a function ofα. (For LEP 1
and SLC, the likelihood does not depend onα, because
of the vanishing sbottom cross section for cosθmix =
0.39.) The values ofα for which the different negativ
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Fig. 4. The negative log-likelihood withmb̃ = 6 GeV/c2 (a) as a
function of cosθmix for α = 1; and (b) as a function ofα with
cosθmix = 0.39 for the combined data (full curve), PEP/PETR
(dashed curve), TRISTAN (dotted curve) and LEP 2 (dash-do
curve).

Table 9
The valuesαmin for which the negative log-likelihood is minimize
in PEP/PETRA, TRISTAN and LEP 2 data, and in the combinati
together with the 68% confidence intervals and the 95% C.L. up
limits, α95, for cosθmix = 0.39 andmb̃ = 6 GeV/c2

Data αmin α95

PEP/PETRA 0.45± 0.30 0.94
TRISTAN 0.21± 0.39 0.85
LEP 2 1.32± 0.74 2.52
All 0 .45± 0.23 0.82

log-likelihood functions are minimized are indicat
in Table 9, together with the corresponding 68% co
fidence intervals and the 95% C.L. upper limits onα.
(This one-sided upper limit is theα value for which
the negative log-likelihood increases by 1.642/2 with
respect to the minimum.)

As was already alluded to inSection 2.1, the lower
energy data do not favour the sbottom hypothesis (α =
1). They are, instead, compatible with the Stand
Model (α = 0) within one standard deviation o
thereabout. A slight excess in the LEP 2 data, at
1.7σ level (Section 2.3), translates as such to th
combined result. The latter, however, excludes
sbottom hypothesis withmb̃ = 6 GeV/c2 at more than
95% C.L., when no systematic uncertainty is assig
to the Standard Model prediction.

The main sources of uncertainty for the theoretica
prediction of the e+e− → qq̄ cross section are (i) th
knowledge and the running of the strong coupling c
stantαS ; (ii) the running of the electromagnetic co
pling constantαQED; and (iii) the theoretical accurac
of the prediction from theZFITTER program. As in
Ref.[27], the values and the uncertainties of the stro
and electromagnetic coupling constants were take
be

αS(mZ) = 0.1183± 0.0020[29] and

(10)α(mZ)−1 = 128.95± 0.05[21],

leading to uncertainties in the hadronic cross sec
prediction of 0.15 and 0.08%, respectively. The mi
ing higher orders inZFITTER are estimated to con
tribute another 0.1%. These numbers add quad
cally to a total systematic uncertaintyηth of the order
of 0.2%, in agreement with the estimate of Ref.[21]
(ηth = 0.26%) for LEP 2 data.

If this common systematic uncertainty is assum
to have a Gaussian probability density function,
negative log-likelihood can be modified as follows,
account for the full correlation between all centre-
mass energies:

L= 1

2

N∑
i,j=1

∆′
iS

−1
ij ∆′

j + ρ2
th

2η2
th

with

(11)∆′
i = σhad,i − [

(1+ ρth)σth,i + ασNP,i

]
,

whereρth is the actual theoretical bias of the Stand
Model prediction, to be fitted from the data.

It is reasonable, however, to take into acco
the non-Gaussian nature of uncertainties of theo
cal origin. For example, the missing higher orders
ZFITTER may turn into a bias of−0.1, 0 or 0.1%
with an equal probability. (In fact, the least likely valu
is certainly 0%, as missing orders are expected to c
tribute a finite amount to the cross section.) Sim
larly, the uncertainty on the absolute value ofαS(mZ)

is dominated by theory, and cannot be considere
Gaussian. It is therefore probably more adequat
assume a probability density function as displayed
Fig. 5, i.e., flat between−ηth and +ηth, and with a
Gaussian shape outside this interval.
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Table 10
The valuesαmin for which the combined negative log-likelihood is minimizedfor Gaussian and non-Gaussianuncertainties, together wit
the 68% confidence intervals and the 95% C.L. upper limits,α95, for cosθmix = 0.39 andmb̃ = 6 GeV/c2. The fit results for PEP/PETRA
TRISTAN and LEP 2 (αPETRA, αTRISTAN andαLEP 2) are also given

Uncertainties αmin α95 αPETRA αTRISTAN αLEP 2

Gaussian 0.45± 0.24 0.85 0.45± 0.35 0.16± 0.47 1.68± 1.02

Non-Gaussian 0.34+0.42
−0.24 0.92 0.59+0.31

−0.57 0.06+0.69
−0.48 1.87± 1.02
an)
d here
eory

y

d

ies.

fi-

o-
ssian

ties
is

the
,
s

is
y.

s,
the
the
Fig. 5. Probability density function for the conventional (Gaussi
systematic uncertainty treatment (dashed curve) and suggeste
instead (full curve) to account for the non-Gaussian nature of th
uncertainties, withηth = 0.2%.

The likelihood was therefore further modified b
changing theρ2

th/2η2
th term to

(12)(ρth + ηth)
2/2η2

th if ρth < −ηth,

(13)0 if − ηth < ρth < ηth,

(14)(ρth − ηth)
2/2η2

th if ρth > ηth.

This negative log-likelihood was then minimize
with respect to the theoretical biasρth, for each value
of α, with Gaussian and non-Gaussian uncertaint
The result is displayed inFig. 6 in the two config-
urations as a function ofα, for cosθmix = 0.39 and
mb̃ = 6 GeV/c2. The values ofα for which the nega-
tive log-likelihood is minimized are indicated inTa-
ble 10, together with the corresponding 68% con
dence intervals and the 95% C.L. upper limits onα.
Fig. 6. The combined negative log-likelihood curves with the
retical systematic uncertainties included, assumed to be Gau
(dashed curve) or non-Gaussian (full curve), as a function ofα for
cosθmix = 0.39 andmb̃ = 6 GeV/c2.

It can be seen that the upper limit onα depends very
little on the way the common systematic uncertain
are dealt with. The most conservative approach
chosen here to derive the final results.

4. Results

The same procedure was repeated by varying
sbottom mass from 0 to 12 GeV/c2. For each mass
the 95% C.L. upper limit onα was determined a
explained above. A sbottom with a given mass
excluded if this upper limit is smaller than unit
Fig. 7 shows the 95% C.L. upper limit onα for
cosθmix = 0.39 as a function of the sbottom mas
with Gaussian and non-Gaussian uncertainties. (In
latter configuration, the non-Gaussian nature of
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Fig. 7. The 95% C.L. upper limit onα as a function of the sbottom
mass, with non-Gaussian (full curve) and Gaussian (dashed curv
common systematic uncertainties. Also shown are the prediction
the model of Ref.[4], now excluded by this analysis.

likelihood was taken into account in the determinat
of the limit.) Sbottom masses below 7.5 GeV/c2 are
excluded at the 95% confidence level.

Because cosθmix is very much constrained by th
Z peak data, the upper limit onα is expected to be
smaller than that shown inFig. 7 for any other value
of the mixing angle. As a check, the procedure w
repeated again by varying cosθmix from 0 to 1, with
non-Gaussian uncertainties. The resulting sbottom
mass lower limit is shown inFig. 8 as a function
of cosθmix, and is indeed at least 7.5 GeV/c2 over
the whole range. (The region excluded by LEP
data at large values of cosθmix is probably over-
optimistic, as four-jet events—expected from su
heavy sbottom pair as well as W pair production—
rejected from the q̄q event samples selected above
WW threshold.)

It is worth mentioning that the presence of
light sbottom would slow down the running ofαS

with the centre-of-mass energy. (It would be ev
more so with an additional light gluino.) Startin
from the value accurately measured inτ decays[30]
(the only measurement not affected by a sbott
heavier than 2 GeV/c2 and lighter than 5.5 GeV/c2,
and corresponding toαS(Z) = 0.121± 0.003 in the
Fig. 8. Absolute 95% C.L. lower limit onmb̃ as a function of
cosθmix, for hadronically decaying sbottoms. The hatched are
excluded at 95% C.L. The dashed line shows the exclusion achi
with the sole Z peak data.

Standard Model), this slower running would lead
values ofαS larger than assumed in this Letter,
all centre-of-mass energies. The total new phy
contribution (from the direct sbottom production a
the increase ofαS ) would further increase the effe
on the total hadronic cross section expected at P
PETRA, TRISTAN, SLC and LEP. The 7.5 GeV/c2

lower limit on the sbottom mass is therefore proba
very conservative.

5. Conclusion

The e+e− → hadron cross section data collect
well above the b̄b resonances have been compi
and analysed to search for an anomalous produc
of hadronic events. Altogether, the PEP, PETR
TRISTAN, LEP 1, SLC and LEP 2 data allow
light sbottom decaying hadronically to be exclud
at 95% C.L. for any mixing angle, if its mass
below 7.5 GeV/c2. When combined with the resu
of Ref. [5] in which a stable sbottom with mas
below 92 GeV/c2 is excluded, this analysis definite
invalidates the model of Ref.[4] with a 12–16 GeV/c2

gluino and a 2–5.5 GeV/c2 sbottom.
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Note added

This work has been primarily motivated by th
“apparent excess” reported in Ref.[31]. With the
collaborative help of the author, the excess was fo
to be an artifact of duplicated, missing and ov
corrected data in the computer-readable files of th
Review of Particle Physics[22,23] augmented by an
incorrect interpretation of the Z peak data in Ref.[31].
The aforementioned computer-readable files are b
updated to include the work described in this Lette
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