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Abstract

We investigate a family of correspondences associated to étale coverings of degree 3 of hyp
tic curves. They lead to Prym–Tyurin varieties of exponent 3. We identify these varieties and
some consequences.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction

A correspondenceon a smooth projective curveC is by definition a divisorD on the
productC ×C. Any correspondenceD onC induces an endomorphismγD of the Jacobian
JC. Conversely, for every endomorphismγ ∈ EndC there is a correspondenceD on C

such thatγ = γD . However for most correspondencesD which occur in the literature
γD is a multipled · 1JC of the identity of the Jacobian. In particular, this is the case
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any correspondence of a general curve. It were mainly these correspondences, cof
valency d, which were studied by the classical Italian geometers (see, e.g., [8]).

At the beginning of the 1970s A. Tyurin suggested the investigation of another cla
correspondences, namely effective symmetric correspondencesD without fixed point on
C such thatγD satisfies an equation

γ 2
D + (e − 2)γD − (e − 1) = 0.

For these correspondencesP = im(γD − 1JC) is a Prym–Tyurin varietyof exponente,
meaning that the restriction of the canonical polarization ofJC to P is the e-fold of a
principal polarization onP . Jacobians are Prym–Tyurin varieties of exponent 1, Prym
rieties associated to étale double coverings are Prym–Tyurin varieties of exponen
the other hand, it is not difficult to show (see [2, Corollary 12.2.4]) that every princip
polarized abelian variety is a Prym–Tyurin of some high exponent. However, it seem
so easy to construct Prym–Tyurin varieties of low exponent� 3. First examples (assoc
ated to Fano threefolds) were investigated by Tyurin (see [9]). Other examples (ass
to Weil groups of certain Lie algebras) were constructed by Kanev (see [5]).

It is the aim of this paper to study the following correspondence: letC be a hyperelliptic
curve of genusg � 3 andf : C̃ → C an étale threefold covering. Consider the followi
curve in the symmetric product̃C(2):

X = {
p ∈ C̃(2)

∣∣ f (2)(p) ∈ g1
2

}
.

Let ι denote the hyperelliptic involution ofC and forx ∈ C write f −1(x) = {x1, x2, x3},
f −1(ιx) = {y1, y2, y3} and moreover for abbreviationPij = xi + yj ∈ C̃(2). Then the sym-
metric(2,2)-correspondenceD onX is defined by

D = {
(Pij ,Pkl) ∈ X × X

∣∣ i = k andj �= l or i �= k andj = l
}
.

We show in Section 2 under the hypothesis thatX is smooth and irreducible, thatP =
im(γD − 1JX) is a Prym–Tyurin variety of exponent 3. In Section 3 we realise a(2g − 1)-
dimensional family of pairs(C,f ) such thatX is smooth and irreducible. In fact, th
Galois groupG of the Galois extensionY → P1 of C̃ → P1 is necessarily isomorphi
to S3 × S3 ⊂ S6. In Section 5 we compute the dimensions of the Jacobians and
varieties relevant to this situation. The main result of this section is Theorem 5.3
says that there are two trigonal curvesX1 andX2 associated to subgroups ofG such that
P is canonically isomorphic as a principally polarized abelian variety to the produ
JacobiansJX1 × JX2. The trigonal covers ofX1 andX2 have disjoint ramification locu
andX is their common fibre product overP1. As a consequence of this and the mod
considerations of Section 4 we obtain the following consequence which seems of i
to us and for which we could not find a different proof:

Corollary (of Theorems 4.1 and 5.2). LetX1 andX2 be trigonal curves with simple ram
fication and disjoint branching and letX denote their fibre product overP1 with projections
fi :X → Xi . ThenX is a smooth projective curve and the mapf ∗

1 + f ∗
2 :JX1 × JX2 →
JX is an embedding.
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Finally, in Section 6 we study the Abel–Prym map of the Prym–Tyurin varietyP defined
as the composition of the Abel mapX → JX and the projectionJX → P . The main resul
is the following:

Theorem. For g � 6 the Abel–Prym mapβP :X → P is an embedding.

As a consequence we obtain that the cohomology class of three times the ca
product polarization ofJX1 × JX2 is represented by a smooth irreducible curve (
Corollary 6.5).

2. Construction of the Prym–Tyurin varieties

Let C be an hyperelliptic curve of genusg � 3, i :C → C the hyperelliptic involution
andh :C → P1 the map given by theg1

2. Let f : C̃ → C be an étale morphism of degreen

from a projective smooth irreducible curvẽC.
Let us define a new curveX by the following cartesian diagram:

X := (
f (2)

)−1(
g1

2

)
π=f (2)|X

C̃(2)

f (2)

P1 ∼= g1
2 C(2),

(2.1)

wheref (2) :C(2) → C̃(2) denotes the second symmetric product off . Observe thatπ is of
degreen2.

For the rest of this section let us assume that the curveX is smooth and irreducible. (In
the next section we will see that there exist étale coveringsf such that this is the case
Under this hypothesis we define a correspondenceD onX. For this consider the canonic
2 : 1-mapλ : C̃2 → C̃(2) from the cartesian to the symmetric product ofC̃ and denote

X̃ := λ−1(X).

Let p1 : X̃ → C̃ denote the projection onto the first factor, whereX̃ is considered as a curv
in C̃2. Then

D̃ := {
(a, b) ∈ X̃ × X̃

∣∣ p1(a) = p1(b)
}

with reduced subscheme structure is an effective divisor onX̃2 containing the diagonal̃∆.
Denote

Y := D̃ − ∆̃.

The divisor
D := (λ × λ)∗(Y )
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is an effective symmetric correspondence ofX of bidegree(2n − 2,2n − 2).
In order to describe this correspondence set-theoretically, we fix some notation.

z ∈ P1, let

h−1(z) = x + ix

and

f −1(x) = {x1, . . . , xn}, f −1(ix) = {y1, . . . , yn}.
If we denote fori, j = 1, . . . , n,

Pij = xi + yj ∈ X ⊂ C̃(2),

thenπ−1(z) = {Pij | i, j = 1, . . . , n}.
By construction, the imageD(Pij ) = (p2)∗(D ∩ ({Pij } × X)) is given by

D(Pij ) =
n∑

l=1, l �=j

Pil +
n∑

k=1, k �=i

Pkj .

In particular, the correspondenceD is fixed point free. Moreover, a straightforwa
computation shows that

D2(Pij ) = (2n − 2)Pij + (n − 2)D(Pij ) + 2
∑

k �=i, l �=j

Pkl,

thus we get:

D2(Pij ) − (2n − 4)Pij − (n − 4)D(Pij ) = 2π∗(π(Pij )
)
.

This implies that the endomorphismγD of the JacobianJ (X) induced byD satisfies the
equation

γ 2
D + (4− n)γD − (2n − 4) = 0.

Recall that according to a theorem of Kanev (see [2, Theorem 12.9.1]) an effective
point free symmetric correspondenceD on a smooth projective curveX defines a Prym–
Tyurin variety of exponente if and only if the endomorphismγD associated toD satisfies
the equation

γ 2
D + (e − 2)γD − (e − 1) = 0.

Together with the above reasoning this implies:

Proposition 2.1. P = Im(γD − 1) is a Prym–Tyurin variety for the curveX if and only if

n = 3. In this case the exponent ofX is 3.



598 H. Lange et al. / Journal of Algebra 289 (2005) 594–613

on-

ot

e

ll

a

nju-
set
Remark 2.2. Observe that onX there is another natural effective symmetric corresp
dence:

D′(Pij ) =
∑

k �=i, l �=j

Pkl,

which is symmetric and whose associated endomorphismγD ∈ End(JX) satisfies the
equationγ 2

D′ + (n − 2)γD′ − (n − 1) = 0. HoweverD′ has fixed points, so we do n
know whether it induces a Prym–Tyurin variety.

3. Existence of the curve X

Let h :C → P1 be a hyperelliptic covering of genusg as above. We want to determin
those étale coveringsf : C̃ → C of degree 3 for which the curveX defined by diagram
(2.1) is smooth and irreducible.

Recall that ifBh = {a1, . . . , a2g+2} ⊂ P1 denotes the branch locus ofh andσi denotes
the class of the path from a fixed pointz0 ∈ P1 going aroundai once, then

π1
(
P1 \ Bh, z0

) =
〈
σ1, . . . , σ2g+2

∣∣∣∣∣
2g+2∏
i=1

σi = 1

〉
. (3.1)

Let

µ :π1
(
P1 \ Bh, z0

) → S6

be a classifying homomorphism for the composed mapf ◦ h : C̃ → C → P1 and denote

G = Im(µ) ⊂ S6.

By construction,µ(σi) = t1t2t3 wheret1, t2 and t3 are disjoint transpositions, but not a
such products can occur.

In fact, if we denote as aboveh−1(z) = x + ix, f −1(x) = {x1, x2, x3} andf −1(ix) =
{y1, y2, y3} and if we identify(x1, x2, x3) with (1,3,5) and(y1, y2, y3) with (2,4,6), then
exactly the following 6 permutations can occur:{

(1 2)(3 4)(5 6), (1 4)(2 5)(3 6), (1 6)(2 3)(4 5),
(1 2)(3 6)(4 5), (1 4)(2 3)(5 6), (1 6)(2 5)(3 4)

}
.

Hence the existence of an étale coveringf : C̃ → C is equivalent to the existence of
homomorphismµ :π1(P

1 \ Bh, z0) → S6 as above such that the imageG = Im(µ) is a
transitive subgroup ofS6. By a direct computation, one checks that there are up to co
gation exactly 3 types of transitive subgroups ofS6 generated by a subset of the above

of permutations, namely:
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I: G = 〈(1 2)(3 4)(5 6), (1 4)(2 5)(3 6)〉 � S3,
II: G = 〈(1 2)(3 4)(5 6), (1 4)(2 5)(3 6), (1 2)(3 6)(4 5)〉 � S2 × S3,

III: G generated by all 6 permutations of above, i.e.,
G = 〈(2 4 6), (1 5)(2 4), (1 4)(2 5)(3 6)〉 � S3 × S3.

In order to see in which cases the associated curveX is smooth and irreducible, we descri
the monodromy associated to the construction ofX. For this we have to analyze the acti
of the groupG on a fibre ofπ :X → P1, i.e., the action ofG on the set{x1 + y1, x1 + y2,

. . . , x3 + y3}. One immediately checks that the in the cases I and II this action is
transitive. Hence the normalization ofX is not connected in these cases. So for the re
this section letG denote the group of case III. Then we have:

Lemma 3.1. If f : C̃ → C is an étale covering of degree3 of a hyperelliptic curveC
such that the image of a classifying homomorphismµ :π1(P

1 \ Bh, z0) → S6 is a group of
typeIII , then the curveX of diagram(2.1) is smooth and irreducible.

Proof. The stabilizer of the elementP11 = x1 +y1 of the fibreπ−1(z) is the groupGP11 =
〈(1 2)(3 4)(5 6), (3 4)(5 6)〉, which is Klein’s group of 4 elements. SinceG is of order 36,
this means thatG acts transitively on the set{x1 + y1, x1 + y2, . . . , x3 + y3} implying that
X is irreducible. The proof of the fact thatX is smooth is a slight generalization of th
proof of [2, Lemma 12.8.1]. �

Let

Gal(h ◦ f )

γ

C̃
f

C

h

P1

denote the Galois extension ofh ◦ f : C̃ → P1. The next proposition identifies Gal(h ◦ f )

in terms of the geometric construction of Section 2. For this consider the curveY = D̃ −
∆̃ ⊂ X̃ × X̃ of Section 1. It can be considered as a symmetric(2,2)-correspondence o
X̃ without fixed points. So the projectionsq1 andq2 :Y → X̃ coincide and are étale o
degree 2. Let us observe that in this case(degf = 3) the mapp1 : X̃ → C̃ is étale (see
proof of Lemma 5.1). Letδ denote the composed mapY

q1−→ X̃ → P1.

Proposition 3.2. The map δ :Y → P1 coincides with the Galois extensio
γ : Gal(h ◦ f ) → P1.

Proof. As in Section 2, forz ∈ P1, denoteh−1(z) = x + ix andf −1(x) = {x1, x2, x3},

f −1(ix) = {y1, y2, y3}. Then the fibreδ−1(z) for a generalz ∈ P1 consists of the 36 ele-
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ments{((x1, y1), (x1, y2)), ((x1, y1), (x1, y3)), ((y1, x1), (y1, x2)), ((y1, x1), (y1, x3)), . . . ,

((y3, x3), (y3, x2))}. It is immediate to check that the groupG acts transitively on thes
fibres or equivalently that the stabilizer of a point, say((x1, y1), (x1, y2)), is trivial. This
implies that the Galois covering Gal(h ◦ f ) is a normalization ofY . The smoothness ofY
follows from the fact thatY is a symmetric fixed point free correspondence on the sm
curveX̃. �

In order to study the Prym–Tyurin varietyP of Proposition 2.1, we have to take in
account also the subgroups ofG, since to every such subgroup there corresponds a
termediate covering ofδ :Y → P1. For this note that the triple products of transpositio
generating the groupG form two conjugation classes inG, namely

C1 = {
(1 2)(3 4)(5 6), (1 4)(2 5)(3 6), (1 6)(2 3)(4 5)

}
,

C2 = {
(1 2)(3 6)(4 5), (1 4)(2 3)(5 6), (1 6)(2 5)(3 4)

}
.

Moreover, we have

G = 〈C1,C2〉 � 〈C1〉 × 〈C2〉 � S3 × S3. (3.2)

Let τ :G → G denote the outer automorphism interchanging the direct factors〈C1〉 and
〈C2〉 of G. The subgroup diagram ofG consists of 8 conjugacy classes of subgroups
variant underτ and of 14 pairs of different conjugacy classes of subgroups(G1,G2) with
τ(G1) = G2. We need only the following part of it:

G

3 3 2 K

3H1

3

H2

3 L

3
H

2 M

2

{e}

where

H = 〈
(1 2)(3 4)(5 6), (3 5)(4 6)

〉
,

H1 = 〈
(1 2)(3 4)(5 6), (3 5)(4 6), (1 3 5)(2 4 6)

〉 = 〈
(1 2)(3 4)(5 6),C2

〉
,〈 〉 〈 〉
H2 = (1 2)(3 4)(5 6), (3 5)(4 6), (1 3 5)(2 6 4) = (1 2)(3 6)(4 5),C1 ,
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K = 〈
(2 4 6), (1 3 5), (1 5)(2 4)

〉
,

L = 〈
(2 4 6), (3 5)(4 6)

〉
and

M = 〈
(3 5)(4 6)

〉
.

Lemma 3.3. Up to conjugation inG, we have

(a) Y/L = C̃ andY/K = C,
(b) Y/H = X andY/M = X̃.

Proof. Observe first thatL = G ∩ S5, whereS5 denotes the stabilizer of the symbol
in S6. Henceµ−1(L) ⊂ π1(P

1 \ Bh, z0) is isomorphic to the fundamental group of̃C \
(h ◦ f )−1Bh. HenceY/L = C̃ and by Galois theory it follows thatY/K = C, since there
is no other subgroup betweenL andG. This completes the proof of (a).

In order to see (b), note first that the subgroupH is the stabilizer inG of the set
{1,2}. This implies that the action ofG on the set of classesG/M gives a homomor
phismλ :G → S9, which is injective and with image a transitive subgroup ofS9. Hence,
by construction of the curveX the compositionλ◦µ :π1(P

1\Bh, z0) → S9 is a classifying
morphism for the coveringπ :X → P1. Denoting byS8 the stabilizer of a symbol inS9, this
implies that(λ ◦ µ)−1(S8) is isomorphic to the fundamental group ofX \ π−1(Bh). But a
short computation shows thatλ−1(S8) = H . Hence the fundamental group ofX \π−1(Bh)

is isomorphic toµ−1(H) implying Y/H = X. SinceM is the stabilizer of the ordered s
(1,2) in G, one shows in a similar way thatY/M = X̃. �

Combining everything and denotingX1 = Y/H1 andX2 = Y/H2, we obtain the follow-
ing diagram of morphisms of smooth projective curves:

Y

2:1
X̃s

2:1X

3:1
π

C̃

f 3:1X1

3:1
f1

X2

f2 Ch

2:1
P1

(3.3)

Recall from Section 2 the correspondenceD = (λ × λ)∗(Y ) ⊂ X × X.

Proposition 3.4. λ × λ|Y :Y → D is an isomorphism.

Proof. The map is given by((xi, yj ), (xi, yk)) → (xi + yj , xi + yk). The morphism

D → Y defined by(a, b) → ((a ∩ b, a − a ∩ b), (a ∩ b, b − a ∩ b)) is inverse to it. Here
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a andb are considered as divisors on the curveC̃ anda ∩ b denotes the greatest comm
divisor ofa andb. �

4. The moduli spaces

Let the notation be as at the end of the last section. Sof : C̃ → C is an étale covering o
degree 3 of the hyperelliptic curveh :C → P1 with branch locusBh = {a1, . . . , a2g+2},
such that the compositionh ◦ f is given by a classifying homomorphismµ :π1(P

1 \
Bh, z0) → G ⊂ S6 as in (3.1) andG � S3 × S3, of type III. In this section we want to
study the moduli of this situation.

Consider again the direct product decomposition (3.2). Sinceµ(σi) ∈ C1 ∪ C2, we can
enumerate theσi in such a way that

µ(σi) = (gi,1) ∈ 〈C1〉 × 〈C2〉 for i = 1, . . . , α,

µ(σi) = (1, gα+i ) ∈ 〈C1〉 × 〈C2〉 for i = 1, . . . , β,

for someα andβ with α + β = 2g + 2. In particular,gi ∈ C1 for i = 1, . . . , α andgi ∈ C2

for i = α + 1, . . . , α + β. Then the condition
∏2g+2

i=1 σi = 1 is equivalent to the two cond
tions

α∏
i=1

gi = 1 and
β∏

i=1

gα+i = 1. (4.1)

So we must haveα andβ even with

α � 4 and β � 4,

since under the isomorphisms〈C1〉 � S3 and〈C2〉 � S3 the elements ofC1 andC2 corre-
spond to transpositions, that is are of order 2.

Using the notation of above it makes sense to call an étale coveringf : C̃ → C of degree
3 of type(α,β) if µ(σi) ∈ C1 for i = 1, . . . , α andµ(σi) ∈ C2 for i = α + 1, . . . , α + β =
2g + 2. The following theorem is the main result for studying the moduli space of
degree 3 coverings of hyperelliptic curves of type(α,β).

Theorem 4.1. Supposeα,β are even integers� 4 with α+β = 2g+2 anda1, . . . , a2g+2 ∈
P1 pairwise different. There is a canonical(1 : 1)-correspondence between the sets of

(1) coverings̃C
f−→ C

h−→ P1 degh = 2 ramified exactly overa1, . . . , a2g+2 andf unram-
ified of type(α,β) of degree3, and

(2) pairs of trigonal curvesf1 :X1 → P1 simply ramified exactly overa1, . . . , aα and
1
f2 :X2 → P simply ramified exactly overaα+1, . . . , a2g+2.
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Proof. Given (f,h) as in (1) it follows from (4.1) that the homomorphismµ induces
homomorphismsµ1 andµ2 such that the following diagram is commutative:

π1
(
P1 \ {a1, . . . , aα}, z0

) µ1
S3

π1
(
P1 \ {a1, . . . , a2g+2}, z0

)l1

µ

l2

G = 〈C1〉 × 〈C2〉
p1

p2

π1
(
P1 \ {aα+1, . . . , a2g+2}, z0

) µ2
S3,

(4.2)

wherel1 is induced by the inclusionP1 \ Bh → P1 \ {a1, . . . , aα} and similarlyl2 by P1 \
Bh → P1 \ {aα+1, . . . , a2g+2} andpi :G → 〈Ci〉 � S3 for i = 1 and 2 is the projection
followed by a fixed isomorphism〈Ci〉 � S3.

To µ1 corresponds a triple coveringf1 :X1 → P1 simply ramified exactly ove
a1, . . . , aα . Similarly to µ2 corresponds a triple coveringf2 :X2 → P1 simply ramified
exactly overaα+1, . . . , a2g+2. The coveringsf1 andf2 are uniquely determined up to a
automorphism, since every automorphism ofS3 is inner.

Conversely, given(f1, f2) as in (2), tof1 corresponds a homomorphismµ1 and to
f2 a homomorphismµ2 as in the diagram. Definei1 :S3 → G as the composition of
fixed isomorphismS3 � 〈C1〉 with the embedding of〈C1〉 as the first factor and similarl
i2 :S3 → G as the composition of a fixed isomorphismS3 � 〈C2〉 with the embedding o
〈C2〉 as the second factor. Then we can defineµ :π1(P

1 \ {a1, . . . , a2g+2}, z0) → G such
thatµ = i1 ◦ µ1 ◦ l1 = i2 ◦ µ2 ◦ l2 by setting

µ(σi) = i1 ◦ µ1 ◦ l1(σi) for i = 1, . . . , α and

µ(σi) = i2 ◦ µ2 ◦ l2(σi) for i = α + 1, . . . ,2g + 2.

Sincei1 andi2 map the transpositions ofS3 to the products of transpositions in〈C1〉 and

〈C2〉, i.e., toC1 andC2, the homomorphismµ defines a composition of coverings̃C
f−→

C
h−→ P1 as in (1). Certainly these maps are inverse to each other which complet

proof. �
Proposition 4.2. The mapsfi :Xi → P1 of Theorem4.1and of diagram(3.3)coincide. In
particular,

Xi = Y/Hi for i = 1,2.

Proof. Observe that if we fix the isomorphismS3
∼−→ 〈C1〉 by

(1 2) �→ (1 2)(3 4)(5 6), (1 3) �→ (1 4)(2 5)(3 6),

andS3
∼−→ 〈C2〉 by
(1 2) �→ (1 2)(3 6)(4 5), (1 3) �→ (1 4)(2 3)(5 6),
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then with the notation of diagram (4.2) we have that the groupµ−1({1, (1 2)}) is isomorphic
to the fundamental group ofX1 \ f −1

1 ({a1, . . . , aα}). Hence the groupl−1
1 µ−1

1 ({1, (1 2)})
is isomorphic to the fundamental group ofX1 \ f −1

1 ({a1, . . . , a2g+2}). On the other hand

l−1
1

(
µ−1

1

({
1, (1 2)

})) = µ−1(〈(1 2)(3 4)(5 6)
〉 × 〈C2〉

) = µ−1(H1),

which givesX1 � Y/H1. Similarly

l−1
2

(
µ−1

2

({
1, (1 2)

})) = µ−1(〈C1〉 × 〈
(1 2)(3 6)(4 5)

〉) = µ−1(H2),

which givesX2 � Y/H2. �
Corollary 4.3. Let α,β be even integers� 4 with α + β = 2g + 2 andg � 3. The moduli
spaceM(α,β) of étale degree3 coverings of hyperelliptic curves of genusg of type(α,β)

is isomorphic to the moduli space of pairs of trigonal coverings of genusα
2 − 2 and β

2 − 2
with simple ramification and disjoint branching. In particular,dimM(α,β) = α+β −3=
2g − 1.

Proof. Theorem 4.1 or to be more precise a slight generalization of it concerning fam
of the corresponding coverings implies that the moduli functors in question are isomo
This implies the statement about the moduli spaces. It remains to compute the dime
Consider

A := (×α
i=1P1) \ ∆α and B := (×β

i=1P1) \ ∆β,

where∆α and∆β denote the corresponding discriminants and let

πα :H 3,α → A and πβ :H 3,β → B

denote the Hurwitz spaces of triple covers ofP1 simply ramified inα respectivelyβ points.
Let R ⊂ A × B be the open set

R = {
(a1, . . . , aα, aα+1, . . . , aα+β)

∣∣ ai �= aα+j for 1� i � α, 1� j � β
}
.

Then(πα ×πβ)−1(R) → R parametrizes pairs of simple triple covers with disjoint bran
ing. The action of PGL(1) on R lifts to an action on(πα × πβ)−1(R) and the quotien
(πα × πβ)−1(R)/PGL(1) is the moduli space of pairs of trigonal coverings with sim
ramification and disjoint branching. So dimM(α,β) = α + β − 3. �

5. Comparison with other ppav’s

It is the aim of this section to relate the Prym–Tyurin varietiesP introduced in Sec

tion 2 to the other principally polarized abelian varieties occurring in this situation. For
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in diagram (3.3).

Recall thatC is a hyperelliptic curve of genusg ramified over the pointsa1, . . . , a2g+2 ∈
P1 and C̃ an étale covering of degree 3 ofC and thus of genus 3g − 2. Moreover,
from the construction we get that all maps in the diagram (3.3) are unramified
P1 \ {a1, . . . , a2g+2}. Supposef : C̃ → C is of type(α,β). Then we have

Lemma 5.1.

(a) g(C̃) = 3g − 2, g(X̃) = 9g − 8, g(Y ) = 18g − 17;
(b) g(X) = 3g − 5;
(c) g(X1) = α

2 − 2 andg(X2) = β
2 − 2;

(d) dimP = g − 3.

Proof. The covering̃X → C is defined by restricting the étale mapf ×f in the following
diagram:

X̃ = (f × f )−1(C) C̃2

f ×f

C = {
(x, ix)

∣∣ x ∈ C
}

C2.

It follows that X̃ → C̃ is étale of degree 3. Recall from Section 2 thatY is a fixed point
free symmetric(2,2)-correspondence on the curvẽX. HenceY → X̃ is an étale double
covering and Hurwitz formula gives (a). From the description of the fibre(f h)−1(z) for
anyz ∈ P1 in Section 2 we see thatπ is of ramification type(2,2,2,1,1,1). Again Hurwitz
formula gives (b). (c) was proven already in Corollary 4.3.

Proof of (d): LetNP denote the norm endomorphism associated to the endomorp
γD of the correspondenceD. According to [2, 5.3.10] dimP is related to the analytic trac
of NP by

dimP = 1

3
Tra(NP ).

SinceγD = 1X − NP , we have

Trr (γD) = 2g(X) − Trr (NP ),

where Trr denotes the rational trace, which is related to the analytic trace by Trr = 2ReTra .
On the other hand, according to a theorem of Weil (see [2, 11.5.2 and 3.1.3]) we ha

Trr (γD) = 8,

since the correspondenceD is without fixed points. Putting everything together gives

assertion. �
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From Lemma 5.1 we deduce

dimf ∗
1 JX1 + dimf ∗

2 JX2 = dimP.

This suggests that there should be a relation betweenJX1 × JX2 andP . The following
theorem is the main result of this section.

Theorem 5.2. The canonical mapf ∗
1 + f ∗

2 :JX1 × JX2 → JX induces an isomorphism

JX1 × JX2 � P.

The proof consists of a careful analysis of the action of the groupG. Recall thatS3
admits 3 (absolutely) irreducibleQ-representations, the trivial and the alternating rep
sentations 1S3 andU of dimension 1 and the standard 2-dimensional representatioV .
The tensor products of these are all irreducible representations of the groupG = S3 × S3.
For any subgroupH of G let ρH (1H ) denote the representation ofG induced by the trivial
representation 1H of H .

Lemma 5.3. ρH1(1H1) − 1G � V ⊗ 1S3, ρH2(1H2) − 1G � 1S3 ⊗ V .

Proof. Fix isomorphisms〈C1〉 � S3 and 〈C2〉 � S3 and thusG � S3 × S3. ThenH1 �
〈(1 2)(3 4)(5 6)〉 × 〈C2〉 � S2 × S3.

The representationρH1(1H1) is then given by the action of the groupG = S3 × S3 on
the quotient(S3 × S3)/(S2 × S3) or equivalently by the action of the first factorS3 on the
quotientS3/S2. But it is easy to see that this is just the representationV +1S3. This implies
the first equation. The second equation is proved in the same way.�
Proof of Theorem 5.2. The action of the groupG on the curveY induces a homomor
phismQ[G] → End0(JY ) of the rational group ringQ[G]. Using this, one can associa
an abelian subvariety ofJX to every projectorp ∈ Q[G] and thus to every subrepresen
tion of Q[G] in a natural way. In particular, ifW is an irreducibleQ-representation ofG,
and( , ) aG-invariant scalar product ofW , then for any nonzerow ∈ W a projector forW
is given as follows (see [2, p. 434]):

pw = dimW

|G| · ‖w‖2

∑
g∈G

(w,gw)g.

It is well known (see, e.g., [7, Corollary 3.2]), that the pull-back of the Prym varietyP(fi)

of the morphismfi :Xi = Y/Hi → Y/G = P1 in JY corresponds to the representati
ρHi

(1Hi
)−1G. But according to Lemma 5.3 both representations are irreducible. So c

ing nonzero vectorsw1 ∈ V ⊗ 1S3 andw2 ∈ 1S3 ⊗ V and denotingϕ the composed ma
Y → X̃

s−→ X of diagram (3.3), this implies
pwi
(JY ) ∼ ϕ∗f ∗

i JXi (5.1)
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for i = 1 and 2, where∼ denotes isogeny.
Now an easy computation shows that the vector spaces(V ⊗ 1S3)

H and(1S3 ⊗ V )H of
H -invariants are one-dimensional. Choosingw1 ∈ (V ⊗1S3)

H \0 andw2 ∈ (1S3 ⊗V )H \0,
we have

(wi, hgwi) = (wi, ghwi) = (wi, gwi)

for anyh ∈ H andi = 1,2. Hence applying [6, Proposition 3.5], we get that the proje
pwi

descends to an endomorphism̃pwi
:JX → JX such that

pwi
(JY ) = ϕ∗(p̃wi

(JX)
)
.

In fact,

p̃wi
(x) = dimV

|G| · ‖w‖2

∑
g∈G

(w,gw)ḡ(x),

where

ḡ(x) =
∑
h∈H

ϕ(ghy) (5.2)

with y ∈ Y such thatϕ(y) = x.
So (5.1) implies

p̃wi
(JX) ∼ f ∗

i JXi. (5.3)

Now the projectorp̃wi
does not depend on the choice of the vectorwi the vector space

(V ⊗ 1S3)
H and(1S3 ⊗ V )H being one-dimensional. This implies that in (5.3) we actu

have equality instead of only isogeny (see [2, Proposition 13.6.4]). So we conclude(
f ∗

1 + f ∗
2

)
(JX1 × JX2) = (p̃w1 + p̃w2)(JX). (5.4)

In order to complete the proof of the theorem, we have to show that the image ofp̃w1 + p̃w2

is justP . For this we have to compute the projectorspw1 andpw2 explicitly.
Consider the decomposition

G = H1 ∪ (2 4 6)H1 ∪ (1 3 5)H1.

If we definev1 = H1, v2 = (2 4 6)H1, v3 = (1 3 5)H1 ande1 = v1 −v2, e2 = v2 −v3, then
the action ofG onG/H1 gives us the representationV ⊗ 1S3 = e1Q ⊕ e2Q � Q2.

Let us for example consider the action of(3 5)(4 6) ∈ H . We have(3 5)(4 6)(H1) = H1,
(3 5)(4 6)((2 4 6)H1) = (1 3 5)H1 and hence(3 5)(4 6)(e1) = e1 + e2 and(3 5)(4 6)(e2) =( )
−e2. This means in matrix form(3 5)(2 4) = 1 0

1 −1 :Q2 → Q2.
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The next step is to introduce aG-invariant scalar product onQ2. One checks directly
that 〈

(u1, u2), (v1, v2)
〉 = 2u1v1 − u1v2 − u2v1 + 2u2v2

is a G-invariant scalar product onV ⊗ 1S3 = Q2. We noted already above th
dim(V ⊗ 1S3)

H = 1. In fact, one observes that the matrix representation for the elem
of H is either the above example or the identity, implying that(2,1)t ∈ Q2 is a generato
of (V ⊗ 1S3)

H .
Choosingw1 = (2,1)t , we are ready to compute the projectorpw1. For example, the

coefficient ofg = (2 4)(3 5) in pw1 is:

dim(V ⊗ 1S3)

|G| · ‖w‖2
(w,gw) = 2

36· 6

〈
(2,1),

(−1 1
0 1

)(
2
1

)〉

= 2

36· 6
(−4− 2+ 1+ 2) = 2

36· 6
(−3).

Proceeding in this way with all elements ofG and the representationV ⊗1S3 and similarly
the representation 1S3 ⊗ V , we obtain:

pw1 + pw2 = 2

36· 6
·
{
12

∑
h

− 6
∑

(1 3 5)h − 6
∑

(1 5 3)h

− 6
∑

(2 4 6)h − 6
∑

(2 6 4)h

+ 3
∑

(1 3 5)(2 4 6)h + 3
∑

(1 3 5)(2 6 4)h

+ 3
∑

(1 5 3)(2 4 6)h + 3
∑

(1 5 3)(2 6 4)h
}
,

where the sum is always to be taken over allh ∈ H . (Notice that even thoughH is not a
normal subgroup ofG, the same expression forpw1 + pw2 is valid if we use right coset
instead of left cosets.) So we get

36(p̃w1 + p̃w2) = 4 · 1JX − 2(1 3 5) − 2(1 5 3) − 2(2 4 6) − 2(2 6 4)

+ (1 3 5)(2 4 6) + (1 3 5)(2 6 4)

+ (1 5 3)(2 4 6) + (1 5 3)(2 6 4),

where(1 3 5) is the endomorphism ofJX induced by(1 3 5) using (5.2).
Now with the notation of identifications of Sections 2 and 3 we have at the level o
curveX:
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that
(1 3 5)(P11) = P21, (1 5 3)(P11) = P31,

(2 4 6)(P11) = P12, (2 6 4)(P11) = P13,

(1 3 5)(2 4 6)(P11) = P22, (1 3 5)(2 6 4)(P11) = P23,

(1 5 3)(2 4 6)(P11) = P32, (1 5 3)(2 6 4)(P11) = P33.

So

36(p̃w1 + p̃w2)(P11) = 4P11 − 2P21 − 2P31 − 2P12 − 2P13 + P22 + P23 + P32 + P33.

On the other hand, recalling thatD(P11) = P12 + P13 + P21 + P31, we get

3(1X − D)(P11) + π∗(π(P11)
) = 36(p̃V ⊗1S3

+ p̃1S3⊗V )(P11).

This implies

(p̃w1 + p̃w2)(JX) = (1JX − γD)(JX) = P,

which with (5.4) implies (
f ∗

1 + f ∗
2

)
(JX1 × JX2) = P.

But on the one hand, the restriction of the canonical principal polarizationΘ of JX to P is
of type(3, . . . ,3) and on the other hand, the pull-back ofΘ via f ∗

1 + f ∗
2 :JX1 × JX2 →

JX is also of type(3, . . . ,3). This implies thatf ∗
1 + f ∗

2 :JX1 × JX2 → JX is a closed
embedding, thus completing the proof of the theorem.�
Remark 5.4. We computed the dimension of all Jacobians and Prym varieties arising
the subgroup graph of the groupG. It turns out that they are different from dimP . So none
of them is isogenous to the Prym–Tyurin varietyP . The details will not be included here

Now we are in a position to prove the corollary stated in the introduction.

Proof of the corollary of Theorems 4.1 and 5.2. Let X1,X2 andX be as stated in th
corollary. According to Theorem 4.1 the pair of trigonal covers determines an étale d
3 coveringf : C̃ → C of a hyperelliptic curveC. So we are in the situation of Theorem 5
in the proof of which we saw thatf ∗

1 + f ∗
2 :JX1 × JX2 → JX is an embedding. It only

remains to be noted that the curveX of Theorem 5.2 coincides with the curveX of the
corollary, i.e., is the fibre product of the trigonal covers. But this comes from the fact

〈H1,H2〉 = G and H1 ∩ H2 = H,
since the branchings of the trigonal covers are disjoint.�
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6. The Abel–Prym map

Let the notation be as above. In particular,X is a smooth projective curve of gen
3g − 5 andD ⊂ X × X the correspondence given byD(Pij ) = ∑

k �=j Pik + ∑
l �=i Plj for

i, j = 1, . . . ,3. For any positive integerd let X(d) denote thed-fold symmetric product o
X andαd :X(d) → JX be the Abel map with respect to a base pointp0 ∈ X. In this section
we analyse the Abel–Prym map ofP which is by definition the composition

βP :X
α1−→ JX

γD−1JX−−−−−→ P ⊂ JX.

By definition,βP is given by the following diagram:

X(4) × X

α4−α1

X

(D,1X)

βP

JX,

where we consider the correspondence as a morphismD :X → X(4).

Proposition 6.1. If g � 6, the Abel–Prym mapβP :X → P is injective.

Proof. SupposeβP is not injective. Then according to the diagram there are two po
p1,p2 ∈ X such thatD(p1) − p1 ∼ D(p2) − p2, where∼ means linear equivalence. Th
implies

D(p1) + p2 ∼ D(p2) + p1,

which means thatX admits ag1
5, i.e., coveringX → P1 of degree� 5. On the other hand

X is a three to one covering of a curve of genusg1 � g−3
2 , namelyX → X1. But then

Castelnuovo’s inequality (see [3]) implies

3g − 5= g(X) � 2 · 4+ 3 · g − 3

2
� 1

2
(3g + 7).

Sog � 5, a contradiction. �
Let us now analyse the local behaviour of the Abel–Prym mapβP . The tangen

spaceT0JX of JX at 0 can and will be identified withH 0(X,ωX)∗. The differen-
tial (dγD)0 :T0JX → T0JX has just 2 eigenvalues, namely 1 with multiplicityg(X) −
dimP = 2g − 2 and−2 with multiplicity dimP = g − 3. LetV+ andV− denote the cor
responding eigenspaces. Clearly
T0P = V−.
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Define thePrym–Tyurin canonical mapϕP of P to be the composition of the canon
cal mapϕX :X → P(T0JX) and the linear projectionr :P(T0JX) → P(T0P) with center
P(V+):

ϕP :X
ϕX−−→ P(T0JX) \ P(V+)

r−→ P(T0P).

The following lemma is an immediate consequence of the fact that the canonical mϕX

is everywhere defined:

Lemma 6.2. A pointx ∈ X is a base point of the linear system|T0P | = |V−| if and only if
ϕX(x) ∈ |V+|.

For any pointp ∈ P there is a canonical isomorphism of tangent spacesTpP � T0P

via which we identify the two vector spaces. In particular, we consider the different
βP at x as a map(dβP )x :TxX → T0P . Varying x in X, we obtain a homomorphism o
the corresponding tangent bundlesdβP :TX → TP = P × T0P . It is easy to see that th
projectivization ofdβP coincides with the Prym–Tyurin canonical map

ϕP = P(dβP ) :X → P(T0P).

Using these facts, we are in a position to show:

Proposition 6.3. If g � 5, the differential(dβP )x :TxX → T0P of the Abel–Prym map i
injective for everyx ∈ X.

Proof. Assume that for somex ∈ X the differential of the Abel–Prym map atx is not
injective, i.e.,(dβP )x = 0. According to Lemma 6.2 and by what we have said above
means thatx is a base point of the linear system|T0P | which is the case if and only i
the image of the canonical map satisfiesϕX(x) ∈ P(V+). We will show that this leads to
contradiction. For this consider the commutative diagram

X
D

α1

X(4)

α4

JX
γD

JX.

On the level of tangent spaces this gives

TxX
(dD)x

(dα1)x

TD(x)X
(4)

(dα4)D(x)

(dγD)0

T0JX T0JX.
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In the same way as in the proof of Proposition 6.1 we conclude from Castelnuovo
equality that forg(X) � 10 or equivalentlyg � 5 the curveX does not admit ag1

4. This
implies that the map(dα4)D(x) :TD(x)X

(4) → T0JX is an isomorphism onto its image.
Now let t ∈ TxX be a nonzero vector. Since the projectivized differential of the A

mapα1 is the canonical mapϕX , we get from the assumption onx thatdα1(t) ∈ V+. But
(dγD)0 is the identity onV+, implying

(dγD)0(dα1)x(t) = (dα1)x(t).

The commutativity of the above diagram implies

(dα1)x(t) ∈ (dα4)D(x)TD(x)X
(4) ⊂ T0JX.

Projectivizing and using the fact that the projectivization of(dα1)x is the canonical map
we get

ϕX(x) ∈ D(x) ⊂ |ωX|∗. (6.1)

Here D(x) means the linear span of the divisorD(x) in the projective space|ωX|∗ =
P3g−6. Now h0(D) = 1 sinceX does not admit ag1

4. Hence the geometric version
Riemann–Roch (see [1, p. 12]) implies

dimD(x) = 3.

But then (6.1) implies dimD(x) + x = 3 which again by the geometric version
Riemann–Roch impliesh0(D(x) + x) = 2. So the linear system|D(x) + x| is a g1

5. But
D(x) + x is part if a fibre ofπ :X → P1 and the corresponding linear system does
admit fixed points. So this cannot occur completing the proof of the proposition.�

Combining Propositions 6.1 and 6.3, we proved the theorem stated in the introdu
Let (A,Θ) denote a principally polarized abelian variety of dimensiong. The cohomol-

ogy class 1
(g−1)! [Θ]g−1 is not divisible inH 2g−2(A,Z) therefore called the dimension-on

minimal cohomology classof (A,Θ). If g � 3 it is not at all clear whether a multiple of
contains a smooth irreducible curve. We obtain as a consequence of Theorem 5.3
result of this section

Corollary 6.4. LetX1 andX2 be trigonal curves of positive genus with simple ramificat
and disjoint branching and letΘ denote the canonical product principal polarization
JX1 × JX2. If g := g(X1) + g(X2) � 3, then the class 3

(g−1)! [Θ]g−1 is represented by a
smooth irreducible curve.

For the proof we need the following well-known lemma, for which we include a p

in lack of a reference:
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Lemma 6.5. For i = 1,2 let (Ai,Θi) be principally polarized abelian varieties wit
EndQ(Ai) = Q and Hom(A1,A2) = 0. ThenA1 × A2 admits no principal polarization
apart from the canonical product polarization.

Proof. Let Θ denote the canonical product polarization ofA1 × A2. For any polar-
ization L let ϕL :A1 × A2 → (A1 × A2)

∗ denote the associated isogeny onto the d
abelian variety. According to [2, Theorem 5.2.8] the mapNS(A1 ×A2) → End(A1 ×A2),
L �→ ϕL ◦ ϕ−1

Θ , induces a bijection between the sets of principal polarizations and to
positive automorphisms ofA1 × A2 symmetric with respect to the Rosati involution. B
End(A1 × A2) = Z × Z and the only such automorphism is 1A1 × 1A2, the Rosati involu-
tion being the identity. Since 1A1 × 1A2 corresponds to the polarizationΘ , this implies the
assertion. �
Proof of Corollary 6.4. By Theorem 5.3, it suffices to show that the principal polariza
Ξ of P coincides with the canonical product principal polarization ofJX1×JX2. Accord-
ing to Lemma 6.5 it is enough to show that for general trigonal curves as in the cor
we have EndQ(JXi) = Q for i = 1,2 and Hom(JX1, JX2) = 0, since if the polarization
coincide for general trigonal curves they do so for all such curves.

The second condition being obvious it suffices to show that a general trigonal cuX

satisfies EndQ(JX) = Q. But for 1� g(X) � 4 any curve is trigonal and forg(X) � 5 the
subspace of trigonal curves in the moduli spaceMg(X) is of dimension 2g(X) + 1. Hence
the assertion follows from the main result of [4] which says that the Jacobian of a g
member of a family of curves of genus g and dimension> 2g − 2 has endomorphism
algebraQ. �
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