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Abstract 

This article presents the results of a study aimed at a developing an approach to the design of information infrastructure of 
medical institutions that use knowledge-based clinical decision support systems (CDSS). As a source of knowledge, we mainly 
consider the data stored in medical information system (MIS). The authors attempted to formulate an approach that will be 
flexible enough to allow engineers to realize almost any scenario of decision-support. To illustrate its practical use, we describe 
its application to one of the problems now being actively solved in the course of cooperation between ITMO University and 
Federal Almazov North-West Medical Research Centre, namely - development of a CDSS for the diagnostics of pulmonary 
arterial hypertension. 
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1. Introduction 

Nowadays technologies for creating decision support systems (DSS) in various subject domains are well 
developed. However, often application of the existing approaches to design DSS health care and medical is faced 
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with significant difficulties for several reasons considered further with respect to Russian hospital practice. First of 
all, medical information systems (MIS) in use often do not provide the functionality of DSS or the possibility to add 
such options. DSS deployment with existing MIS will complicate doctors’ work because with filling paper records 
and entering data into MIS they will have to double the data in the CDSS. In addition, there is currently no 
understanding of which processes primarily need the support of DSS. And a list of such processes may vary 
depending on the medical center, and even change over time. This means that applying known approaches to the 
development of DSS requires a special design of a new decision support system for each specific task. Therefore, 
DSS should be introduced with minimal changes in the user interface. 

On the other hand, extracting knowledge from medical texts is a significant problem as well (especially in the 
Russian language). Firstly, the vast majority of methods and algorithms are designed to extract knowledge from 
well-structured data. However, data in modern clinical practice (especially with the lack of computerization in 
medical centers) is characterized by weak structure, e.g. data is stored in different formats, in different storages, and 
there are texts in natural language, handwritten texts and etc. Implementation of a medical information system 
allows data to be stored in a more centralized and structured way, but doesn’t solve the problem.  Secondly, the most 
recent text processing tools in natural language are focused on work with Germanic and Romanic languages, which 
is why it is difficult to process Russian texts automatically using these tools. 

Another important requirement of CDSS is effective functionality in the semantic and technological 
heterogeneity of the data as received online, and available in the databases of MIS. To overcome the constraints 
expressed above, it is necessary to combine existing approaches to building CDSS at various levels.  In particular, 
conceptual hybridization of DSS, which provides integration of models, data, knowledge, documents, and 
communication capabilities, is necessary, because classic methods to design CDSS usually choose one of these 
classes of objects as central to the construction of the overall system architecture. But in the context of the current 
challenges, it is necessary to integrate the objects of all classes: a) Different models (simulation, statistical, 
numerical); b) Heterogeneous data sets (electronic and paper medical records); c) Different types of knowledge 
(recoverable in automatic or automatic modes, or provided experts explicitly); d) Communication facilities for 
coordination of actions of geographically remote specialists, and so on. 

Design technologies of modular CDSS that can be integrated and adopted to medical center business processes 
have evolved. Such technologies allow a new CDSS to be constructed, or supplement the existing ones (with 
readymade modules), providing them with self-study based on MIS data. And self-study will: a) Reduce the cost of 
and implementation and introduction; b)Provide the adaptation of medical center’s business processes. 

In this paper, we propose a conceptual approach to the organization of infrastructure for knowledge-based 
decision support systems in clinical practice based on our previously expressed ideas1. 

2. Related works 

One of the key areas of advanced CDSS and overall health technology is P4 medicine2. P4 medicine and System 
Medicine (a more general concept)3 determine the need to integrate a wide range of conceptual, methodological, and 
technological approaches and solutions within a unified information technology interdisciplinary system. Cloud 
computing concept4, Big Data, and data/information fusion5 are the technological foundations of such systems in 
data processing. These concepts unify and integrate computing resources, distributed processing resources of Big 
Data, heterogeneous data sources, and information. These technologies are actively used in various fields of science 
and industry, but their application to clinical decision support systems is more sporadic. 

The clinical decision support system’s design6  has an extensive history and a wide range of solution classes. 
There is a lot of research on the effectiveness of clinical DSS7, as well as attempts to develop general 
recommendations for their construction8. The book9 mentions that utilization of CDSS benefits in clinical practice is 
associated with additional barriers. For example, if CDSS is diagnostic, it is a separate application, which leads to 
the duplication of data entry to CDSS and MIS. To resolve this issue, decision-making features have already been 
implemented in some commercial MISs. However, the migration to new MIS as well as the development of a new 
system that combines the functionality of DSS and MIS, leaves an unresolved issue of using the data of the system.  
Based on numerous publications about the CDSS design, the authors in the paper10 assert that a new CDSS should 
be developed, on the one hand, to be easy to use, on the other hand, to limit the possibility to ignore the issued 
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recommendations. According to the Agency for Healthcare Research and Quality, many aspects of optimal 
implementation of clinical decision support systems in MIS remain unclear and require further research11. The 
problem of data-based business process identification is applied in many fields12, including medicine13, and DSS in 
medicine14. The problem of developing models of a configurable business process is tackled by many authors15. 
Although the model of the clinical episode is more complicated than a business process model, we cannot directly 
apply these methods as they are. Furthermore, in the assessment of the future development of CDSS6, the authors 
predict that the various modules of building DSS will increasingly appear and will be publicly available on the 
Internet. So, in near future, CDSS should have well-tested and proven capabilities, and even will use existing DSS 
as a basis for new ones. In addition, the accessibility of open modules will allow to expand the list of business 
processes available to support decision making.  

Separately, it should be noted that the area of medical decisions support has individual characteristics. It defines 
psychological, organizational and legal aspects of decision-making related to the lives and health of patients and the 
personal responsibility of a doctor. Thus, the work16 is devoted to the peculiarities of clinical decision-making 
within the area of expertise of a doctor. Keeping in mind that the area of medical knowledge differs by: a)Weak 
structure; b) Set of diverse requirements and recommendations (international, Russian, local); c) Periodic 
appearance of critical updates in the knowledge (for example, the work17 describes a number of medical practices 
canceled during the period 2001-2010).  

The problem of extraction of medical knowledge has its own characteristics and is connected with the input 
format of the data and its (often) partial or complete structure and nature18,19. Automatic20 or semi-automatic21

extracted knowledge forms the knowledge base, that is the basis for a CDSS22,23 and further research. There are 
standards for structuring and storing the clinical knowledge: single instruments and whole platforms are designed 
for the extraction of knowledge from medical data24 Knowledge Bases and annotated corpus of texts are used as a 
basis for such instruments25. Their significant drawback is that they are designed to work with data that has a 
relatively clear structure, while the unstructured data is still puzzling researchers20,21. Natural language processing 
tools are targeted primarily to work with Germanic languages26, which means Slavic language branch analytics use 
only a part of the available options. However, there are recent works dedicated to the processing of medical data in 
Russian27, where the authors solve the problem of extracting information from medical records and offer 
architecture of integrated intelligent analysis of medical data. 

Currently, the modern tools, techniques, and algorithms for negotiation of limitations described in the 
introduction are well developed. However, a general approach to CDSS implementation that will overcome all of the 
obstacles above, requires detailed study and further investigation. 

3. Infrastructure for knowledge-based decision support

CDSS implementation into clinical practice requires medical institution information infrastructure to be adapted 
properly. Below, we propose the organizational principle for the information infrastructure of a medical institution 
that uses multifunctional modular knowledge-based CDSS. It is based on the idea of monitoring the infrastructural 
elements, data streams and working scenarios by using a control Kernel. 

3.1. Conceptual architecture 

The idea presented below (Fig. 1.) is intended to help the engineer organize the information infrastructure in a 
way that exploits a modern self-learning knowledge-based CDSS that uses actual clinical data. Basic elements that 
make up the infrastructure are described as well as relationships between them. 

The authors sought to provide a description of the principle on a high enough abstraction level that within if it 
was possible to implement almost any scenario of decision support, and, at the same time, "low" enough to avoid 
any possible ambiguities about the correspondence between real-world objects and parts of the infrastructure. 

It is assumed that in its initial state, the medical institution information infrastructure (teal contours) consist of the 
following elements: MIS, which receives data from external data sources and provides data access to the data 
recipients (which might also act as data sources) - doctors, paper EHRs, ambulances, etc. All actual data are being 
stored in the MIS database. 
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Fig. 1. Conceptual architecture. 

The widened infrastructure (red contours), is aimed at the maintenance of CDSS operation, providing its services 
to decision support recipients, consisting of several elements that communicate with each other via messages, data 
and formalized knowledge in accordance with infrastructure internal protocol. The Knowledge Engine (KE) carries 
out all knowledge extraction operations. Data and knowledge routing, both stored at corresponding databases and 
knowledge bases, as well as receiving data from MIS database, are carried out by the Kernel which is capable of 
managing infrastructure workflow in standalone mode or under the control of the administrator. Below we will 
examine each of the infrastructure elements in more detail. 

The role of Decision Support Recipients is suitable for doctors, as well as the service and administrative staff of 
medical institutions., Knowledge extraction algorithms, user-CDSS interaction scripts, required CDSS modules, and 
feedback collection mechanisms are being determined depending on the specificity of the recipient’s job and their 
initial data needs. 

Clinical Decision Support System contains a library of models and tools. In fact, this is a set of smaller DSSs, 
gathered in one place, and their composition and realization is a matter of meeting the needs of a particular user, 
who interacts with CDSS via the user interface. Through the Kernel, CDSS is provided with the parameters of 
models, formalized knowledge of the patient’s conditions, etc. CDSS, in turn, sends its logs back into the Kernel, 
user feedbacks knowledge and other information, depending on the implementation of the specific CDSS module. 

Knowledge Engine is a set of modules designed to process medical data and extract formalized knowledge. The 
specific implementation of modules and structure are determined by the developer’s needs and depends on the type 
of data stored in the MIS and the formalized knowledge structures required. 

The Kernel provides the KE with MIS data and, if needed, knowledge and data stored in other knowledge bases 
and databases. The latter play the role of metaknowledge and metadata required to extract new knowledge from the 
collection of raw data. 

The infrastructure includes several Databases: a Kernel logs base and CDSS logs base (mentioned earlier). The 
first one is required in order to provide administrators with information for infrastructure state control and analysis. 
The second one is required for quality assurance of decision support and the identification of errors in the models 
used by the CDSS. It is understood that depending on specific implementations, the list of databases may be 
extended, but these two are considered necessary. 
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In turn, we propose that Knowledge Bases: the domain knowledge base (medicine, in this case), and the base of 
knowledge that have been extracted in the course of data processing are necessary. The first base cannot be changed 
or updated from inside of the infrastructure, and it can only be used as a repository of completely verified, and 
reliable scientific knowledge. Second base, or rather, a class of knowledge bases, stores the knowledge extracted in 
the course of Knowledge Engine and CDSS in a formalized way. This includes personalized status information of 
patients, model parameters defined and redefined during CDSS module self-learning, etc. 

The Kernel’s functions are to route data flows within the infrastructure in accordance with its internal protocol, 
and to provide the infrastructure administrator the ability to change the configuration of the connected modules. 

Being connected with MIS via some interface, the Kernel has the ability to access the MIS database. On a deeper 
level of integration, this interface can extend the MIS user interface with some simple decision support plug-ins that 
control the completion and structure of user input, for example, a spell-checker that, corrects typing errors or a 
primitive rule-based system that controls the dosage of prescribed drugs. 

The Administrator monitors the state of the infrastructure and configures its individual elements. The Kernel 
administrator is able to access all the elements of the infrastructure. They can connect and disconnect CDSS and KE 
modules, edit the content of knowledge bases and databases, or change their logical structure, and load new 
workflow scenarios into Kernel. The administrator is first and foremost a role that might be implemented either by a 
human or by a sophisticated enough algorithm. 

3.2. Knowledge-cycle 

In this section, we describe our view of the general "life cycle" of the knowledge extracted from the MIS data, 
regardless of the particular application. The described sequence of steps, however, is not the only one possible, and 
can be supplemented, or conversely, reduced, depending on the content of the specific scenario being implemented 
within the infrastructure. 

Initially, the raw data, containing some knowledge in an implicit form, and information about the data origin, 
enter the Kernel by means of MIS-Kernel interface. The Kernel routes the raw data in the Knowledge Engine, 
where, if necessary, analysis and preprocessing is implemented. Using information about the origin of data received 
from the Kernel, the Knowledge Engine applies the appropriate modules or knowledge search and extraction, which 
return the knowledge contained in the data, in a formalized representation.   

Formalized knowledge is validated if necessary, in order to avoid conflicts with existing knowledge.  First of all, 
this concerns the verification of compliance for a certain set of rules representing some fundamental real-world 
information. Secondly, if the knowledge is relevant to a certain object (e.g. a patient), it is checked for conflicts 
between the new knowledge and the previously extracted knowledge about that particular object.  

Valid formalized knowledge is being routed by the Kernel to corresponding a knowledge base and added to 
existing knowledge. Then, according to the current scenario, knowledge might be transferred to the CDSS or 
Knowledge Engine (in the latter case - as a metaknowledge) where it is used for decision support or extraction of 
some new knowledge based on already available knowledge.  

The resulting knowledge can be updated and complemented in several ways: on the basis of feedback from the 
CDSS user, as a result of the Knowledge Engine (both by knowledge extraction from the new data, and by searching  
cumulative knowledge distributed across multiple knowledge bases), or directly by the infrastructure administrator. 

3.3. Self-learning scenario 

At the initial stage, the DSS uses the data stored in MIS with the implemented integration procedure. Based on 
the data, an initial model of outpatient episode is identified. This model reflects the existing business processes of 
the medical center. At the same time, an "ideal" model of outpatient episode is generated on the basis of rules and 
regulations selected (defined) by an expert or decision maker. After comparison of the models, mismatches between 
the "ideal" and the initial models are identified. The decision maker gets information about the discrepancy between 
the current situation and the desired one (e.g., mismatch EMR to regulations). 

The system provides a set of functional modules that can be integrated with MIS for supporting decision-making 
(and clinical practice in general) in order to eliminate mismatches. After the decision maker has chosen and 
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customized the required functions, the DSS will integrate the required modules into MIS and merge existing models 
with the new ones. At the first iteration, the proposed procedure fits decision making models using the existing data. 
Within the following steps of models merging, self-learning of DSS is performed. This can be done in order to 
assess the effectiveness of the DSS module integration with MIS, or when new or updated rules and regulations are 
introduced. 

4. PAH detection problem via self-learning knowledge-based CDSS 

As an example of the above approach, we present a recently launched study  realizing a self-learning knowledge-
based CDSS that is designed to solve the problem of early diagnosis of a pulmonary arterial hypertension (PAH). 

Pulmonary hypertension is a group of diseases  that are heterogeneous in their etiology and pathogenetic 
mechanisms, combined on the basis of increase in pulmonary artery pressure28. The presence of pulmonary 
hypertension has always been associated with a poor prognosis, as it leads to rapid development of severe right heart 
failure and premature death of patients. The emergence of specific therapy for pulmonary arterial hypertension in 
the last decade significantly improved the prognosis of patients with this disease. Therefore, the selection of 
potential candidates for further examination and specific therapy appointments in case of diagnosis verification 
becomes an important medical and social problem. In recent years, the two-dimensional echocardiography has been 
proposed as the primary method of pulmonary hypertension screening and diagnostics29. 

4.1. Initial data 

Our initial data is anonymous patient EHRs for the period from 2008 to 2014 (more than 200,000 unique 
patients) provided by Federal Almazov North-West Medical Research Centre. 

At the stage of the early analysis of EHR data we have evaluated distributions by age for essential hypertension 
and hypertensive heart disease for cardiological patients treated during 2014 (Fig. 2.). 

Fig. 2. Essential hypertension (I10) and hypertensive heart disease (I11) distributions by age. 

Echocardiography is performed for all cardiological patients during outpatient and inpatient examination. The 
results of echocardiography are entered into the MIS in the form of numerical values and medical descriptive text in 
the Russian language. 

4.2. Extracting patient-specific knowledge 

These echocardiography results are getting into the Kernel through MIS-Kernel interface and then being routed to 
the Knowledge Engine by the Kernel. The Knowledge Engine interface transmits the data to the echo processing 
module (Fig. 3.). At the pre-processing stage, data is separated into textual and numerical parts. The textual part is 
sent to the natural language processing module, while the numerical part is sent to the module designed to extract 
knowledge from echocardiogram amounts. Knowledge extracted from both parts is transmitted to the module, which 
returns some structure representing formalized knowledge suitable for storage in the knowledge base and further use 
in CDSS. Then, formalized knowledge goes through a validation process for compliance with information about the 
real world, earlier information about the patient to avoid possible contradictions. 
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The resulting validated and formalized knowledge is passed back to the Kernel through the Knowledge Engine 
interface and is routed through the Kernel to the appropriate knowledge base. 

Fig. 3. Scheme for patient-specific knowledge extraction from echocardiographic data. 

4.3. CDSS development 

The system provides support in decision-making on the appointment of a further in-depth examination to the 
patient in order to clarify the genesis of pulmonary hypertension. 

Development of the system will be implemented in several steps, as described below: 
1. Form the base of knowledge about patient conditions using existing echocardiography results data from MIS (as 

described in Sec. 4.2). 
2. Compose the knowledge base containing rules for the selection of patients with probable PAH. The base is then 

connected to the Kernel by the administrator. 
3. Apply rules from the base composed in Step 2, Knowledge Engine selects patients who are likely to have PAH 

from a knowledge base prepared in Step 1, and returns the sample to the administrator through the Kernel. 
4. The resulting sample is verified by medical professionals and then used for training and choosing the most 

suitable classifying model. If necessary, patient selection rules might be updated and a new sampling might be 
made, thus redirecting us back to Step 2. 

5. Develop CDSS module which uses the model selected in Step 4. The administrator connects the developed 
module to the CDSS and loads the parameters of the model into the appropriate knowledge base. The new 
module is becoming available through CDSS user interface. During the use of CDSS, the decision support 
recipient returns their feedback about successful and unsuccessful classification cases to the system. Received 
feedback is being used for knowledge update and model self-training. 

5. Conclusion and future work 

The proposed approach facilitates the implementation of different scenarios of knowledge extraction from 
medical data and clinical decision support within a single information infrastructure. We described the key elements 
of the infrastructure, their purpose, and possible scenarios of interaction in a conceptual manner.  

Authors leave the implementation details of each infrastructure element at the discretion of an engineer. But 
conceptual architecture is open for discussion and can be expanded if it is required by the particular application. We 
believe that the proposed approach can be used by engineers as a "starting point" for the design of information 
infrastructure of medical institutions using DSS in clinical practice. 

Further work will be focused on the implementation of CDSS modules, Knowledge Engine, and their union 
within an integrated information infrastructure of medical institutions. Moreover,  the development of tools of 
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knowledge extraction from poorly structured and unstructured medical data (in particular, medical texts in Russian) 
is planned. We also consider the possibility of working to develop, refine, and revise some aspects of the proposed 
approach. 
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