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Abstract

For a fixed integer $s \geq 2$, we estimate exponential sums with alternative power sums

$$A_s(n) = \sum_{i=0}^{n} (-1)^i i^s$$

individually and on average, where $A_s(n)$ is computed modulo $p$. Our estimates imply that, for any $\epsilon > 0$, the sets

$$\{A_s(n) : n < p^{1/2+\epsilon}\} \quad \text{and} \quad \{(−1)^n E_s(n) : n < p^{1/2+\epsilon}\}$$

are uniformly distributed modulo a sufficient large $p$, where $E_s(x)$ are Euler polynomials. Comparing with the results in Garaev et al. (2006) [M. Z. Garaev, F. Luca and I. E. Shparlinski, Distribution of harmonic sums and Bernoulli polynomials modulo a prime, Math. Z., 253 (2006), 855–865], we see that the uniform distribution properties for the alternative power sums and Euler polynomials modulo a prime are better than those for the harmonic sums and Bernoulli polynomials.
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1. Introduction

Throughout this paper, \( p \) is an odd prime.

Recently, some uniformly distributed properties have been found for special functions modulo a sufficient large \( p \), such as \( n! \) [4], \( n!m! \) [5] and Fermat quotients [8].

By estimating exponential sums with harmonic sums

\[
H_s(n) = \sum_{i=1}^{n} \frac{1}{i^s}
\]

individually and on average, Garaev et al. [6] showed that for any \( \epsilon > 0 \), the set \( \{H_s(n) : n < p^{1/2+\epsilon}\} \) is uniformly distributed modulo a sufficient large \( p \).

The Bernoulli polynomials \( B_k(t) \) are defined by the generating function

\[
\left( \frac{x}{e^x - 1} \right) e^{xt} = \sum_{k=0}^{\infty} B_k(t) \frac{x^k}{k!}.
\]

In particular, \( B_k = B_k(0) \), are Bernoulli numbers.

From the congruence

\[
B_{p-s}(n) \equiv B_{p-s} - sH_s(n) (\text{mod } p),
\]

their results also imply the uniformly distributed property modulo a sufficient large \( p \) for the values \( B_{p-r}(n) \) of Bernoulli polynomials where \( r \) is fixed.

Let \( \chi(n) \) be a quadratic character modulo a prime \( p \). For a fixed integer \( s \), by estimating certain exponential sums with truncated \( L \)-functions

\[
L_{s,p}(n) = \sum_{i=1}^{n} \frac{\chi(i)}{i^s} \quad (n = 1, 2, \ldots).
\]

Shparlinski [9] also proved certain uniform distribution of reductions of \( L_{s,p}(n) \) modulo \( p \).

The Euler polynomials are defined by the generating function

\[
\left( \frac{2}{e^x + 1} \right) e^{xt} = \sum_{k=0}^{\infty} E_k(t) \frac{x^k}{k!}.
\]

The alternative power sums \( A_s(n) \) are closely related to the Euler polynomials, as follows,

\[
A_s(n) = \sum_{i=0}^{n} (-1)^i \frac{1}{i^s} = \frac{(-1)^n E_s(n + 1) + E_s(0)}{2}, \tag{1.1}
\]

where \( 0^s = 1 \) for \( s = 0 \), and \( 0^s = 0 \) otherwise. (See Equation (23.1.4) in [1], and also see Theorem 2.1 in Zhi-Wei Sun’s lecture [10].)

In this paper, we obtain nontrivial results about the distribution of \( A_s(n) \) modulo \( p \). For a fixed integer \( s \geq 2 \), we estimate certain exponential sums with \( A_s(n) \), that is, the sums

\[
T_s(a; M, N) = \sum_{n=M+1}^{M+N} e(a A_s(n)),
\]

where

\[
e(z) = \exp(2\pi iz/p),
\]
and $A_s(n)$ is computed modulo $p$ for $0 \leq M < M + N < p$. In fact, we prove

**Theorem 1.1.** Let $M$ and $N$ be integers with $0 \leq M < M + N < p$. Then for every fixed integer $s \geq 2$, uniformly for any $(a, p) = 1$, the following bound holds:

$$|T_s(a; M, N)| \ll \sqrt{p} \log p.$$ 

Let

$$\widehat{T}_s(a; M, N) = \sum_{n=M+1}^{M+N} e(a H_s(n)).$$

In [6], Garaev et al. proved

$$|\widehat{T}_s(a; M, N)| \ll N^{3/4} p^{1/8} (\log p)^{1/4},$$

uniformly for any $(a, p) = 1$. (See Theorem 1 of [6].)

The bound $\sqrt{p} \log p$ is better than the bound $N^{3/4} p^{1/8} (\log p)^{1/4}$. Since $\widehat{T}_s(a; M, N)$ has trivial bound $N$, if the estimation of [6] is nontrivial, then the following inequality must hold:

$$N^{3/4} p^{1/8} (\log p)^{1/4} \leq N,$$

which is equivalent to

$$\sqrt{p} \log p \leq N.$$

If the above inequality holds, then one has

$$\sqrt{p} \log p \leq N^{3/4} p^{1/8} (\log p)^{1/4}.$$ 

The reason our bound is stronger is that the sum $T_s(a; M, N)$ is easier to handle than the sum $\widehat{T}_s(a; M, N)$. In our case, the alternative power sums $A_s(n)$ are essentially polynomials of $n$ by (1.1), so the Weil bound can be used. For the harmonic sums $H_s(n)$, they are not even rational functions of $n$, so their exponential sums are difficult to treat.

From the above inequalities, for any $\epsilon > 0$, the sets

$$\{A_s(n) : n < p^{1/2+\epsilon}\} \quad \text{and} \quad \{H_s(n) : n < p^{1/2+\epsilon}\}$$

are uniformly distributed modulo a sufficient large prime $p$. Compared with $H_s(n)$, the bounds of exponential sums with $A_s(n)$ are smaller, so the discrepancies of $A_s(n)$ are also smaller. (See Theorem 3 of [6] and Theorem 3.1.) This implies that the uniform distribution property for the alternative power sums modulo a prime is better than that for the harmonic sums.

Furthermore, from (1.1), uniformly for any $(a, p) = 1$, we have the bound

$$\sum_{n=M+1}^{N+M} e(a(-1)^n E_s(n)) \ll \sqrt{p} \log p$$

(for details, see Section 2).

Finally, by estimating the sums $T_s(a; M, N)$ on average, we study the number of solutions to the congruence

$$A_s(n_1) + \cdots + A_s(n_r) \equiv \lambda (\mod p), \quad M + 1 \leq n_1, \ldots, n_r \leq M + N.$$ 

Notice that, the implied constants in symbols “$O$” and “$\ll$” in this paper may depend on the integer parameter $s$. 
2. Proof of Theorem 1.1

From (1.1), we have
\[
\left| \sum_{n=M+1}^{M+N} e(a A_s(n)) \right| = \left| \sum_{n=M+1}^{M+N} e\left( \frac{-1}{2} E_s(n+1) \right) \cdot e\left( \frac{E_s(0)}{2} \right) \right|
\]
\[
= \left| \sum_{n=M+1}^{M+N} e\left( \frac{-1}{2} E_s(n+1) \right) \right|
\]
\[
= \left| \sum_{n=1+M+2}^{M+N+1} e\left( \frac{(-1)^{n+1} E_s(n+1)}{2} \right) \right|.
\]

(2.1)

Substituting \( n \) for \( n+1 \), \( a \) for \( -a/2 \) and \( M \) for \( M + 1 \) in (2.1), it suffices to estimate the following sum
\[
\left| \sum_{n=M+1}^{M+N} e(a (-1)^n E_s(n)) \right|.
\]

(2.2)

Splitting (2.2) into odd and even ones, it is bounded by
\[
\left| \sum_{(M+1)/2 \leq n \leq (M+N)/2} e(a E_s(2n)) \right| + \left| \sum_{M/2 \leq n \leq (M+N-1)/2} e(-a E_s(2n+1)) \right|.
\]

Since \( E_s(2x) \) and \( E_s(2x + 1) \) are also polynomials of degree \( s \) in \( x \), so are \( a E_s(2x) + cx \) and \( -a E_s(2x + 1) + cx \) modulo \( p \), for any \( 1 \leq a \leq p - 1 \) and \( 1 \leq c \leq p \).

From Weil's bound and the standard reduction of incomplete sums to complete ones (see [2]), we have
\[
\left| \sum_{(M+1)/2 \leq n \leq (M+N)/2} e(a E_s(2n)) \right| = O(\sqrt{p} \log p),
\]
\[
\left| \sum_{M/2 \leq n \leq (M+N-1)/2} e(-a E_s(2n+1)) \right| = O(\sqrt{p} \log p).
\]

(2.3)

Therefore,
\[
\left| \sum_{n=M+1}^{M+N} e(a (-1)^n E_s(n)) \right| = O(\sqrt{p} \log p),
\]
which concludes the proof. \( \square \)

3. Discrepancy

The discrepancy \( D \) of a sequence of \( M \) points \( (\gamma_j)_{j=1}^M \) of the unit interval \([0, 1]\) is defined as
\[
D = \sup_{\mathcal{I}} \left| \frac{A(\mathcal{I})}{M} - \mathcal{I} \right|,
\]
where the supremum is taken over all interval $I = [\alpha, \beta] \subset [0, 1], |I| = \beta - \alpha$ is the length of $I$ and $A(I)$ is the number of points of this set which belongs to $I$ (see [3,7]).

For an integer $a$ with $\gcd(a, p) = 1$, we denote by $D(M, N)$ the discrepancy of the sequence of fractional parts

$$\left\{ \frac{(-1)^n E_s(n)}{p} \right\}, \quad M + 1 \leq n \leq M + N.$$

Using the Erdős–Turán bound (see [3,7]), which gives a discrepancy bound in terms of exponential sums, we derive

**Theorem 3.1.** Let $M$ and $N$ be integers with $0 \leq M < M + N < p$. Then, for every fixed integer $s \geq 2$, the following bound holds:

$$D(M, N) \ll N^{-1} \sqrt{p} (\log p)^2.$$

4. Exponential sums on average and an application

In this section, we estimate the sums $T_s(a; M, N)$ on average. Let

$$J_{s,l}(M, N) = \frac{1}{p} \sum_{a=0}^{p-1} |T_s(a; M, N)|^{2l}.$$

**Theorem 4.1.** Let $M$ and $N$ be integers with $0 \leq M < M + N < p$. Then, for any fixed integers $s \geq 2$ and $l \geq 1$, the following bound holds:

$$J_{s,l}(M, N) \ll N^{2l-1}.$$

**Proof.** Changing the order of summation, we get

$$J_{s,l}(M, N) = \sum_{M+1 \leq n_1, \ldots, n_{2l} \leq M + N} \frac{1}{p} \sum_{a=0}^{p-1} e(a(A_s(n_1) + \cdots + A_s(n_l) - A_s(n_{l+1}) - \cdots - A_s(n_{2l})))$$

$$= \tilde{J}_{s,l}(M, N),$$

where $\tilde{J}_{s,l}(M, N)$ is the number of solutions to the congruence

$$A_s(n_1) + \cdots + A_s(n_l) - A_s(n_{l+1}) - \cdots - A_s(n_{2l}) \equiv 0 \pmod{p} \quad (4.1)$$

with $M + 1 \leq n_1, \ldots, n_{2l} \leq M + N$.

For fixed values of $n_1, \ldots, n_{2l-1}$, by Eq. (1.1), there are at most $2s$ values of $n_{2l}$ such that (4.1) holds, as the Euler polynomial $E_s(x)$ has degree $s$. Thus

$$\tilde{J}_{s,l}(M, N) \leq 2s N^{2l-1}.$$ 

Therefore,

$$J_{s,l}(M, N) \ll N^{2l-1}. \quad \square$$
Let $I_{s,r}(\lambda, M, N)$ be the number of solutions to the congruence
\[ A_s(n_1) + \cdots + A_s(n_r) \equiv \lambda \pmod{p}, \quad M + 1 \leq n_1, \ldots, n_r \leq M + N. \]

As in [6], combining Theorems 1.1 and 4.1, we get the following upper bound of $I_{s,r}(\lambda, M, N)$.

**Theorem 4.2.** Let $M$ and $N$ be integers with $0 \leq M < M + N < p$. Then, for any integers $s \geq 2$ and $r/2 \geq l \geq 1$, the following bound holds:
\[
\max_{\lambda=0,\ldots,p-1} \left| I_{s,r}(\lambda, M, N) - \frac{N^r}{p} \right| \ll p^{r/2-l}(\log p)^{r-2l}N^{2l-1}.
\]

**Proof.** From the orthogonal property, we have
\[
I_{s,r}(\lambda, M, N) = \sum_{M+1 \leq n_1, \ldots, n_r \leq M+N+1} \frac{1}{p} \sum_{a=0}^{p-1} e\left(a(A_s(n_1) + \cdots + A_s(n_r) - \lambda)\right).
\]

Changing the order of summation and separating the term corresponding to $a = 0$, we have
\[
I_{s,r}(\lambda, M, N) = \frac{N^r}{p} + \frac{1}{p} \sum_{a=1}^{p-1} e\left(-a\lambda\right) \sum_{M+1 \leq n_1, \ldots, n_r \leq M+N} e\left(a(A_s(n_1) + \cdots + A_s(n_r))\right)
\]
\[
= \frac{N^r}{p} + O\left(\frac{1}{p} \sum_{a=1}^{p-1} \left| \sum_{M+1 \leq n_1, \ldots, n_r \leq M+N} e\left(aA_s(n)\right)\right|^{r} \right).
\]

Using Theorem 1.1, we get
\[
\left| I_{s,r}(\lambda, M, N) - \frac{N^r}{p} \right| \ll \left( p^{r/2-l}(\log p)^{r-2l} \right) \frac{1}{p} \sum_{a=1}^{p-1} \left| \sum_{M+1 \leq n \leq M+N} e\left(aA_s(n)\right)\right|^{2l}.
\]

Applying Theorem 4.1, we get the desired result.

The same technique can also be used to get better upper bound for $J_{s,l}(M, N)$, i.e., the number of solutions of (4.1), in the case that $N$ is large.

**Theorem 4.3.** Let $M$ and $N$ be integers with $0 \leq M < M + N < p$. Then, for any integers $s \geq 2$ and $l \geq r \geq 1$, the following bound holds:
\[
\left| J_{s,l}(M, N) - \frac{N^{2l}}{p} \right| \ll p^{r}(\log p)^{2r}N^{2(l-r)-1}.
\]
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