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#### Abstract

The binary vector-output correlation-immune functions are studied in this paper. Some important properties of vector-output correlation-immune functions are obtained. A number of methods for constructing new vector-output correlation-immune functions from old ones are discussed. The nonlinearity of the newly constructed vector-output correlation-immune functions is studied. For some cases we give the exact formulas for the nonlinearity of constructed vector-output correlation-immune functions.
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## 1. Introduction

Correlation-immune functions play an important role in cryptography. The concept of correlation-immune functions was first introduced and studied by Siegenthaler [10]. Correlation-immune functions are used in stream ciphers as combining functions for running-key generators that are resistant to a correlation attack [7]. Functions with high nonlinearity have important applications in cryptography. The nonlinearity of functions is very important in evaluating the security of some cryptosystems. In stream ciphers, the combining functions or the filter functions employed in the running key generator must be selected with care. Functions with low nonlinearity can be easily broken by the best approximation attack [5]. In order to increase the security of the cipher system, the combining functions selected should be correlation-immune functions with high nonlinearity. By using vector-output Boolean functions as the combining functions, it is possible to increase the speed of the cipher systems since we may get more than one bit at each clock pulse. Vector-output Boolean functions with certain cryptographic properties are also used to design S-boxes in block cipher systems.

In this paper, we study the binary vector-output correlation-immune functions. Some important properties of vector-output correlation-immune functions are obtained. A number of methods for constructing new vector-output correlationimmune functions from old ones are discussed. The nonlinearity of the newly constructed vector-output correlation-immune functions is studied. For some cases we give the exact formulas for the nonlinearity of constructed vector-output correlation-immune functions.

This paper is organized as follows. In Section 2 we introduce some basic definitions and notations. We also review some basic properties which will be used in this paper. In Section 3 we derive an important property of vector-output correlation-immune functions. In Section 4 we discuss a number of methods for constructing new correlation-immune functions from old ones. In Section 5 we study the nonlinearity of the newly constructed vector-output correlation-immune functions. For some cases we give the exact formulas for the nonlinearity of constructed vector-output correlationimmune functions. In Section 6 we summarize and conclude this paper.

## 2. Preliminaries

Let $V_{n}=G F(2)^{n}$ be the $n$-dimensional vector space over $G F(2)$. For a vector $u \in V_{n}$, the Hamming weight $w_{\mathrm{H}}(u)$ is the number of 1 's in $u$. Let $f(x)$ be a function from $V_{n}$ to $G F(2)$ (or simply, a function on $V_{n}$ ). The sequence of $f(x)$ is defined as

$$
\left((-1)^{f\left(\alpha_{0}\right)},(-1)^{f\left(\alpha_{1}\right)}, \ldots,(-1)^{f\left(\alpha_{2}{ }^{n}-1\right)}\right)
$$

where $\alpha_{i}, 0 \leqslant i \leqslant 2^{n}-1$, denotes the vector in $V_{n}$ whose integer representation is $i$, that is

$$
i=\sum_{j=1}^{n} \alpha_{j}^{i} 2^{j-1}
$$

A function $f(x)$ on $V_{n}$ is said to be an affine function if it takes the form of

$$
f(x)=c_{0} \oplus c_{1} x_{1} \oplus \cdots \oplus c_{n} x_{n}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $c_{i} \in G F(2), 0 \leqslant i \leqslant n$. The Hamming distance between two functions $f(x)$ and $g(x)$ on $V_{n}$ is defined by

$$
d(f, g)=\left|\left\{x \in V_{n} \mid f(x) \neq g(x)\right\}\right|
$$

The nonlinearity of $f(x)$, denoted by $N_{f}$, is defined as

$$
N_{f}=\min _{\varphi \in A F_{n}} d(f, \varphi)
$$

where $A F_{n}$ is the set of all affine functions on $V_{n}$.
Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\beta=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. If $\alpha, \beta \in V_{n}$, the scalar product of $\alpha$ and $\beta$ is defined as $\langle\alpha, \beta\rangle=a_{1} b_{1} \oplus \cdots \oplus a_{n} b_{n}$, where the addition and multiplication are over $G F(2)$. If $\alpha, \beta \in\{-1,+1\}^{n}$, the scalar product of $\alpha$ and $\beta$ is defined as $\langle\alpha, \beta\rangle=a_{1} b_{1}+\cdots+a_{n} b_{n}$, where the addition and multiplication are over the reals. Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ and $\beta=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. The Kronecker product of $\alpha$ and $\beta$ is defined as $\alpha \otimes \beta=\left(a_{1} \beta, a_{2} \beta, \ldots, a_{m} \beta\right)$. Note that $\alpha \otimes \beta$ is a vector with length $m n$.

Let $f(x)$ and $g(x)$ be two functions on $V_{n}$, it is known that (see [9, Lemma 6])

$$
d(f, g)=2^{n-1}-\frac{1}{2}\left\langle\xi_{f}, \xi_{g}\right\rangle
$$

where $\xi_{f}$ and $\xi_{g}$ are the sequences of $f(x)$ and $g(x)$, respectively.
A function $F$ from $V_{n}$ to $V_{m}$ can be expressed as

$$
F=\left(f_{1}, f_{2}, \ldots, f_{m}\right)
$$

where each component function $f_{i}, 1 \leqslant i \leqslant m$, is a function on $V_{n}$. The nonlinearity of a function $F$ from $V_{n}$ to $V_{m}$ is defined as

$$
N_{F}=\min _{g \in N L C_{F}} N_{g}
$$

where $N L C_{F}$ is the set of all nonzero linear combinations of the component functions of $F$. This definition regarding $N_{F}$ was first introduced by Nyberg in [6].

Definition 1. Let $F$ be a function from $V_{n}$ to $V_{m}$ and let $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ be the set of random input variables with independent equiprobable distributions over $G F(2)$. If for every subset $T=\left\{j_{1}, j_{2}, \ldots, j_{t}\right\} \subseteq\{1,2, \ldots, n\}$ of cardinality $t$, random vector $Z=$ $F\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is independent of random vector $\left(X_{j_{1}}, X_{j_{2}}, \ldots, X_{j_{t}}\right)$, that is to say, for every $\left(b_{1}, b_{2}, \ldots, b_{t}\right) \in V_{t}$ and for every $\alpha \in V_{m}$,

$$
\operatorname{Pr}\left(Z=\alpha \mid X_{j_{i}}=b_{i}, \quad 1 \leqslant i \leqslant t\right)=\operatorname{Pr}(Z=\alpha)
$$

then $F$ is said to be an $(n, m, t)$-correlation-immune function, or $(n, m, t)$-CI function for short.

It is easy to see from Definition 1 that
Lemma 1. $F$ is an ( $n, m, t)$-CI function if and only if it is an ( $n, m, s$ )-CI function for each $s$ with $0 \leqslant s \leqslant t$.

Definition 2. Let $F$ be a function from $V_{n}$ to $V_{m}$, where $n \geqslant m \geqslant 1 . F$ is said to be an unbiased function, if for every $\alpha \in V_{m}$,

$$
\left|\left\{x \in V_{n} \mid F(x)=\alpha\right\}\right|=2^{n-m}
$$

Particularly, the unbiased functions on $V_{n}$ are usually called balanced functions.
Definition 3. Let $F$ be a function from $V_{n}$ to $V_{m}$, where $n \geqslant m \geqslant 1 . F$ is said to be an $(n, m, t)$-resilient function if it is an unbiased $(n, m, t)$-CI function.

The concept of resilient functions was first introduced by Chor et al. [4] and Bennett et al. [1]. Resilient functions have found applications in the fault-tolerant distributed computing, quantum cryptographic key distribution and random sequence generation for stream ciphers.

The following fact regarding unbiased functions can be found in [13].
Lemma 2. $F=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ is an unbiased function from $V_{n}$ to $V_{m}$ if and only if every nonzero linear combination

$$
f(x)=\bigoplus_{i=1}^{m} c_{i} f_{i}(x)
$$

of the component functions of $F$ is a balanced function on $V_{n}$, where $x \in V_{n}$, $c_{1}, c_{2}, \ldots, c_{m} \in G F(2)$ and not all zeroes.

By the definition of balanced functions, it is easy to obtain
Lemma 3. Let $f_{i}\left(y_{i}\right)$ be a function on $V_{n_{i}}$, where $y_{i} \in V_{n_{i}}, 1 \leqslant i \leqslant r$. If at least one of $f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{r}\left(y_{r}\right)$ is a balanced function, then

$$
f\left(y_{1}, y_{2}, \ldots, y_{r}\right)=f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right) \oplus \cdots \oplus f_{r}\left(y_{r}\right)
$$

is also a balanecd function.
For a function $f(x)$ on $V_{n}$, the Walsh transform of $f(x)$ is the real valued function over $V_{n}$ defined as

$$
W_{f}(u)=\sum_{x \in V_{n}}(-1)^{f(x) \oplus\langle x, u\rangle}, \quad u \in V_{n}
$$

Note that $f(x)$ is a balanced function if and only if $W_{f}(\mathbf{0})=0$. Xiao and Massey [11] gave a characterization of an $(n, 1, t)$-correlation-immune function as follows.

Lemma 4. A function $f(x)$ on $V_{n}$ is an ( $\left.n, 1, t\right)$-correlation-immune function if and only if its Walsh transform satisfies

$$
W_{f}(u)=0, \text { for all } u \in V_{n} \text { with } 1 \leqslant w_{\mathrm{H}}(u) \leqslant t
$$

## 3. An important property of vector-output correlation-immune functions

The following lemma is a special case of the linear combination lemma given by Camion and Canteaut (see [2, Lemma 2]).

Lemma 5. Let $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{t}\right)$ be a random vector in $V_{t}$ and let $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right)$ be a random vector in $V_{m}$. Then $\eta$ is independent of $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right)$ if and only if $\eta$ is independent of every nonzero linear combination $\oplus_{i=1}^{m} c_{i} \xi_{i}$ of $\xi_{1}, \xi_{2}, \ldots, \xi_{m}$, where $c_{1}, c_{2}, \ldots, c_{m} \in G F(2)$ and not all zeroes.

From Lemma 5, we have the following important property regarding vectoroutput correlation-immune functions.

Theorem 1. $F=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ is an $(n, m, t)$-CI function if and only if every nonzero linear combination

$$
f(x)=\bigoplus_{i=1}^{m} c_{i} f_{i}(x)
$$

of the component functions of $F$ is an $(n, 1, t)-C I$ function, where $x \in V_{n}$, and $c_{1}, c_{2}, \ldots, c_{m} \in G F(2)$ and not all zeroes.

Proof. Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ random variables with independent equiprobable distributions over $G F(2)$, and let $Z_{i}=f_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right), i=1,2, \ldots, m$. By Definition 1 and Lemma $5, F=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ is an $(n, m, t)$-CI function $\Leftrightarrow$ for every subset $\left\{j_{1}, j_{2}, \ldots, j_{t}\right\} \subseteq\{1,2, \ldots, n\}$ of cardinality $t$, random vector

$$
Z=F\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\left(Z_{1}, Z_{2}, \ldots, Z_{m}\right)
$$

is independent of $\left(X_{j_{1}}, X_{j_{2}}, \ldots, X_{j_{t}}\right) \Leftrightarrow$ for every subset $\left\{j_{1}, j_{2}, \ldots, j_{t}\right\} \subseteq\{1,2, \ldots, n\}$ of cardinality $t$, every nonzero linear combination

$$
\bigoplus_{i=1}^{m} c_{i} Z_{i}=\bigoplus_{i=1}^{m} c_{i} f_{i}\left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

of $Z_{1}, Z_{2}, \ldots, Z_{m}$ is independent of $\left(X_{j_{1}}, X_{j_{2}}, \ldots, X_{j_{t}}\right) \Leftrightarrow$ every nonzero linear combination

$$
f(x)=\bigoplus_{i=1}^{m} c_{i} f_{i}(x)
$$

of the component functions of $F$ is an $(n, 1, t)$-CI function, where $x \in V_{n}$.
It follows from Theorem 1 that if $F=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ is an ( $\left.n, m, t\right)$-CI function, then $G=\left(f_{i_{1}}, f_{i_{2}}, \ldots, f_{i_{s}}\right)$ is an $(n, s, t)$-CI function for each subset $\left\{i_{1}, i_{2}, \ldots, i_{s}\right\} \subseteq\{1,2, \ldots, m\}$ of cardinality $s, 1 \leqslant s \leqslant m$.

## 4. Matrix-product construction of vector-output correlation-immune functions

In this section, we study the matrix-product construction of vector-output correlation-immune functions. We first introduce the following result which can be found in [12, Theorem 17.3.6]. For completeness, we present a new proof here by using the technique of Walsh transform.

Lemma 6. Let $f_{1}\left(y_{1}\right)$ be an $\left(n_{1}, 1, t_{1}\right)$-CI function and $f_{2}\left(y_{2}\right)$ be an $\left(n_{2}, 1, t_{2}\right)-C I$ function, where $t_{1} \leqslant t_{2}, y_{1} \in V_{n_{1}}, y_{2} \in V_{n_{2}}$. Let

$$
f\left(y_{1}, y_{2}\right)=f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right)
$$

(a) If both $f_{1}$ and $f_{2}$ are not balanced, then $f$ is an $\left(n_{1}+n_{2}, 1, t_{1}\right)$-CI function.
(b) If $f_{1}$ is not balanced but $f_{2}$ is balanced, then $f$ is an $\left(n_{1}+n_{2}, 1, t_{2}\right)$-CI function.
(c) If $f_{1}$ is balanced but $f_{2}$ is not balanced, then $f$ is an $\left(n_{1}+n_{2}, 1, t_{1}\right)$-CI function.
(d) If both $f_{1}$ and $f_{2}$ are balanced, then $f$ is an $\left(n_{1}+n_{2}, 1, t_{1}+t_{2}+1\right)$-CI function.

Proof. The Walsh transform of $f\left(y_{1}, y_{2}\right)=f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right)$ is given by

$$
\begin{aligned}
W_{f}\left(u_{1}, u_{2}\right) & =\sum_{y_{1} \in V_{n_{1}}, y_{2} \in V_{n_{2}}}(-1)^{f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right) \oplus\left\langle\left(y_{1}, y_{2}\right),\left(u_{1}, u_{2}\right)\right\rangle} \\
& =\sum_{y_{1} \in V_{n_{1}}, y_{2} \in V_{n_{2}}}(-1)^{f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right) \oplus\left\langle y_{1}, u_{1}\right\rangle \oplus\left\langle y_{2}, u_{2}\right\rangle} \\
& =\sum_{y_{1} \in V_{n_{1}}}(-1)^{f_{1}\left(y_{1}\right) \oplus\left\langle y_{1}, u_{1}\right\rangle} \sum_{y_{2} \in V_{n_{2}}}(-1)^{f_{2}\left(y_{2}\right) \oplus\left\langle y_{2}, u_{2}\right\rangle} \\
& =W_{f_{1}}\left(u_{1}\right) W_{f_{2}}\left(u_{2}\right) .
\end{aligned}
$$

If $1 \leqslant w_{\mathrm{H}}\left(\left(u_{1}, u_{2}\right)\right) \leqslant t_{1}$, then either $1 \leqslant w_{\mathrm{H}}\left(u_{1}\right) \leqslant t_{1}$ or $1 \leqslant w_{\mathrm{H}}\left(u_{2}\right) \leqslant t_{1}$. By Lemma 4, for the case $1 \leqslant w_{\mathrm{H}}\left(u_{1}\right) \leqslant t_{1}$, we have $W_{f_{1}}\left(u_{1}\right)=0$ since $f_{1}\left(y_{1}\right)$ is an $\left(n_{1}, 1, t_{1}\right)$-CI function; for the case $1 \leqslant w_{\mathrm{H}}\left(u_{2}\right) \leqslant t_{1}$, we have $W_{f_{2}}\left(u_{2}\right)=0$ since $f_{2}\left(y_{2}\right)$ is an $\left(n_{2}, 1, t_{2}\right)$-CI function and $t_{1} \leqslant t_{2}$. Hence, $W_{f}\left(u_{1}, u_{2}\right)=0$ for all $\left(u_{1}, u_{2}\right) \in V_{n_{1}+n_{2}}$ with $1 \leqslant w_{\mathrm{H}}\left(\left(u_{1}, u_{2}\right)\right) \leqslant t_{1}$. The assertions (a) and (c) follow from Lemma 4.

If $f_{2}$ is a balanced ( $n_{2}, 1, t_{2}$ )-CI function, then by Lemma 4 and the definitions of balanced functions and Walsh transform, we have $W_{f_{2}}\left(u_{2}\right)=0$ for all $u_{2} \in V_{n_{2}}$ with $0 \leqslant w_{\mathrm{H}}\left(u_{2}\right) \leqslant t_{2}$. Since $1 \leqslant w_{\mathrm{H}}\left(\left(u_{1}, u_{2}\right)\right) \leqslant t_{2} \quad$ implies $0 \leqslant w_{\mathrm{H}}\left(u_{2}\right) \leqslant t_{2}$, we have $W_{f}\left(u_{1}, u_{2}\right)=0$ for all $\left(u_{1}, u_{2}\right) \in V_{n_{1}+n_{2}}$ with $1 \leqslant w_{\mathrm{H}}\left(\left(u_{1}, u_{2}\right)\right) \leqslant t_{2}$. Assertion (b) follows from Lemma 4.

If both $f_{1}$ and $f_{2}$ are balanced, then by Lemma 4 and the definitions of balanced functions and Walsh transform, we have $W_{f_{1}}\left(u_{1}\right)=0$ for all $u_{1} \in V_{n_{1}}$ with $0 \leqslant w_{\mathrm{H}}\left(u_{1}\right) \leqslant t_{1}$, and $W_{f_{2}}\left(u_{2}\right)=0$ for all $u_{2} \in V_{n_{2}}$ with $0 \leqslant w_{\mathrm{H}}\left(u_{2}\right) \leqslant t_{2}$. For $\left(u_{1}, u_{2}\right) \in V_{n_{1}+n_{2}}$ with $1 \leqslant w_{\mathrm{H}}\left(\left(u_{1}, u_{2}\right)\right) \leqslant t_{1}+t_{2}+1$, if $0 \leqslant w_{\mathrm{H}}\left(u_{1}\right) \leqslant t_{1}$, then $W_{f_{1}}\left(u_{1}\right)=$ 0 ; if $w_{\mathrm{H}}\left(u_{1}\right) \geqslant t_{1}+1$, then $0 \leqslant w_{\mathrm{H}}\left(u_{2}\right) \leqslant t_{2}$, which implies $W_{f_{2}}\left(u_{2}\right)=0$. Hence, $W_{f}\left(u_{1}, u_{2}\right)=0$ for all $\left(u_{1}, u_{2}\right) \in V_{n_{1}+n_{2}}$ with $1 \leqslant w_{\mathrm{H}}\left(\left(u_{1}, u_{2}\right)\right) \leqslant t_{1}+t_{2}+1$. Assertion (d) follows from Lemma 4.

The following theorem is a generalization of Lemma 6.
Theorem 2. Let $f_{i}\left(y_{i}\right)$ be an $\left(n_{i}, 1, t_{i}\right)$-CI function, where $y_{i} \in V_{n_{i}}, 1 \leqslant i \leqslant r$. Then

$$
f\left(y_{1}, y_{2}, \ldots, y_{r}\right)=f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right) \oplus \cdots \oplus f_{r}\left(y_{r}\right)
$$

is an $\left(\sum_{i=1}^{r} n_{i}, 1, t\right)$-CI function, where

$$
\begin{align*}
& t= \begin{cases}\min \left\{t_{1}, t_{2}, \ldots, t_{r}\right\} & \text { if } b_{1}=b_{2}=\cdots=b_{r}=0, \\
\sum_{i=1}^{r} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{r}\right)-1 & \text { if }\left(b_{1}, b_{2}, \ldots, b_{r}\right) \neq(0,0, \ldots, 0),\end{cases}  \tag{1}\\
& b_{i}=\left\{\begin{array}{ll}
1 & \text { if } f_{i}\left(y_{i}\right) \text { is balanced, } \\
0 & \text { if } f_{i}\left(y_{i}\right) \text { is not balanced, }
\end{array} \quad i=1,2, \ldots, r,\right.
\end{align*}
$$

and $w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{r}\right)$ represents the Hamming weight of the binary vector $\left(b_{1}, b_{2}, \ldots, b_{r}\right)$.

Proof. We show by mathematical induction that $f$ is an $\left(\sum_{i=1}^{r} n_{i}, 1, t\right)$-CI function, where $t$ is defined by (1). By Lemma 6, it is obvious that (1) is true for the case $r=2$.

Suppose (1) holds for $r<k$. Consider $r=k$. Let

$$
g\left(y_{1}, y_{2}, \ldots, y_{k-1}\right)=f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right) \oplus \cdots \oplus f_{k-1}\left(y_{k-1}\right)
$$

Then

$$
f\left(y_{1}, y_{2}, \ldots, y_{k}\right)=g\left(y_{1}, y_{2}, \ldots, y_{k-1}\right) \oplus f_{k}\left(y_{k}\right)
$$

By Lemma 3, if $\left(b_{1}, b_{2}, \ldots, b_{k-1}\right)$ is not a zero vector, then $g\left(y_{1}, y_{2}, \ldots, y_{k-1}\right)$ is balanced. By the induction hypothesis, $g\left(y_{1}, y_{2}, \ldots, y_{k-1}\right)$ is an $\left(\sum_{i=1}^{k-1} n_{i}, 1, s\right)$-CI function, where

$$
s= \begin{cases}\min \left\{t_{1}, t_{2}, \ldots, t_{k-1}\right\} & \text { if } b_{1}=b_{2}=\cdots=b_{k-1}=0 \\ \sum_{i=0}^{k-1} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{k-1}\right)-1 & \text { if }\left(b_{1}, b_{2}, \ldots, b_{k-1}\right) \neq(0,0, \ldots, 0)\end{cases}
$$

Let

$$
b= \begin{cases}0 & \text { if } b_{1}=b_{2}=\cdots=b_{k-1}=0 \\ 1 & \text { otherwise }\end{cases}
$$

Then, by Lemma $6, f\left(y_{1}, y_{2}, \ldots, y_{k}\right)$ is an $\left(\sum_{i=1}^{k} n_{i}, 1, t\right)$-CI function, where

$$
t= \begin{cases}\min \left\{s, t_{k}\right\} & \text { if } b=b_{k}=0 \\ b s+b_{k} t_{k}+w_{\mathrm{H}}\left(b, b_{k}\right)-1 & \text { otherwise }\end{cases}
$$

If $b=b_{k}=0$, it is obvious that

$$
t=\min \left\{t_{1}, t_{2}, \ldots, t_{k}\right\}
$$

If $b=0$ and $b_{k}=1$, then

$$
t=t_{k}
$$

$$
=\sum_{i=1}^{k} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{k}\right)-1
$$

If $b=1$ and $b_{k}=0$, then

$$
\begin{aligned}
t & =s \\
& =\sum_{i=0}^{k-1} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{k-1}\right)-1 \\
& =\sum_{i=0}^{k} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{k}\right)-1 .
\end{aligned}
$$

If $b=1$ and $b_{k}=1$, then

$$
\begin{aligned}
t & =s+t_{k}+1 \\
& =\sum_{i=0}^{k-1} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{k-1}\right)-1+t_{k}+1 \\
& =\sum_{i=0}^{k} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{k}\right)-1
\end{aligned}
$$

By the above discussion, we know that (1) is true. This completes the proof.
For convenience, let

$$
\begin{aligned}
& \psi\left(\left(b_{1}, b_{2}, \ldots, b_{r}\right),\left(t_{1}, t_{2}, \ldots, t_{r}\right)\right) \\
& \quad=\left\{\begin{array}{cc}
\min \left\{t_{1}, t_{2}, \ldots, t_{r}\right\} & \text { if } b_{1}=b_{2}=\cdots=b_{r}=0, \\
\sum_{i=1}^{r} b_{i} t_{i}+w_{\mathrm{H}}\left(b_{1}, b_{2}, \ldots, b_{r}\right)-1 & \text { if }\left(b_{1}, b_{2}, \ldots, b_{r}\right) \neq(0,0, \ldots, 0),
\end{array}\right.
\end{aligned}
$$

where $r \geqslant 1, b_{i}=0$ or $1, t_{i}$ is a nonnegative integer, $i=1,2, \ldots, r$.
Below we study the matrix-product construction of vector-output correlationimmune functions.

Theorem 3. Let $F_{j}=\left(f_{j 1}, f_{j 2}, \ldots, f_{j m}\right)$ be an $\left(n_{j}, m, t_{j}\right)$-CI function, $j=1,2, \ldots, r$. Let $w$ be the number of unbiased functions in $F_{1}, F_{2}, \ldots, F_{r}$. Let $A=\left(a_{i j}\right)_{r \times s}$ be an $r \times s$ matrix over $G F(2)$ such that $r \geqslant s$ and $\operatorname{Rank}(A)=s$. Let $d$ be the minimum weight of the linear code generated by $A^{T}$, where $A^{T}$ denotes the transpose of matrix $A$. Let

$$
F\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}\right), \ldots, F_{r}\left(y_{r}\right)\right) A
$$

where $y_{j} \in V_{n_{j}}, j=1,2, \ldots, r$. If $w \leqslant r-d$, then $F$ is an $\left(\sum_{j=1}^{r} n_{j}, s m, t\right)$-CI function, where

$$
t=\min \left\{t_{1}, t_{2}, \ldots, t_{r}\right\}
$$

If $w>r-d$, then $F$ is an $\left(\sum_{j=1}^{r} n_{j}, s m, t\right)$-resilient function, where

$$
t=t_{i_{1}}+t_{i_{2}}+\cdots+t_{i_{w-r+d}}+w-r+d-1
$$

and $\left\{i_{1}, i_{2}, \ldots, i_{w}\right\} \subseteq\{1,2, \ldots, r\}$ such that $F_{i_{1}}, F_{i_{2}}, \ldots, F_{i_{w}}$ are unbiased and $t_{i_{1}} \leqslant t_{i_{2}} \leqslant \cdots \leqslant t_{i_{w}}$.

Proof. For each $k$ with $1 \leqslant k \leqslant s$,

$$
\begin{aligned}
& \left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}\right), \ldots, F_{r}\left(y_{r}\right)\right)\left(\begin{array}{c}
a_{1 k} \\
a_{2 k} \\
\vdots \\
a_{r k}
\end{array}\right) \\
& \quad=a_{1 k} F_{1}\left(y_{1}\right) \oplus a_{2 k} F_{2}\left(y_{2}\right) \oplus \cdots \oplus a_{r k} F_{r}\left(y_{r}\right) \\
& \quad=\left(\bigoplus_{j=1}^{r} a_{j k} f_{j 1}\left(y_{j}\right), \bigoplus_{j=1}^{r} a_{j k} f_{j 2}\left(y_{j}\right), \ldots, \bigoplus_{j=1}^{r} a_{j k} f_{j m}\left(y_{j}\right)\right) .
\end{aligned}
$$

Consider an arbitrary nonzero linear combination of the component functions of $F$,

$$
\begin{aligned}
f\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =\bigoplus_{k=1}^{s} \bigoplus_{i=1}^{m} c_{k i} \bigoplus_{j=1}^{r} a_{j k} f_{j i}\left(y_{j}\right) \\
& =\bigoplus_{j=1}^{r} \bigoplus_{k=1}^{s} a_{j k} \bigoplus_{i=1}^{m} c_{k i} f_{j i}\left(y_{j}\right)
\end{aligned}
$$

Let

$$
\begin{aligned}
C & =\left(\begin{array}{cccc}
c_{11} & c_{12} & \ldots & c_{1 m} \\
c_{21} & c_{22} & \ldots & c_{2 m} \\
\ldots & \ldots & \ldots & \ldots \\
c_{s 1} & c_{s 2} & \ldots & c_{s m}
\end{array}\right)_{s \times m}, \quad \beta_{i}=\left(\begin{array}{c}
c_{1 i} \\
c_{2 i} \\
\vdots \\
c_{s i}
\end{array}\right), \quad i=1,2, \ldots, m, \\
\alpha_{j} & =\left(a_{j 1}, a_{j 2}, \ldots, a_{j s}\right), \quad j=1,2, \ldots, r .
\end{aligned}
$$

Then

$$
f\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\bigoplus_{i=1}^{m} \alpha_{1} \beta_{i} f_{1 i}\left(y_{1}\right) \oplus \bigoplus_{i=1}^{m} \alpha_{2} \beta_{i} f_{2 i}\left(y_{2}\right) \oplus \cdots \oplus \bigoplus_{i=1}^{m} \alpha_{r} \beta_{i} f_{r i}\left(y_{r}\right)
$$

Let $A_{r \times s} C_{s \times m}=B_{r \times m}$. Then each column vector of $B$ is a linear combination of the column vectors of $A$. Thus when the $j$ th column vector of $C$ is not a zero vector, the number of ones in the $j$ th column of $B$ is at least $d$ where $d$ is the minimum weight of the linear code generated by $A^{T}$. Therefore, there are at least $d$ rows of $B$ which are not zero vectors. In fact, as $C$ is an arbitrary nonzero $(0,1)$-matrix, there is at least one column of $B$ in which there are at least $d$ ones. Suppose for contradiction that there are only $\mu$ rows in $B$ which are not zero vectors and $\mu<d$. Then the number of ones in each column of $B$ is less than or equal to $\mu(<d)$, which leads to contradiction.

Since

$$
A C=B=\left(\begin{array}{cccc}
\alpha_{1} \beta_{1} & \alpha_{1} \beta_{2} & \ldots & \alpha_{1} \beta_{m} \\
\alpha_{2} \beta_{1} & \alpha_{2} \beta_{2} & \ldots & \alpha_{2} \beta_{m} \\
\ldots & \ldots & \ldots & \ldots \\
\alpha_{r} \beta_{1} & \alpha_{r} \beta_{2} & \ldots & \alpha_{r} \beta_{m}
\end{array}\right) \text {, }
$$

there are at least $d$ vectors in $\left(\alpha_{j} \beta_{1}, \alpha_{j} \beta_{2}, \ldots, \alpha_{j} \beta_{m}\right), j=1,2, \ldots, r$, which are not zero vectors. Therefore, there are at least $d$ functions in

$$
\bigoplus_{i=1}^{m} \alpha_{1} \beta_{i} f_{1 i}\left(y_{1}\right), \quad \bigoplus_{i=1}^{m} \alpha_{2} \beta_{i} f_{2 i}\left(y_{2}\right), \quad \ldots, \quad \bigoplus_{i=1}^{m} \alpha_{r} \beta_{i} f_{r i}\left(y_{r}\right)
$$

which are not zero.
Since $F_{j}\left(y_{j}\right)=\left(f_{j 1}\left(y_{j}\right), f_{j 2}\left(y_{j}\right), \ldots, f_{j m}\left(y_{j}\right)\right)$ is an $\left(n_{j}, m, t_{j}\right)$-CI function, by Theorem 1, when $\left(\alpha_{j} \beta_{1}, \alpha_{j} \beta_{2}, \ldots, \alpha_{j} \beta_{m}\right)$ is not a zero vector, $\oplus_{i=1}^{m} \alpha_{j} \beta_{i} f_{j i}\left(y_{j}\right)$ is an $\left(n_{j}, 1, t_{j}\right)$-CI function, $j=1,2, \ldots, r$.

By Theorem 2 and Lemma $1, f\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ is an $\left(\sum_{j=1}^{r} n_{j}, 1, t\right)$-CI function, where

$$
\begin{aligned}
& t=\min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \psi\left(\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right),\left(t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{d}}\right)\right), \\
& b_{j}= \begin{cases}1 & \text { if } F_{j} \text { is unbiased, } \\
0 & \text { if } F_{j} \text { is not unbiased, } \quad j=1,2, \ldots, r .\end{cases}
\end{aligned}
$$

Again by Theorem 1, $F\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ is an $\left(\sum_{j=1}^{r} n_{j}, s m, t\right)$-CI function.
If $w>r-d$, that is, at least $r-d+1$ of $F_{1}, F_{2}, \ldots, F_{r}$ are unbiased, then by Lemma 2 and the above discussion, there is at least one of

$$
\bigoplus_{i=1}^{m} \alpha_{1} \beta_{i} f_{1 i}\left(y_{1}\right), \quad \bigoplus_{i=1}^{m} \alpha_{2} \beta_{i} f_{2 i}\left(y_{2}\right), \quad \ldots, \quad \bigoplus_{i=1}^{m} \alpha_{r} \beta_{i} f_{r i}\left(y_{r}\right)
$$

which is balanced. Therefore, by Lemma $3, f\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ is balanced. Again by Lemma 2, $F\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ is an unbiased function from $V_{n}$ to $V_{s m}$, where $n=$ $\sum_{j=1}^{r} n_{j}$. So it follows from Definition 3 that $F\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ is an $\left(\sum_{j=1}^{r} n_{j}, s m, t\right)$ resilient function.

Now we calculate the $t$ given in (2).
If $w \leqslant r-d$, then there are at least $d$ of $F_{1}, F_{2}, \ldots, F_{r}$ which are not unbiased. Let $F_{i_{1}}, F_{i_{2}}, \ldots, F_{i_{w}}$ be unbiased and $F_{i_{w+1}}, F_{i_{w+2}}, \ldots, F_{i_{r}}$ be not unbiased, where
$\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$ is a permutation of $\{1,2, \ldots, r\}$. Then

$$
\begin{aligned}
& \min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \psi\left(\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right),\left(t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{d}}\right)\right) \\
& b_{j_{1}}=b_{j_{2}}=\cdots=b_{j_{d}}=0 \\
& = \\
& \min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \min \left\{t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{d}}\right\} \\
& b_{j_{1}}=b_{j_{2}}=\cdots=b_{j_{d}}=0 \\
& =\min \left\{t_{i_{w+1}}, t_{i_{w+2}}, \ldots, t_{i_{r}}\right\}, \\
& \min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \psi\left(\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right),\left(t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{d}}\right)\right) \\
& b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}} \text { are not all zeroes } \\
& =\quad \min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \quad b_{j_{1}} t_{j_{1}}+b_{j_{2}} t_{j_{2}}+\cdots+b_{j_{d}} t_{j_{d}}+w_{\mathrm{H}}\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right)-1 \\
& b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}} \text { are not all zeroes } \\
& =\min \left\{t_{i_{1}}, t_{i_{2}}, \ldots, t_{i_{w}}\right\}, \\
& t=\min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \psi\left(\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right),\left(t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{d}}\right)\right) \\
& =\min \left\{\min \left\{t_{i_{1}}, t_{i_{2}}, \ldots, t_{i_{w}}\right\}, \min \left\{t_{i_{w+1}}, t_{i_{w+2}}, \ldots, t_{i_{r}}\right\}\right\} \\
& =\min \left\{t_{1}, t_{2}, \ldots, t_{r}\right\} .
\end{aligned}
$$

If $w>r-d$, then it is easy to show that

$$
\begin{aligned}
t & =\min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} \psi\left(\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right),\left(t_{j_{1}}, t_{j_{2}}, \ldots, t_{j_{d}}\right)\right) \\
& =\min _{1 \leqslant j_{1}<j_{2}<\cdots<j_{d} \leqslant r} b_{j_{1}} t_{j_{1}}+b_{j_{2}} t_{j_{2}}+\cdots+b_{j_{d}} t_{j_{d}}+w_{\mathrm{H}}\left(b_{j_{1}}, b_{j_{2}}, \ldots, b_{j_{d}}\right)-1 \\
& =t_{i_{1}}+t_{i_{2}}+\cdots+t_{i_{w-r+d}}+w-r+d-1,
\end{aligned}
$$

where $\left\{i_{1}, i_{2}, \ldots, i_{w}\right\} \subseteq\{1,2, \ldots, r\}$ such that $F_{i_{1}}, F_{i_{2}}, \ldots, F_{i_{w}}$ are unbiased and $t_{i_{1}} \leqslant t_{i_{2}} \leqslant \cdots \leqslant t_{i_{w}}$.

## 5. Nonlinearity of matrix-product vector-output Boolean functions

Chen and Fu [3] presented a lower bound for the nonlinearity of matrix-product vector-output Boolean functions.

Lemma 7. Let $F_{j}=\left(f_{j 1}, f_{j 2}, \ldots, f_{j m}\right)$ be a function from $V_{n_{j}}$ to $V_{m}, j=1,2, \ldots$, . Let $A=\left(a_{i j}\right)_{r \times s}$ be an $r \times s$ matrix over $G F(2)$ such that $r \geqslant s$ and $\operatorname{Rank}(A)=s$. Let $d$ be the minimum weight of the linear code generated by $A^{T}$, where $A^{T}$ denotes the transpose of matrix A. Let

$$
F\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}\right), \ldots, F_{r}\left(y_{r}\right)\right) A
$$

where $y_{j} \in V_{n_{j}}, j=1,2, \ldots, r$. Assume

$$
N_{F_{j_{1}}} \leqslant N_{F_{j_{2}}} \leqslant \cdots \leqslant N_{F_{j_{r}}},
$$

where $\left\{j_{1}, j_{2}, \ldots, j_{r}\right\}$ is a permutation of $\{1,2, \ldots, r\}$. Then

$$
\begin{equation*}
N_{F} \geqslant 2^{n-1}-2^{\left(\sum_{k=d+1}^{r} n_{j_{k}}\right)-1} \prod_{k=1}^{d}\left(2^{n_{j_{k}}}-2 N_{F_{j_{k}}}\right), \tag{3}
\end{equation*}
$$

where $n=\sum_{j=1}^{r} n_{j}$.
In this section, we further study the nonlinearity of matrix-product vector-output Boolean functions. For some cases we give the exact formulas for the nonlinearity of matrix-product vector-output Boolean functions.

The following lemma slightly generalizes a result of Sarkar and Maitra [8]. For completeness, we present a new proof here by using the technique of sequences of Boolean functions.

Lemma 8. Let $f_{i}\left(y_{i}\right)$ be a function on $V_{n_{i}}$, where $y_{i} \in V_{n_{i}}, 1 \leqslant i \leqslant r$. Let

$$
f\left(y_{1}, y_{2}, \ldots, y_{r}\right)=f_{1}\left(y_{1}\right) \oplus f_{2}\left(y_{2}\right) \oplus \cdots \oplus f_{r}\left(y_{r}\right)
$$

Then the nonlinearity of $f$ is given by

$$
\begin{equation*}
N_{f}=2^{n-1}-\frac{1}{2} \prod_{i=1}^{r}\left(2^{n_{i}}-2 N_{f_{i}}\right) \tag{4}
\end{equation*}
$$

where $n=\sum_{i=1}^{r} n_{i}$.
Proof. Let $\xi_{f}$ be the sequence of $f$ and $\xi_{f_{i}}$ be the sequence of $f_{i}, i=1,2, \ldots, r$. Then $\xi_{f}=\xi_{f_{1}} \otimes \xi_{f_{2}} \otimes \cdots \otimes \xi_{f_{r}}$.
Let $\theta_{i}\left(y_{i}\right)$ be an arbitrary affine function on $V_{n_{i}}$ and its sequence be $\xi_{\theta_{i}}, i=1,2, \ldots, r$. Let

$$
\theta\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\theta_{1}\left(y_{1}\right) \oplus \theta_{2}\left(y_{2}\right) \oplus \cdots \oplus \theta_{r}\left(y_{r}\right) .
$$

Then $\theta$ is an arbitrary affine function on $V_{n}$. Let $\xi_{\theta}$ be the sequence of $\theta$. Then

$$
\xi_{\theta}=\xi_{\theta_{1}} \otimes \xi_{\theta_{2}} \otimes \cdots \otimes \xi_{\theta_{r}}
$$

Since

$$
\begin{aligned}
\left\langle\xi_{f}, \xi_{\theta}\right\rangle & =\left\langle\xi_{f_{1}} \otimes \xi_{f_{2}} \otimes \cdots \otimes \xi_{f_{r}}, \xi_{\theta_{1}} \otimes \xi_{\theta_{2}} \otimes \cdots \otimes \xi_{\theta_{r}}\right\rangle \\
& =\left\langle\xi_{f_{1}}, \xi_{\theta_{1}}\right\rangle\left\langle\xi_{f_{2}}, \xi_{\theta_{2}}\right\rangle \cdots\left\langle\xi_{f_{r}}, \xi_{\theta_{r}}\right\rangle \\
& =\prod_{i=1}^{r}\left(2^{n_{i}}-2 d\left(f_{i}, \theta_{i}\right)\right),
\end{aligned}
$$

we have

$$
\begin{aligned}
N_{f} & =\min _{\theta \in A F_{n}} d(f, \theta) \\
& =\min _{\theta \in A F_{n}}\left(2^{n-1}-\frac{1}{2}\left\langle\xi_{f}, \xi_{\theta}\right\rangle\right) \\
& =2^{n-1}-\frac{1}{2} \max _{\theta \in A F_{n}}\left\langle\xi_{f}, \xi_{\theta}\right\rangle \\
& =2^{n-1}-\frac{1}{2} \prod_{i=1}^{r} \max _{\theta_{i} \in A F_{n_{i}}}\left(2^{n_{i}}-2 d\left(f_{i}, \theta_{i}\right)\right) \\
& =2^{n-1}-\frac{1}{2} \prod_{i=1}^{r}\left(2^{n_{i}}-2 N_{f_{i}}\right) .
\end{aligned}
$$

Let $r=2$ and $f_{2}\left(y_{2}\right)=0$ in Lemma 8, one can obtain
Lemma 9. Let h be a function on $V_{n_{1}}$. Set $f\left(y_{1}, y_{2}\right)=h\left(y_{1}\right)$, where $y_{1} \in V_{n_{1}}, y_{2} \in V_{n_{2}}$. Then $f$ is a function on $V_{n_{1}+n_{2}}$ whose nonlinearity is given by $N_{f}=2^{n_{2}} N_{h}$.

By Lemmas 8 and 9, it immediately follows
Lemma 10. Let $f_{i}$ be a function on $V_{n_{i}}, i=1,2, \ldots, r$. Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{r}\right) \in V_{r}$. Let

$$
f\left(y_{1}, y_{2}, \ldots, y_{r}\right)=a_{1} f_{1}\left(y_{1}\right) \oplus a_{2} f_{2}\left(y_{2}\right) \oplus \cdots \oplus a_{r} f_{r}\left(y_{r}\right)
$$

where $y_{i} \in V_{n_{i}}, i=1,2, \ldots, r$. Then

$$
N_{f}=2^{n_{1}+n_{2}+\cdots+n_{r}-1}-\frac{1}{2} \prod_{i=1}^{r}\left(2^{n_{i}}-2 a_{i} N_{f_{i}}\right)
$$

Theorem 4. Let $f_{j}$ be a function on $V_{n_{j}}, j=1,2, \ldots, r$. Let $A=\left(a_{i j}\right)_{r \times s}$ be an $r \times s$ matrix over $G F(2)$ such that $r \geqslant s$ and $\operatorname{Rank}(A)=s$. Let $L$ be the linear code generated by $A^{T}$ and its minimum weight be d. Let

$$
F\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\left(f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{r}\left(y_{r}\right)\right) A
$$

where $y_{j} \in V_{n_{j}}, j=1,2, \ldots, r$. Then

$$
\begin{equation*}
N_{F}=2^{n_{1}+n_{2}+\cdots+n_{r}-1}-\frac{1}{2} \max _{\alpha \in L^{*}}\left(\prod_{j=1}^{r}\left(2^{n_{j}}-2 a_{j} N_{f_{j}}\right)\right), \tag{5}
\end{equation*}
$$

where $L^{*}$ is the set of nonzero codewords of $L$ and $\alpha=\left(a_{1}, a_{2}, \ldots, a_{r}\right) \in L^{*}$. Particularly, if $n_{1}=n_{2}=\cdots=n_{r}=n$ and $N_{f_{1}}=N_{f_{2}}=\cdots=N_{f_{r}}=N$, then

$$
N_{F}=2^{r n-1}-2^{(r-d) n-1}\left(2^{n}-2 N\right)^{d}
$$

Proof. For any nonzero vector $c \in V_{s}$,

$$
\begin{aligned}
f\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =F\left(y_{1}, y_{2}, \ldots, y_{r}\right) c^{T} \\
& =\left(f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{r}\left(y_{r}\right)\right) A c^{T}
\end{aligned}
$$

is a nonzero linear combination of the component functions of $F$. Note that $c A^{T} \in L^{*}$. Therefore, an arbitrary nonzero linear combination $f\left(y_{1}, y_{2}, \ldots, y_{r}\right)$ of the component functions of $F$ can be expressed as

$$
\begin{aligned}
f\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =\left(f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{r}\left(y_{r}\right)\right) \alpha^{T} \\
& =a_{1} f_{1}\left(y_{1}\right) \oplus a_{2} f_{2}\left(y_{2}\right) \oplus \cdots \oplus a_{r} f_{r}\left(y_{r}\right),
\end{aligned}
$$

where $\alpha=\left(a_{1}, a_{2}, \ldots, a_{r}\right) \in L^{*}$. By the definition of nonlinearity, we have

$$
N_{F}=\min _{\alpha \in L^{*}} N_{f} .
$$

Therefore, Eq. (5) follows immediately from Lemma 10.
If $n_{1}=n_{2}=\cdots=n_{r}=n$ and $N_{f_{1}}=N_{f_{2}}=\cdots=N_{f_{r}}=N$, then by (5), we have

$$
\begin{aligned}
N_{F}= & 2^{r n-1}-\frac{1}{2} \max _{\alpha \in L^{*}}\left(\prod_{j=1}^{r}\left(2^{n}-2 a_{j} N\right)\right) \\
= & 2^{r n-1}-\frac{1}{2} \max _{\alpha \in L^{*}}\left(\prod_{j=1}^{r}\left(2^{n}-2 a_{j} N\right)\right) \\
& w_{\mathrm{H}}(\alpha)=d \\
= & 2^{r n-1}-2^{(r-d) n-1}\left(2^{n}-2 N\right)^{d} .
\end{aligned}
$$

Example 1. Let $A=\left(a_{i j}\right)_{r \times(r-1)}$ be an $r \times(r-1)$ matrix over $G F(2)$, where

$$
a_{i j}= \begin{cases}1 & \text { if } i=j \text { or } i=r, \quad 1 \leqslant i \leqslant r, 1 \leqslant j \leqslant r-1 . \\ 0 & \text { otherwise, }\end{cases}
$$

It is obvious that the minimum weight of the linear code generated by $A^{T}$ is 2 . It is also easy to observe that every vector of $V_{r}$ with even weight is a codeword of the linear code generated by $A^{T}$. Let $f_{j}$ be a function on $V_{n}, j=1,2, \ldots, r$. Let

$$
\begin{aligned}
F\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =\left(f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{r}\left(y_{r}\right)\right) A \\
& =\left(f_{1}\left(y_{1}\right) \oplus f_{r}\left(y_{r}\right), f_{2}\left(y_{2}\right) \oplus f_{r}\left(y_{r}\right), \ldots, f_{r-1}\left(y_{r-1}\right) \oplus f_{r}\left(y_{r}\right)\right)
\end{aligned}
$$

where $y_{j} \in V_{n}, j=1,2, \ldots, r$. Then, by Theorem 4, we have

$$
N_{F}=2^{r n-1}-2^{(r-2) n-1}\left(2^{n}-2 N_{f_{j_{1}}}\right)\left(2^{n}-2 N_{f_{j_{2}}}\right)
$$

where $\left\{j_{1}, j_{2}, \ldots, j_{r}\right\}$ is a permutation of $\{1,2, \ldots, r\}$ such that $N_{f_{j_{1}}} \leqslant N_{f_{j_{2}}} \leqslant \cdots \leqslant N_{f_{j_{r}}}$.
The following lemma is a generalization of Lemma 9 from single-output Boolean functions to vector-output Boolean functions.

Lemma 11. Let $H$ be a function from $V_{n_{1}}$ to $V_{m}$. Set $F\left(y_{1}, y_{2}\right)=H\left(y_{1}\right)$, where $y_{1} \in V_{n_{1}}, y_{2} \in V_{n_{2}}$. Then $F$ is a function from $V_{n_{1}+n_{2}}$ to $V_{m}$ whose nonlinearity is given by $N_{F}=2^{n_{2}} N_{H}$.

Proof. Let $F=\left(f_{1}, f_{2}, \ldots, f_{m}\right), H=\left(h_{1}, h_{2}, \ldots, h_{m}\right)$. For any $c_{1}, c_{2}, \ldots, c_{m} \in G F(2)$ and not all zeroes, let

$$
\begin{aligned}
& f\left(y_{1}, y_{2}\right)=c_{1} f_{1}\left(y_{1}, y_{2}\right) \oplus c_{2} f_{2}\left(y_{1}, y_{2}\right) \oplus \cdots \oplus c_{m} f_{m}\left(y_{1}, y_{2}\right), \\
& h\left(y_{1}\right)=c_{1} h_{1}\left(y_{1}\right) \oplus c_{2} h_{2}\left(y_{1}\right) \oplus \cdots \oplus c_{m} h_{m}\left(y_{1}\right) .
\end{aligned}
$$

Since $F\left(y_{1}, y_{2}\right)=H\left(y_{1}\right)$, we have $f\left(y_{1}, y_{2}\right)=h\left(y_{1}\right)$. Therefore, by Lemma $9, N_{f}=$ $2^{n_{2}} N_{h}$. By the definition of nonlinearity, it follows that

$$
\begin{gathered}
N_{F}=\min _{c_{1}, \ldots, c_{m} \in G F(2)} N_{f}=2^{n_{2}} \min _{c_{1}, \ldots, c_{m} \in G F(2)} N_{h}=2^{n_{2}} N_{H} . \\
\\
\text { and not all zeroes }
\end{gathered}
$$

For the special case of all functions are equal, the following lemma is a generalization of Lemma 8 from single-output Boolean functions to vector-output Boolean functions.

Lemma 12. Let $F=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ be a function from $V_{n}$ to $V_{m}$. Let

$$
G\left(y_{1}, y_{2}, \ldots, y_{r}\right)=F\left(y_{1}\right) \oplus F\left(y_{2}\right) \oplus \cdots \oplus F\left(y_{r}\right)
$$

where $y_{j} \in V_{n}, j=1,2, \ldots, r$. Then

$$
N_{G}=2^{r n-1}-\frac{1}{2}\left(2^{n}-2 N_{F}\right)^{r}
$$

Proof. For any $c_{1}, c_{2}, \ldots, c_{m} \in G F(2)$ and not all zeroes, let

$$
f(x)=c_{1} f_{1}(x) \oplus c_{2} f_{2}(x) \oplus \cdots \oplus c_{m} f_{m}(x)
$$

where $x \in V_{n}$. Then

$$
\begin{aligned}
g\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =c_{1} \bigoplus_{j=1}^{r} f_{1}\left(y_{j}\right) \oplus c_{2} \bigoplus_{j=1}^{r} f_{2}\left(y_{j}\right) \oplus \cdots \oplus c_{m} \bigoplus_{j=1}^{r} f_{m}\left(y_{j}\right) \\
& =\bigoplus_{i=1}^{m} c_{i} f_{i}\left(y_{1}\right) \oplus \bigoplus_{i=1}^{m} c_{i} f_{i}\left(y_{2}\right) \oplus \cdots \oplus \bigoplus_{i=1}^{m} c_{i} f_{i}\left(y_{r}\right) \\
& =f\left(y_{1}\right) \oplus f\left(y_{2}\right) \oplus \cdots \oplus f\left(y_{r}\right)
\end{aligned}
$$

is an arbitrary nonzero linear combination of the component functions of $G$. Therefore, by Lemma 8,

$$
N_{g}=2^{r n-1}-\frac{1}{2}\left(2^{n}-2 N_{f}\right)^{r} .
$$

By the definition of nonlinearity, it follows that

$$
\begin{aligned}
& N_{G}=\min _{c_{1}, \ldots, c_{m} \in G F(2)} N_{g} \\
& \text { and not all zeroes } \\
& \begin{array}{l}
=2^{r n-1}-\frac{1}{2}\left(2^{n}-2 \min _{c_{1}, \ldots, c_{m} \in G F(2)} \begin{array}{l}
\text { and not all zeroes }
\end{array} N_{f}\right)^{r} \\
=2^{r n-1}-\frac{1}{2}\left(2^{n}-2 N_{F}\right)^{r} . \quad \square
\end{array}
\end{aligned}
$$

By Lemmas 11 and 12, we generalize Lemma 10 from single-output Boolean functions to vector-output Boolean functions for the case of all functions are equal.

Lemma 13. Let $F$ be a function from $V_{n}$ to $V_{m}$. Let $c=\left(c_{1}, c_{2}, \ldots, c_{r}\right) \in V_{r}$. Let

$$
G\left(y_{1}, y_{2}, \ldots, y_{r}\right)=c_{1} F\left(y_{1}\right) \oplus c_{2} F\left(y_{2}\right) \oplus \cdots \oplus c_{r} F\left(y_{r}\right)
$$

where $y_{j} \in V_{n}, j=1,2, \ldots, r$. Then

$$
N_{G}=2^{r n-1}-\frac{1}{2} \prod_{j=1}^{r}\left(2^{n}-2 c_{j} N_{F}\right)
$$

Below we generalize Theorem 4 from single-output Boolean functions to vectoroutput Boolean functions for the case of all functions are equal.

Theorem 5. Let $F$ be a function from $V_{n}$ to $V_{m}$. Let $A=\left(a_{i j}\right)_{r \times s}$ be an $r \times s$ matrix over GF(2) such that $r \geqslant s$ and $\operatorname{Rank}(A)=s$. Let L be the linear code generated by $A^{T}$ and its minimum weight be d. Let

$$
G\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\left(F\left(y_{1}\right), F\left(y_{2}\right), \ldots, F\left(y_{r}\right)\right) A
$$

where $y_{j} \in V_{n}, j=1,2, \ldots, r$. Then

$$
\begin{equation*}
N_{G}=2^{r n-1}-2^{(r-d) n-1}\left(2^{n}-2 N_{F}\right)^{d} . \tag{6}
\end{equation*}
$$

Proof. Let $\alpha_{j}=\left(a_{1 j}, a_{2 j}, \ldots, a_{r j}\right)^{T}, j=1,2, \ldots, s$. Let

$$
H\left(y_{1}, y_{2}, \ldots, y_{r}\right)=\left(F\left(y_{1}\right), F\left(y_{2}\right), \ldots, F\left(y_{r}\right)\right)
$$

Then

$$
\begin{aligned}
G\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =\left(F\left(y_{1}\right), F\left(y_{2}\right), \ldots, F\left(y_{r}\right)\right) A \\
& =\left(H\left(y_{1}, y_{2}, \ldots, y_{r}\right) \alpha_{1}, H\left(y_{1}, y_{2}, \ldots, y_{r}\right) \alpha_{2}, \ldots, H\left(y_{1}, y_{2}, \ldots, y_{r}\right) \alpha_{s}\right)
\end{aligned}
$$

where

$$
H\left(y_{1}, y_{2}, \ldots, y_{r}\right) \alpha_{j}=a_{1 j} F\left(y_{1}\right) \oplus a_{2 j} F\left(y_{2}\right) \oplus \cdots \oplus a_{r j} F\left(y_{r}\right), \quad j=1,2, \ldots, s
$$

For any $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s} \in G F(2)$ and not all zeroes, let

$$
\begin{aligned}
E\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =\lambda_{1} H \alpha_{1} \oplus \lambda_{2} H \alpha_{2} \oplus \cdots \oplus \lambda_{s} H \alpha_{s} \\
& =H\left[\lambda_{1} \alpha_{1} \oplus \lambda_{2} \alpha_{2} \oplus \cdots \oplus \lambda_{s} \alpha_{s}\right] .
\end{aligned}
$$

Note that

$$
c=\left(c_{1}, c_{2}, \cdots, c_{r}\right)=\left(\lambda_{1} \alpha_{1} \oplus \lambda_{2} \alpha_{2} \oplus \cdots \oplus \lambda_{s} \alpha_{s}\right)^{T}
$$

is a nonzero codeword of the linear code $L$ generated by $A^{T}$. Therefore, $E$ can be expressed as

$$
\begin{aligned}
E\left(y_{1}, y_{2}, \ldots, y_{r}\right) & =H\left(y_{1}, y_{2}, \ldots, y_{r}\right) c^{T} \\
& =c_{1} F\left(y_{1}\right)+c_{2} F\left(y_{2}\right)+\cdots+c_{r} F\left(y_{r}\right)
\end{aligned}
$$

where $c \in L^{*}$. Note that $E$ is a function from $V_{n r}$ to $V_{m}$, and any nonzero linear combination of the component functions of $E$ is a nonzero linear combination of the component functions of $G$. Hence, by the definition of nonlinearity, for any $c \in L^{*}$,

$$
N_{H c^{T}} \geqslant N_{G} .
$$

Therefore,

$$
N_{G} \leqslant \min _{c \in L^{*}} N_{H c^{T}}
$$

By Lemma 13, we have

$$
\begin{align*}
N_{G} & \leqslant \min _{c \in L^{*}}\left(2^{r n-1}-\frac{1}{2} \prod_{j=1}^{r}\left(2^{n}-2 c_{j} N_{F}\right)\right) \\
& =2^{r n-1}-\frac{1}{2} \max _{c \in L^{*}} \prod_{j=1}^{r}\left(2^{n}-2 c_{j} N_{F}\right) \\
& =2^{r n-1}-2^{(r-d) n-1}\left(2^{n}-2 N_{F}\right)^{d}, \tag{7}
\end{align*}
$$

where $c=\left(c_{1}, c_{2}, \ldots, c_{r}\right)$. On the other hand, by Lemma 7, we have

$$
\begin{equation*}
N_{G} \geqslant 2^{r n-1}-2^{(r-d) n-1}\left(2^{n}-2 N_{F}\right)^{d} \tag{8}
\end{equation*}
$$

Combining (7) with (8) yields (6). This completes the proof.

## 6. Conclusion

In this paper, we study the constructions and nonlinearity of binary vector-output correlation-immune functions. It is shown that a vector-output Boolean function $F$ is an ( $n, m, t$ ) vector-output correlation-immune function if and only if every nonzero linear combination of the component functions of $F$ is an $(n, 1, t)$ correlationimmune function. The matrix-product construction of vector-output correlationimmune functions is studied. A number of methods for constructing new vectoroutput correlation-immune functions from old ones are discussed. Furthermore, we
study the nonlinearity of matrix-product vector-output Boolean functions. For some cases we give the exact formulas for the nonlinearity of matrix-product vector-output Boolean functions.
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