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1. Introduction

Since it was introduced by Giannessi [5], the theory of variational inequalities has shown many applications in
optimization problems and traffic equilibrium problems; see [6,7,14]. Some recent works in optimization theory have
shown some relationships between the optimality conditions, the notion of a gap function, and the solutions of variational
inequalities. The results established in [1,20] explicitly refer to a relationship between the gap function in optimization
theory and a variational view. But it seems that to unify this view some further research is needed.

One way to solve the constrained optimization problems is to approximate the problem with a function which includes
a penalty term; see, e.g., [2,3,13]. In this work, we seek a connection between a penalization mechanism and variational
inequality problems. To this end, the nonsmooth variational inequality problems in Banach (Hilbert) spaces are dealt with,
and a new penalization mechanism will be provided using the distance function in this regard. The established results give
the relationships between the solutions of the considered variational inequalities and the minimizers of a penalty function
which is defined in terms of the distance function. Section 2 contains some preliminaries; and Section 3 gives the main
results of the work.

2. Generalized differentiation in Banach (Hilbert) spaces

The notion of the limiting subdifferential was first introduced by Mordukhovich [10]. A comprehensive theory of limiting
normals and subgradients is presented in two books written by Mordukhovich [11,12] as well as a book by Clarke et al. [4].
In the first part of this section, we consider the proximal subgradients of a function which constitute a subclass of limiting
subdifferentials studied in [4]. Let H be a real Hilbert space, and D be a nonempty subset of H. The metric projection of a
pointu € H to D is given by Mp(u) = {x € D : ||u — x|| < ||lu — y|| Yy € D}. The proximal normal cone for D at x € D is
given by

Ng(x) ={deH:3(A>0,ue H\D)suchthatx € Mp(u) &d = A(u — x)}.
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¢ € H is said to be a proximal subgradient of f : S € H — Ratx € Sif (¢,—-1) € Neppif(x,f(x)), where
epif = {(x,z) : z > f(x)} € H x R. The set of all proximal subgradients of f at x is denoted by dpf (x). See [4,11,12,
15,18,19] for details about this set and its applications.

One of the classes of functions whose set of limiting subdifferentials has been studied is the class of lower semicontinuous
functions. Considering this class, the following results are obtained and known in nonsmooth analysis (see [4,11,12]).

Lemma 1. Let S C H be a convex set and f : S —> R be a lower semicontinuous convex function. Then ¢ € dpf (x) implies that

fOM=f®)+(&.y—x) Vyes.

Dissimilar to the notion of proximal subgradients, the notion of generalized differentiability is developed in the realm of
the Banach spaces. Let X be a real Banach space and consider f : X — R. The Clarke generalized directional derivative of
f atx in the direction d, denoted by f°(x; d), is defined as

fO&; d) = limsup(1/6)[f (x + td) — f(x)].
xtl—ax

The Clarke generalized gradient (see [4,11,12,15,17]) of f at X is given by

of X)) = {x" e X* : f°(x; d) > (x*, d), Vd € X}.
One of the classes of functions whose Clarke generalized gradient is nonempty is the class of locally Lipschitz functions [4,
11,12,17]. Considering this class, the following result is obtained and known in nonsmooth analysis (see [4,11,12]).
Lemma 2. Let h be a real-valued function defined on a convex subset U of X. If h is convex on U and Lipschitz near x, then
¢ € dh(x) implies that

h(y) = h(x) + (¢,y —x) VyeU.

We close this section by definition of distance function. Let E be a nonempty subset of F, a real Banach (Hilbert) space.

The distance function of E is a function, dg(.) : F —> R, defined by

de(x) = inf{||x —e|| : e € E}.
This function is a useful tool in the rest of the work.

3. Variational inequalities and penalization mechanism

Let S be a closed convex subset of H and f : S — R be a function. First we define the nonsmooth variational inequality
problem in Hilbert spaces as follows [8,9,16]:

Definition 3. A variational inequality problem in Hilbert space (hereafter VIPH) is that of finding a pointy € S C H such
that there exists no x € S satisfying (¢, x —y) < 0, for each ¢ € dpf (¥).

The following theorem is one of the main results of the work. This theorem provides a penalty function and obtains a
relationship between the VIPH and the minimization of the provided penalty function.
Theorem 4. Suppose that f is Lipschitz of rank K on an open set U that contains S. Assume that f is convex andy € S solves
VIPH. Then the function hg (x) = f(x) + Kds(x) attains its minimum over U at x =y, foreach K > K.

Proof. If there exists anx € S such that f(x) < f(y), then by Lemma 1 we have (¢, x—y) < 0foreach ¢ € 0pf (y). Therefore
y cannot be a solution to VIPH. This contradicts the assumption of the theorem, and hence we have f(y) < f(x) for each
xeSs.

Now consider an arbitrary x € U and € > 0. Let s € S be such that ||x — s|| < ds(x) + €. Regarding the above result and
the Lipschitz property, we have

f@) <f0)
< f®) +Kls =]
< f®) +Kls — x|
< f®) +Kds(x) + €K.
Now by ¢ —> 07, we have
f) < f(x) +Kds(x) = hg (%),
foreachx € U.Sincey € S, then hi (y) = f(y). Thus we have
hig (v) < hg ()

for each x € U, and the proof is complete. O
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Definition 3 and Theorem 4 deal with the variational inequality problems in Hilbert spaces considering the notion of
limiting subdifferentials. The following definition and theorem consider these problems in Banach spaces, considering the
Clarke generalized gradient notion. In the rest of this section C is a nonempty subset of X, a real Banach space.

Definition 5. A variational inequality problem in Banach space (hereafter VIPB) is that of finding a point y € C C X such
that there exists no x € C satisfying (¢, x —y) < 0, foreach ¢ € of (y).

Theorem 6. Suppose that f is Lipschitz of rank K on a set Y C X that contains C.

(i) Assume that f is convex, y b_elongs toC C Y, andy solves VIPB. Then the function hi (x) = f (x) +Kdc(x) attains its minimum
overYat x=y, foreachK > K.

(ii) Conversely, if C is closed, K > K and hy attains its minimum over Y at x =y, theny € C. Furthermore if f is concave, then
y solves VIPB.

Proof. The proof of part (i) is similar to that of Theorem 4. To prove part (ii), by contradiction suppose that K >Kandy ZC

minimizes h; over Y. Considering € = % — 1, there exists an s € C such that ||y — s|| < %dc(y). Since y minimizes h; over
Y ands € C C Y, by the Lipschitz property we have

hg (v) = f(y) + Kdc(y)
< hg(s) =f(s)
< f@ +Kly—sl
< ) + Kdc(y)
= hi ).

Thus hi (y) < hg(y), and this clear contradiction shows thaty € C.
Since y minimizes hi over Y and C C Y, we have

hig () < hi (),
for each x € C. Also for each x € C we have hi (x) = f(x). Thus

fo =f®, ()

for each x € C. By contradiction suppose that y cannot solve VIPB; then there exists an x € C such that (¢,x — y) < 0, for
each ¢ € df (). Since f is concave, —f is convex. Therefore by Lemma 2 and considering the fact that a(—f)(.) = —af(.),
we have

fG®-f@) =&, x—y) <0
This contradicts () and completes the proof. O

Theorem 6 provides an equivalence between the minimization of the function hg and the VIPB. The results of this work
can be updated for other types of differentiations; see [4,11,12] for details about different types of differentiation. Also,
note that the proof of part (ii) of Theorem 6 is not valid when we consider the variational problem in Hilbert spaces using
the proximal subgradients, because dp(—f)(.) = —dpf(.) is necessarily not valid. Finally, it is clear that if we define VIPH
considering the Clarke generalized gradient under Hilbert spaces, then both parts of Theorem 6 will still be valid for VIPH.
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