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In this paper we prove that the disc is a maximiser of the Schatten p-norm of the 
logarithmic potential operator among all domains of a given measure in R2, for all 
even integers 2 ≤ p < ∞. We also show that the equilateral triangle has the largest 
Schatten p-norm among all triangles of a given area. For the logarithmic potential 
operator on bounded open or triangular domains, we also obtain analogies of the 
Rayleigh–Faber–Krahn or Pólya inequalities, respectively. The logarithmic potential 
operator can be related to a nonlocal boundary value problem for the Laplacian, so 
we obtain isoperimetric inequalities for its eigenvalues as well.

© 2015 The Authors. Published by Elsevier Inc. This is an open access article 
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Let Ω ⊂ R
2 be an open bounded set. We consider the logarithmic potential operator on L2(Ω) defined 

by

LΩf(x) :=
∫
Ω

1
2π ln 1

|x− y|f(y)dy, f ∈ L2(Ω), (1.1)

where ln is the natural logarithm and |x − y| is the standard Euclidean distance between x and y. Clearly, 
LΩ is compact and self-adjoint. Therefore, all of its eigenvalues and characteristic numbers are discrete 
and real. We recall that the characteristic numbers are the inverses of the eigenvalues. The characteristic 
numbers of LΩ may be enumerated in ascending order of their modulus,

|μ1(Ω)| ≤ |μ2(Ω)| ≤ . . .
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where μi(Ω) is repeated in this series according to its multiplicity. We denote the corresponding eigenfunc-
tions by u1, u2, . . . , so that for each characteristic number μi there is a unique corresponding (normalized) 
eigenfunction ui,

ui = μi(Ω)LΩui, i = 1, 2, . . . .

It is known, see for example Mark Kac [12] (see also [15]), that the equation

u(x) = LΩf(x) =
∫
Ω

1
2π ln 1

|x− y|f(y)dy

is equivalent to the equation

−Δu(x) = f(x), x ∈ Ω, (1.2)

with the nonlocal integral boundary condition

−1
2u(x) +

∫
∂Ω

∂

∂ny

1
2π ln 1

|x− y|u(y)dSy −
∫
∂Ω

1
2π ln 1

|x− y|
∂u(y)
∂ny

dSy = 0, x ∈ ∂Ω, (1.3)

where ∂
∂ny

denotes the outer normal derivative at a point y on the boundary ∂Ω, which is assumed piecewise 

C1 here.
In general, the boundary value problem (1.2)–(1.3) has several interesting applications (see Kac [12,14], 

Saito [23] and [15]).
Spectral properties of the logarithmic potential have been considered in many papers (see [1,2,5,9,13,

24,25]). In this paper we are interested in isoperimetric inequalities of the logarithmic potential LΩ, that 
is also, in isoperimetric inequalities of the nonlocal Laplacian (1.2)–(1.3). For a recent general review of 
isoperimetric inequalities for the Dirichlet, Neumann and other Laplacians we refer to Benguria, Linde and 
Loewe in [4]. Isoperimetric inequalities for Schatten norms for double layer potentials have been recently 
considered by Miyanishi and Suzuki [19].

In Rayleigh’s famous book “Theory of Sound” (first published in 1877), by using some explicit computa-
tion and physical interpretations, he stated that the disc minimizes (among all domains of the same area) 
the first eigenvalue of the Dirichlet Laplacian. The proof of this conjecture was obtained about 50 years 
later, simultaneously (and independently) by G. Faber and E. Krahn. Nowadays, the Rayleigh–Faber–Krahn 
inequality has been established for many other operators; see e.g. [11] for further references (see also [3]
and [21]). Among other things, in this paper we also prove the Rayleigh–Faber–Krahn theorem for the 
integral operator LΩ, i.e. it is proved that the disc is a minimizer of the first eigenvalue of the Laplacian 
(1.2)–(1.3) among all domains of a given measure in R2.

By using the Feynman–Kac formula and spherical rearrangement Luttinger [18] proved that the disc D
is a maximizer of the partition function of the Dirichlet Laplacian among all domains of the same area as D
for all positive values of time, i.e.

∞∑
i=1

exp(−tμD
i (Ω)) ≤

∞∑
i=1

exp(−tμD
i (D)), ∀t > 0, |Ω| = |D|,

where μD
i , i = 1, 2, . . . , are the characteristic numbers of the Dirichlet Laplacian. From here by using the 

Mellin transform one obtains
∞∑ 1

[μD(Ω)]p
≤

∞∑ 1
[μD(D)]p

, |Ω| = |D|, (1.4)

i=1 i i=1 i
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when p > 1, Ω ⊂ R
2. We prove an analogy of this Luttinger’s inequality for the integral operator LΩ. In 

our note [22] we obtained similar results for convolution type integral operators with positive nonincreasing 
kernels. In the present setting the main difficulty arises from the fact that the logarithmic kernel is not 
positive and that we cannot use the Brascamp–Lieb–Luttinger type rearrangement inequalities directly.

In Section 2 we present main results of this paper. Their proofs will be given in Section 4 and Section 3. 
In Section 5 we discuss shortly about isoperimetric inequalities for polygons and show that the Schatten 
p-norm is maximised on the equilateral triangle centered at the origin among all triangles of a given area.

The authors would like to thank Grigori Rozenblum and Rupert Frank for comments.

2. Main results and examples

Let H be a separable Hilbert space. By S∞(H) we denote the space of compact operators P : H → H. 
Recall that the singular values {sn} of P ∈ S∞(H) are the eigenvalues of the positive operator (P ∗P )1/2
(see e.g. [10]). The Schatten p-classes are defined as

Sp(H) := {P ∈ S∞(H) : {sn} ∈ �p}, 1 ≤ p < ∞.

In Sp(H) the Schatten p-norm of the operator P is defined by

‖P‖p :=
( ∞∑

n=1
spn

) 1
p

, 1 ≤ p < ∞. (2.1)

For p = ∞, we can set

‖P‖∞ := ‖P‖

to be the operator norm of P on H. As outlined in the introduction, we assume that Ω ⊂ R
2 is an open 

bounded set and we consider the logarithmic potential operator on L2(Ω) of the form

LΩf(x) =
∫
Ω

1
2π ln 1

|x− y|f(y)dy, f ∈ L2(Ω). (2.2)

We also assume that the operator LΩ is positive:

Remark 2.1. In Landkof [16, Theorem 1.16, p. 80] the positivity of the operator LΩ is proved in domains 
Ω ⊂ U , where U is the unit disc. In general, LΩ is not a positive operator. For any bounded open domain 
Ω the logarithmic potential operator LΩ can have at most one negative eigenvalue, see Troutman [24] (see 
also Kac [13]).

Note that for positive self-adjoint operators the singular values equal the eigenvalues. It is known that 
LΩ is a Hilbert–Schmidt operator. By |Ω| we will denote the Lebesgue measure of Ω.

Theorem 2.2. Let D be a disc centered at the origin. Then

‖LΩ‖p ≤ ‖LD‖p (2.3)

for any even integer 2 ≤ p < ∞ and any bounded open domain Ω with |Ω| = |D|.

Note that for even integers p we do not need to assume the positivity of the logarithmic potential operator. 
For odd integers we have the following:



M. Ruzhansky, D. Suragan / J. Math. Anal. Appl. 434 (2016) 1676–1689 1679
Theorem 2.3. Let D be a disc centered at the origin and let Ω be a bounded open domain with |Ω| = |D|. 
Assume that the logarithmic potential operator is positive for Ω and D. Then

‖LΩ‖p ≤ ‖LD‖p (2.4)

for any integer 2 ≤ p < ∞.

Let us give several examples calculating explicitly values of the right hand side of (2.3) for different values 
of p.

Example 2.4. Let D ≡ U be the unit disc. Then by Theorem 2.2 we have

‖LΩ‖p ≤ ‖LU‖p =
( ∞∑

m=1

3
j2p
0,m

+
∞∑
l=1

∞∑
m=1

2
j2p
l,m

) 1
p

, (2.5)

for any even 2 ≤ p < ∞ and any bounded open domain Ω with |Ω| = |D|. Here jkm denotes the mth positive 
zero of the Bessel function Jk of the first kind of order k.

The right hand sight of the formula (2.5) can be confirmed by a direct calculation of the logarithmic 
potential eigenvalues in the unit disc, see Theorem 3.1 in [1].

We also obtain the following Rayleigh–Faber–Krahn inequality when p = ∞:

Theorem 2.5. The disc D is a minimizer of the characteristic number of the logarithmic potential LΩ with 
the smallest modulus among all domains of a given measure, that is,

‖LΩ‖ ≤ ‖LD‖

for an arbitrary bounded open domain Ω ⊂ R
2 with |Ω| = |D|. Here ‖ · ‖ is the operator norm on the space 

L2.

Example 2.6. Let D ≡ U be the unit disc. Then by Theorem 2.5 we have

‖LΩ‖ ≤ ‖LU‖ = 1
j2
01

(2.6)

for any bounded open domain Ω with |Ω| = |D|.

From Corollary 3.2 in [1] we calculate explicitly the operator norm in the right hand sight of (2.6).

3. Proof of Theorem 2.5

Let us first prove Theorem 2.5. To do it we first prove the following:

Lemma 3.1. The characteristic number μ1 of the logarithmic potential LΩ with the smallest modulus is 
simple, and the corresponding eigenfunction u1 can be chosen nonnegative.

Proof. The eigenfunctions of the logarithmic potential LΩ may be chosen to be real as its kernel is real. 
First let us prove that u1 cannot change sign in the domain Ω, that is,

u1(x)u1(y) = |u1(x)u1(y)|, x, y ∈ Ω.
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In fact, in the opposite case, by virtue of the continuity of the function u1(x), there would be neighbor-
hoods U(x0, r) ⊂ Ω such that

|u1(x)u1(y)| > u1(x)u1(y), x, y ∈ U(x0, r) ⊂ Ω.

On the other hand we have ∫
Ω

1
2π ln 1

|x0 − z|
1
2π ln 1

|z − x0|
dz > 0, x0 ∈ Ω. (3.1)

From here by continuity it is simple to check that there exists ρ > 0 such that

∫
Ω

1
2π ln 1

|x− z|
1
2π ln 1

|z − y|dz > 0, x, y ∈ U(x0, ρ) ⊂ U(x0, r). (3.2)

Now let us introduce a new function

ũ1(x) :=
{

|u1(x)|, x ∈ U(x0, ρ),
u1(x), x ∈ Ω\U(x0, ρ).

(3.3)

Then we obtain

(L2
Ωũ1, ũ1)
‖ũ1‖2 = 1

‖ũ1‖2

∫
Ω

∫
Ω

∫
Ω

1
2π ln 1

|x− z|
1
2π ln 1

|z − y|dzũ1(x)ũ1(y)dxdy

>
1

‖u1‖2

∫
Ω

∫
Ω

∫
Ω

1
2π ln 1

|x− z|
1
2π ln 1

|z − y|dzu1(x)u1(y)dxdy = 1
μ2

1
, (3.4)

where μ2
1 is the smallest characteristic number of L2

Ω and u1 is the eigenfunction corresponding to μ2
1, i.e.

u1 = μ2
1L2

Ωu1.

Therefore, by the variational principle we also have

1
μ2

1
= sup

f∈L2(Ω)

(L2
Ωf, f)
‖f‖2 . (3.5)

This means that the strong inequality (3.4) contradicts the variational principle (3.5) because ‖ũ1‖L2 =
‖u1‖L2 < ∞.

Since u1 is nonnegative it follows that μ1 is simple. Indeed, if there were an eigenfunction v1 linearly 
independent of u1 and corresponding to μ1, then for all real c the linear combination u1 + cv1 also would be 
an eigenfunction corresponding to μ1 and therefore, by what has been proved, it could not become negative 
in Ω. As c is arbitrary, this is impossible. �
Proof of Theorem 2.5. Let Ω be a bounded open set in R2. Its symmetric rearrangement Ω∗ ≡ D is an 
open disc centered at 0 with the measure equal to the measure of Ω, i.e. |D| = |Ω|. Let u be a nonnegative 
measurable function in Ω, such that all its positive level sets have finite measure. In the definition of the 
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symmetric-decreasing rearrangement of u one can use the so-called layer-cake decomposition (see [17]), 
which expresses a nonnegative function u in terms of its level sets as

u(x) =
∞∫
0

χ{u(x)>t}dt, (3.6)

where χ is the characteristic function of the corresponding domain.

Definition 3.2. Let u be a nonnegative measurable function in Ω. The function

u∗(x) :=
∞∫
0

χ{u(x)>t}∗dt (3.7)

is called the (radially) symmetric-decreasing rearrangement of a nonnegative measurable function u.

As in the proof of Lemma 3.1 μ2
1(Ω) is the smallest characteristic number of L2

Ω and u1 is the eigenfunction 
corresponding to μ2

1, i.e.

u1 = μ2
1(Ω)L2

Ωu1.

By Lemma 3.1 the first characteristic number μ1 of the operator LΩ is simple; the corresponding eigenfunc-
tion u1 can be chosen positive in Ω, and in view of Lemma 3.1 we can apply the above construction to the 
first eigenfunction u1. Recall1 the rearrangement inequality for the logarithmic kernel (cf. Lemma 2 in [7])∫

Ω

∫
Ω

∫
Ω

u1(y)
1
2π ln 1

|y − z|
1
2π ln 1

|z − x|u1(x)dzdydx ≤

∫
D

∫
D

∫
D

u∗
1(y)

1
2π ln 1

|y − z|
1
2π ln 1

|z − x|u
∗
1(x)dzdydx. (3.8)

In addition, for each nonnegative function u ∈ L2(Ω) we have

‖u‖L2(Ω) = ‖u∗‖L2(D). (3.9)

Therefore, from (3.8), (3.9) and the variational principle for the positive operator L2
D, we get

μ2
1(Ω) =

∫
Ω |u1(x)|2dx∫

Ω
∫
Ω
∫
Ω u1(y) 1

2π ln 1
|y−z|

1
2π ln 1

|z−x|u1(x)dzdydx
≥

∫
D
|u∗

1(x)|2dx∫
D

∫
D

∫
D
u∗

1(y) 1
2π ln 1

|y−z|
1
2π ln 1

|z−x|u
∗
1(x)dzdydx

≥

inf
v∈L2(D)

∫
D
|v(x)|2dx∫

D

∫
D

∫
D
v(y) 1

2π ln 1
|y−z|

1
2π ln 1

|z−x|v(x)dzdydx
= μ2

1(D).

1 For the proof of the rearrangement inequality (3.8) for the logarithmic kernel see Lemma 5.4. The proof is the same with the 
difference that is in this case the symmetric-decreasing rearrangement is used instead of the Steiner symmetrization.
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Finally, note that 0 is not a characteristic number of LD (cf. Corollary 1 in [24]). Therefore,

0 < |μ1(D)|.

This completes the proof. �
4. Proofs of Theorem 2.2 and Theorem 2.3

First we prove the Brascamp–Lieb–Luttinger type rearrangement inequality for the logarithmic kernel 
(cf. [6]).

Lemma 4.1. Let D be a disc centered at the origin. Then∫
Ω

. . .

∫
Ω

1
2π ln 1

|y1 − y2|
. . .

1
2π ln 1

|yp − y1|
dy1 . . . dyp ≤

∫
D

. . .

∫
D

1
2π ln 1

|y1 − y2|
. . .

1
2π ln 1

|yp − y1|
dy1 . . . dyp, (4.1)

for any p = 2, 3, . . . , and for any bounded open set Ω with |Ω| = |D|.

Proof. Here we prove it for p = 2 and the proof is based on the proof of Lemma 2 in [7]. The proof for 
arbitrary p is essentially the same as the case p = 2. Let us fix r0 > 0 and consider the function

f(r) :=
{

1
2π ln 1

r , r ≤ r0,
1
2π ln 1

r0
− 1

2π
∫ r

r0
s−1 1+r2

0
1+s2 ds, r > r0.

(4.2)

Let us see that the function f(r) is strictly decreasing and has a limit as r → ∞. If r ≤ r0 then

f(r1) = 1
2π ln 1

r1
>

1
2π ln 1

r2
= f(r2)

for r1 < r2. If r > r0 then

f(r) = 1
2π ln 1

r0
− 1

2π

r∫
r0

s−1 1 + r2
0

1 + s2 ds =

1
2π ln 1

r0
− 1

2π (1 + r2
0)[ln r − 1

2 ln(1 + r2) − ln r0 + 1
2 ln(1 + r2

0)]. (4.3)

Thus f(r1) > f(r2) for r1 < r2, that is, f(r) is strictly decreasing. From (4.3) it is easy to see that

lim
r→∞

f(r) = 1
2π ln 1

r0
− 1

2π (1 + r2
0)[− ln r0 + 1

2 ln(1 + r2
0)]. (4.4)

We use the notation

f∞ := 1
2π ln 1

r0
− 1

2π (1 + r2
0)[− ln r0 + 1

2 ln(1 + r2
0)].

By construction 1
2π ln 1

r − f(r) is decreasing. Thus if we define

h1(r) = f(r) − f∞
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we have the decomposition

1
2π ln 1

r
= h1(r) + h2(r)

where h1 is positive strictly decreasing function and h2 is decreasing. Hence by the Brascamp–Lieb–Luttinger 
rearrangement inequality we have

∫
Ω

∫
Ω

h1(|y1 − y2|)h1(|y2 − y1|)dy1dy2 ≤
∫
D

∫
D

h1(|y1 − y2|)h1(|y2 − y1|)dy1dy2 (4.5)

and ∫
Ω

∫
Ω

h2(|y1 − y2|)h2(|y2 − y1|)dy1dy2 ≤
∫
D

∫
D

h2(|y1 − y2|)h2(|y2 − y1|)dy1dy2. (4.6)

Thus it remains to show∫
Ω

∫
Ω

h1(|y1 − y2|)h2(|y2 − y1|)dy1dy2 ≤
∫
D

∫
D

h1(|y1 − y2|)h2(|y2 − y1|)dy1dy2 (4.7)

which does not follow directly from the Brascamp–Lieb–Luttinger rearrangement inequality since h2 is not 
positive. Define for R > 0

qR(r) :=
{

h2(r) − h2(R), r ≤ R,

0, r > R,
(4.8)

and note that by monotone convergence

IΩ(h1, h2) = lim
R→∞

[IΩ(h1, qR) + h2(R)
∫
Ω

∫
Ω

h1(|y1 − y2|)dy1dy2] (4.9)

with the notation

IΩ(f, g) =
∫
Ω

∫
Ω

f(|y1 − y2|)g(|y2 − y1|)dy1dy2. (4.10)

Since h1 and qR are positive and nonincreasing

IΩ(h1, qR) ≤ ID(h1, qR)

by the Brascamp–Lieb–Luttinger rearrangement inequality. Noting that

∫
Ω

∫
Ω

h1(|y1 − y2|)dy1dy2 ≤
∫
D

∫
D

h1(|y1 − y2|)dy1dy2

we obtain
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IΩ(h1, h2) = lim
R→∞

[IΩ(h1, qR) + h2(R)
∫
Ω

∫
Ω

h1(|y1 − y2|)dy1dy2] ≤

lim
R→∞

[ID(h1, qR) + h2(R)
∫
D

∫
D

h1(|y1 − y2|)dy1dy2] = ID(h1, h2), (4.11)

completing the proof. �
Proof of Theorem 2.2. Since the logarithmic potential operator is a Hilbert–Schmidt operator, by using 
bilinear expansion of its iterated kernels (see, for example, [26]) we obtain for p ≥ 2, p ∈ N,

∞∑
j=1

1
μp
j (Ω) =

∫
Ω

. . .

∫
Ω

1
2π ln 1

|y1 − y2|
. . .

1
2π ln 1

|yp − y1|
dy1 . . . dyp. (4.12)

Recalling the inequality (4.1) stating that∫
Ω

. . .

∫
Ω

1
2π ln 1

|y1 − y2|
. . .

1
2π ln 1

|yp − y1|
dy1 . . . dyp ≤

∫
D

. . .

∫
D

1
2π ln 1

|y1 − y2|
. . .

1
2π ln 1

|yp − y1|
dy1 . . . dyp, (4.13)

we obtain

∞∑
j=1

1
μp
j (Ω) ≤

∞∑
j=1

1
μp
j (D) , p ≥ 2, p ∈ N, (4.14)

for any bounded open domain Ω ⊂ R
2 with |Ω| = |D|. Taking even p in (4.14) we complete the proof of 

Theorem 2.2. �
Proof of Theorem 2.3. The inequality (4.14) also proves Theorem 2.3 when the logarithmic potential oper-
ator is positive (see also Remark 2.1).

Remark 4.2. It follows from the properties of the kernel that the Schatten p-norm of the operator LΩ is 
finite when p > 1 see e.g. the criteria for Schatten classes in terms of the regularity of the kernel in [8]. The 
above techniques do not allow us to prove Theorem 2.2 for all p > 1. In view of the Dirichlet Laplacian case, 
it seems reasonable to conjecture that the Schatten p-norm is still maximised on the disc also for all p > 1.

5. On the case of polygons

We can ask the same question of maximizing the Schatten p-norms in the class of polygons with a given 
number n of sides. We denote by Pn the class of plane polygons with n edges. We would like to identify the 
maximizer for Schatten p-norms of the logarithmic potential LΩ in Pn. According to Section 2, it is natural 
to conjecture that it is the n-regular polygon. Currently, we can prove this only for n = 3:

Theorem 5.1. The equilateral triangle centered at the origin has the largest Schatten p-norm of the operator 
LΩ for any even integer 2 ≤ p < ∞ among all triangles of a given area. More precisely, if Δ is the equilateral 
triangle centered at the origin, we have
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‖LΩ‖p ≤ ‖LΔ‖p (5.1)

for any even integer 2 ≤ p < ∞ and any bounded open triangle Ω with |Ω| = |Δ|.

Similarly, we have the following analogy of Theorem 2.3:

Theorem 5.2. Let Δ be an equilateral triangle centered at the origin and let Ω be a bounded open triangle 
with |Ω| = |Δ|. Assume that the logarithmic potential operator is positive for Ω and Δ. Then

‖LΩ‖p ≤ ‖LΔ‖p (5.2)

for any integer 2 ≤ p < ∞.

Let u be a nonnegative, measurable function on R2, and let x2 be a line through the origin of R2. Choose 
an orthogonal coordinate system in R2 such that the x1-axis is perpendicular to x2.

Definition 5.3. (See [6].) A nonnegative, measurable function u�(x|x2) on R2 is called a Steiner symmetriza-
tion with respect to x2 of the function u(x), if u�(x1, x2) is a symmetric decreasing rearrangement with 
respect to x1 of u(x1, x2) for each fixed x2.

The Steiner symmetrization (with respect to the x1-axis) Ω� of a measurable set Ω is defined in the 
following way: if we write (x1, z) with z ∈ R, and let Ωz = {x1 : (x1, z) ∈ Ω}, then

Ω� = {(x1, z) ∈ R× R : x1 ∈ Ω∗
z}

where Ω∗ is a symmetric rearrangement of Ω (see the proof of Theorem 2.5). We obtain:

Lemma 5.4. For a positive function u and a measurable Ω ⊂ R
2 we have∫

Ω

∫
Ω

∫
Ω

u(y) 1
2π ln 1

|y − z|
1
2π ln 1

|z − x|u(x)dzdydx ≤

∫
Ω�

∫
Ω�

∫
Ω�

u�(y) 1
2π ln 1

|y − z|
1
2π ln 1

|z − x|u
�(x)dzdydx, (5.3)

where Ω� and u� are Steiner symmetrizations of Ω and u, respectively.

Proof. The proof is based on the proof of Lemma 2 in [7]. Let us fix r0 > 0 and consider the function

f(r) :=
{

1
2π ln 1

r , r ≤ r0,
1
2π ln 1

r0
− 1

2π
∫ r

r0
s−1 1+r2

0
1+s2 ds, r > r0.

(5.4)

The function f(r) is strictly decreasing and has a limit as r → ∞ (see the proof of Lemma 4.1)

lim
r→∞

f(r) = f∞.

Since f(r) is strictly decreasing 1
2π ln 1

r − f(r) is decreasing. Thus if we define

h1(r) = f(r) − f∞
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we have the decomposition

1
2π ln 1

r
= h1(r) + h2(r)

where h1 is positive strictly decreasing function and h2 is decreasing. Hence by the Brascamp–Lieb–Luttinger 
rearrangement inequality for the Steiner symmetrization (see Lemma 3.2 in [6]) we have∫

Ω

∫
Ω

∫
Ω

u(y)h1(|y − z|)h1(|z − x|)u(x)dzdydx ≤

∫
Ω�

∫
Ω�

∫
Ω�

u�(y)h1(|y − z|)h1(|z − x|)u�(x)dzdydx. (5.5)

Thus it remains to show that∫
Ω

∫
Ω

∫
Ω

u(y)h2(|y − z|)h2(|z − x|)u(x)dzdydx ≤

∫
Ω�

∫
Ω�

∫
Ω�

u�(y)h2(|y − z|)h2(|z − x|)u�(x)dzdydx (5.6)

and ∫
Ω

∫
Ω

∫
Ω

u(y)h1(|y − z|)h2(|z − x|)u(x)dzdydx ≤

∫
Ω�

∫
Ω�

∫
Ω�

u�(y)h1(|y − z|)h2(|z − x|)u�(x)dzdydx, (5.7)

which does not follow directly from the Brascamp–Lieb–Luttinger rearrangement inequality since h2 is not 
positive. Define for R > 0

qR(r) :=
{

h2(r) − h2(R), r ≤ R,

0, r > R,
(5.8)

and note that by monotone convergence we have

IΩ(u, h2) = lim
R→∞

[IΩ(u, qR) + 2h2(R)JΩ(u, qR) + h2
2(R)(

∫
Ω

u(x)dx)2] (5.9)

with the notations

IΩ(u, g) =
∫
Ω

∫
Ω

∫
Ω

u(y)g(|y − z|)g(|z − x|)u(x)dzdydx (5.10)

and

JΩ(u, g) =
∫ ∫ ∫

u(y)g(|z − x|)u(x)dzdydx. (5.11)

Ω Ω Ω
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Since qR is positive and nonincreasing and noting that∫
Ω

u(x)dx =
∫
Ω�

u�(x)dx

we obtain

IΩ(u, qR) ≤ IΩ�(u�, qR),

JΩ(u, qR) ≤ JΩ�(u�, qR),

by the Brascamp–Lieb–Luttinger rearrangement inequality. Therefore,

IΩ(u, h2) = lim
R→∞

[IΩ(u, qR) + 2h2(R)JΩ(u, qR) + h2
2(R)(

∫
Ω

u(x)dx)2] ≤

lim
R→∞

[IΩ�(u�, qR) + 2h2(R)JΩ�(u�, qR) + h2
2(R)(

∫
Ω�

u�(x)dx)2] = IΩ�(u�, h2). (5.12)

This proves the inequality (5.6). Similarly, now let us show that the inequality (5.7) is valid. We have

ĨΩ(u, h2) = lim
R→∞

[ĨΩ(u, qR) + h2(R)J̃Ω(u, h1)] (5.13)

with the notations

ĨΩ(u, g) =
∫
Ω

∫
Ω

∫
Ω

u(y)h1(|y − z|)g(|z − x|)u(x)dzdydx (5.14)

and

J̃Ω(u, h1) =
∫
Ω

∫
Ω

∫
Ω

u(y)h1(|y − x|)u(x)dzdydx. (5.15)

Since both qR and h1 are positive and nonincreasing

ĨΩ(u, qR) ≤ ĨΩ�(u�, qR), (5.16)

J̃Ω(u, h1) ≤ J̃Ω�(u�, h1), (5.17)

by the Brascamp–Lieb–Luttinger rearrangement inequality. Therefore, we obtain

ĨΩ(u, h2) = lim
R→∞

[ĨΩ(u, qR) + h2(R)J̃Ω(u, h1)] ≤

lim
R→∞

[ĨΩ�(u�, qR) + h2(R)J̃Ω�(u�, h1)] = ĨΩ�(u�, h2).

This proves the inequality (5.7). �
Lemma 5.4 implies the following analogy of the Pólya theorem [20] for the operator LΩ.
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Theorem 5.5. The equilateral triangle Δ centered at the origin is a minimizer of the first characteristic 
number of the logarithmic potential LΩ among all triangles of a given area, i.e.

0 < |μ1(Δ)| ≤ |μ1(Ω)|

for any triangle Ω ⊂ R
2 with |Ω| = |Δ|.

Remark 5.6. In other words Theorem 5.5 says that the operator norm of LΩ is maximized in an equilateral 
triangle among all triangles of a given area.

Proof of Theorem 5.5. By Theorem 2.5 and Lemma 3.1 the first characteristic number μ1 of the operator 
LΩ is positive and simple; the corresponding eigenfunction u1 can be chosen positive in Ω. Using the fact 
that by applying a sequence of the Steiner symmetrizations with respect to the mediator of each side, a given 
triangle converges to an equilateral one (see Fig. 3.2 in [11]), from (5.3) we obtain

∫
Ω

∫
Ω

∫
Ω

u1(y)
1
2π ln 1

|y − z|
1
2π ln 1

|z − x|u1(x)dzdydx ≤

∫
Δ

∫
Δ

∫
Δ

u�
1(y)

1
2π ln 1

|y − z|
1
2π ln 1

|z − x|u
�
1(x)dzdydx. (5.18)

Therefore, from (5.18) and the variational principle for the positive operator L2
Δ, we get

μ2
1(Ω) =

∫
Ω |u1(x)|2dx∫

Ω
∫
Ω
∫
Ω u1(y) 1

2π ln 1
|y−z|

1
2π ln 1

|z−x|u1(x)dzdydx
≥

∫
Δ |u�

1(x)|2dx∫
Δ
∫
Δ
∫
Δ u�

1(y) 1
2π ln 1

|y−z|
1
2π ln 1

|z−x|u
�
1(x)dzdydx

≥

inf
v∈L2(Δ)

∫
Δ |v(x)|2dx∫

Δ
∫
Δ
∫
Δ v(y) 1

2π ln 1
|y−z|

1
2π ln 1

|z−x|v(x)dzdydx
= μ2

1(Δ).

Here we have used the fact that the Steiner symmetrization preserves the L2-norm. �

Proofs of Theorem 5.1 and Theorem 5.2. The proofs of Theorem 5.1 and Theorem 5.2 rely on the same 
techniques as the proofs of Theorem 2.2 and Theorem 2.3 with the difference that now the Steiner sym-
metrization is used instead of the symmetric-decreasing rearrangement. Since the Steiner symmetrization 
has the same property (4.13) (cf. Lemma 3.2 in [6]) as the symmetric-decreasing rearrangement, it is clear 
that any Steiner symmetrization increases (or at least does not decrease) the Schatten p-norms for integer 
p ≥ 2. Thus, for the proof we only need to recall the fact that a sequence of Steiner symmetrizations with 
respect to the mediator of each side, a given triangle converges to an equilateral one. The rest of the proof 
is exactly the same as the proofs of Theorem 2.2 and Theorem 2.3. �
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Remark 5.7. A sequence of three Steiner symmetrizations allows us to transform any quadrilateral into 
a rectangle (see Fig. 3.3 in [11]). Therefore, it suffices to look at the maximization problem among rectangles 
for P4. Unfortunately, for P5 (pentagons and others), the Steiner symmetrization increases, in general, the 
number of sides. This prevents us from using the same technique for general polygons.
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[10] I.C. Gohberg, M.G. Krĕın, Introduction to the Theory of Linear Nonselfadjoint Operators, translated from Russian by 
A. Feinstein, Translations of Mathematical Monographs, vol. 18, American Mathematical Society, Providence, RI, 1969.

[11] A. Henrot, Extremum Problems for Eigenvalues of Elliptic Operators, Frontiers in Mathematics, Birkhäuser Verlag, Basel, 
2006.

[12] M. Kac, On some connections between probability theory and differential and integral equations, in: Proceedings of the 
Second Berkeley Symposium on Mathematical Statistics and Probability, 1950, University of California Press, Berkeley, 
Los Angeles, 1951, pp. 189–215.

[13] M. Kac, On some probabilistic aspects of classical analysis, Amer. Math. Monthly 77 (1970) 586–597.
[14] M. Kac, Integration in Function Spaces and Some of Its Applications: Lezioni Fermiane (Fermi Lectures), Accademia 

Nazionale dei Lincei, Pisa, 1980.
[15] T.Sh. Kal’menov, D. Suragan, On spectral problems for the volume potential, Dokl. Math. 80 (2) (2009) 646–649.
[16] N.S. Landkof, Foundations of Modern Potential Theory, translated from Russian by A.P. Doohovskoy, Die Grundlehren 

der Mathematischen Wissenschaften, Band 180, Springer-Verlag, New York–Heidelberg, 1972.
[17] E.H. Lieb, M. Loss, Analysis, second edition, Graduate Studies in Mathematics, vol. 14, American Mathematical Society, 

Providence, RI, 2001.
[18] J.M. Luttinger, Generalized isoperimetric inequalities, Proc. Natl. Acad. Sci. USA 70 (1973) 1005–1006.
[19] Y. Miyanishi, T. Suzuki, Eigenvalues and eigenfunctions of double layer potentials, arXiv:1501.03627, 2015.
[20] G. Pólya, On the characteristic frequencies of a symmetric membrane, Math. Z. 63 (1955) 331–337.
[21] G. Pólya, G. Szegö, Isoperimetric Inequalities in Mathematical Physics, Annals of Mathematics Studies, vol. 27, Princeton 

University Press, Princeton, NJ, 1951.
[22] M. Ruzhansky, D. Suragan, On Schatten norms of integral operators of convolution type, Russian Math. Surveys (2015), 

in press.
[23] N. Saito, Data analysis and representation on a general domain using eigenfunctions of Laplacian, Appl. Comput. Harmon. 

Anal. 25 (1) (2008) 68–97.
[24] J.L. Troutman, The logarithmic potential operator, Illinois J. Math. 11 (1967) 365–374.
[25] J.L. Troutman, The logarithmic eigenvalues of plane sets, Illinois J. Math. 13 (1969) 95–107.
[26] V.S. Vladimirov, Equations of Mathematical Physics, translated from Russian by Eugene Yankovsky, Mir, Moscow, 1984.

http://refhub.elsevier.com/S0022-247X(15)00687-3/bib414B4Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib414B4Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib414Bs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib414Bs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib42616E3830s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib42616E3830s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib42656Es1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib42656Es1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4253s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4253s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib424C4Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib424C4Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib434Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib434Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4452s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4452s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib443132s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib443132s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib474Bs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib474Bs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4865s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4865s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B616331s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B616331s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B616331s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B616333s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B616332s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B616332s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4B5331s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4C616E3636s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4C616E3636s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4C4Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4C4Cs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4C75s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib4D53s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib506Fs1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib506F31s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib506F31s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib52757A68616E736B792D5375726167616E3A554D4Es1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib52757A68616E736B792D5375726167616E3A554D4Es1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib5361s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib5361s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib54723637s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib54723639s1
http://refhub.elsevier.com/S0022-247X(15)00687-3/bib566C61s1

	Isoperimetric inequalities for the logarithmic potential operator
	1 Introduction
	2 Main results and examples
	3 Proof of Theorem 2.5
	4 Proofs of Theorem 2.1 and Theorem 2.3
	5 On the case of polygons
	References


