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## 1. Introduction

Throughout this paper, $Z$ denoes the integers, $Q$ the rational numbers, and $D$ the collection of polynomials over $Q$ having the property that $f(a) \in Z$ for every $a$ in $Z$. After first being studied by Polya [21] and Skolem [23], the domain $D$ has been the subject of several more recent papers [2-14, 16, 17]. In particular, Brizolis established in $|4|$ that $D$ is a Prüfer domain with each finitely generated ideal $I$ determined by the values at integers of the polynomials in $I$. Specifically, he showed that if $I=\left(f_{1}(t), \ldots, f_{k}(t)\right) D$, then $g(t) \in I$ if and only if $g(a) \in\left(f_{1}(a), \ldots, f_{k}(a)\right) Z$ for every $a \in Z$. In this paper we continue the study of the finitely generated ideals of $D$. While our initial efforts were directed toward answering a question of Brizolis [4] as to whether or not each finitely generated ideal of $D$ can be gnerated by two elements, in time we became interested in giving a more explicit description of finite generating sets for ideals of $D$. Our methods are constructive, and we feel that we have had some success in accomplising this goal.

Section 2 contains some basic results about the arithmetic of $D$. These results are more number-theoretic than algebraic in nature. In Sections 3 and

[^0]4, finite generating sets for ideals of $D$ are discussed and constructed. The main result is an affirmative answer to the question of Brizolis mentioned in the preceding paragraph. Section 5 contains an analysis of the sequences $\left\{a_{n}\right\}_{n=0}^{\infty}$ which are given by an ideal $I=\left(f_{1}(t), \ldots, f_{k}(t)\right)$, in the sense that $a_{n}=$ $\operatorname{gcd}\left\{f_{1}(n), \ldots, f_{k}(n)\right\}$ for each $n$. The characterization of the sequences leads to an alternate argument that each finitely generated ideal can be generated by two elements.

## 2. Basic Results

This section gives some basic properties of $D$ which are used in later sections. If $I$ is an ideal of $D$ and $a$ is an integer, then $I(a)=\{f(a) \mid f(t) \in I\}$. It follows that $I(a)$ is an ideal of integers and if $I$ is a finitely generated ideal generated by $f_{1}(t), \ldots, f_{k}(t)$, then $I(a)$ is generated by the greatest common divisor of $f_{1}(a), \ldots, f_{k}(a)$. For each positive integer $n$, let

$$
B_{n}(t)=\frac{t(t-1) \cdots(t-(n-1))}{n!}
$$

and set $B_{0}(t)=1$. For a positive integer $a, B_{n}(a)$ is the familiar binomial coefficient $\binom{a}{n}$. Polya established the following statement as the first basic result about $D$.

Theorem $2.1|21|$. The polynomials $B_{n}(t)$. for $n \geqslant 0$, form a basis for $D$ as a free abelian group.

Using the fact that $B_{n}(k)=0$ for $0 \leqslant k \leqslant n$ and $B_{n}(n)=1$, one obtains the following slightly more general property, which we occasionally use.

Theorem 2.2. Given $q_{0}, q_{1} \ldots . ., q_{n}$ in $Q$, there exist unique $r_{0}, r_{1}, \ldots . r_{n}$ in $Q$ such that $f(k)=q_{k}$ for $0 \leqslant k \leqslant n$, where $f(t)-r_{0} B_{v}(t)+\cdots+r_{n} B_{n}(t)$. Moreover, if $q_{0}, \ldots, q_{n}$ are in $Z$, then $r_{0} \ldots ., r_{n}$ are in $Z$.

The ideal-theoretic properties of $D$ are best summarized with the following theorem of Brizolis.

Theorem 2.3 [4]. D is a two-dimensional Prüfer domain.
Brizolis $\lfloor 4\rangle$ also established, for finitely generated ideals $I$ and $J$, that $I=J$ if and only if $I(a)=J(a)$ for every $a \in Z$. We provide in Proposition 2.6 an alternate proof of this result (which also uses Theorem 2.3). We remark that Proposition 2.6 shows that $I=J$ if $I(a)=J(a)$ for all except a finite number of positive integers; this form of the criterion is often more convenient to apply.

Proposition 2.4. If $F(t)$ and $G(t)$ are in $D$ and $F(a) \in(G(a)) Z$ for all except a finite number of positive integers, then $F(t) \in(G(t)) D$.

Proof. Let $\eta(t)=F(t) / G(t)=f(t) / g(t)$, where $f(t)$ and $g(t)$ are in $Z|t|$. Since $g(t)$ has only finitely many zeros, the hypothesis translates to the property $\eta(a)=f(a) / g(a)$ is an integer for all except a finite number of positive integers $a$. If $b$ is the leading coefficient of $g$, then the division algorithm in $Z[t]$ can be applied to $b^{k} f(t), g(t)$ for $k$ sufficiently large. Choose such a $k$ and write $b^{k} f(t)=g(t) q(t)+r(t)$, where $q(t), r(t)$ are in $Z[t] \quad$ and $\quad$ where either $r(t)=0 \quad$ or $\quad \operatorname{deg} r(t)<\operatorname{deg} g(t)$. Then $b^{k} \eta(t)=q(t)+\eta_{1}(t)$, where $\eta_{1}(t)=r(t) / \eta(t)$. Since $\eta_{1}(a)=b^{k} \eta(a)-q(a)$, we have $\eta_{1}(a)$ is an integer for all except a finite number of positive integers. Since either $r(t)=0$ or $\operatorname{deg} r(t)<\operatorname{deg} g(t)$, we know $\lim _{a \rightarrow \infty} \eta_{1}(a)=0$. Since $\eta_{1}(a)$ is an integer for all except a finite number of positive integers, we must have $\eta_{1}(a)=0$, and hence $r(a)=0$ for all except a finite number of positive integers. Therefore $r(t)=0$, giving $b^{k} f(t)=g(t) q(t)$ and $\eta(t)$ is in $Q|t|$. Now $\eta(a) \notin Z$ implies $b^{k}$ does not divide $q(a)$. But $q(x)$ in $Z|x|$ implies $q\left(a+r b^{k}\right) \equiv q(a)\left(\operatorname{Mod} b^{k}\right)$ for every integer $r$. Therefore if there exists one value of $a$ for which $b^{k}$ does not divide $q(a)$, then there are infinitely many. Since $\eta(a)$ is in $Z$ for all except a finite number of $a$, we must have $b^{h} \mid q(a)$ for all $a$. Therefore $\eta(t)$ is in $D$ and $F(t)$ is in $(G(t)) D$.

Proposition 2.4 is closely related to conditions considered by Gunji and McQuillan in [16|. In particular, Proposition 1 of |16| is the case of Proposition 2.4 where the hypothesis on $F(t)$ and $G(t)$ (taken to be in $Z|t|$ in [16], but this is no restriction) is that $F(a) \in(G(a)) Z$ for all but a finite number of integers. We note that the proof of Proposition 2.4 shows that its conclusion remains valid if the hypothesis is weakened to the assumption that $F(a) \in G(a) Z$ for infinitely many integers $a$.

Proposition 2.5. If I is an invertible ideal of $D$ and $f(t)$ in $D$ has the property that $f(a) \in I(a)$ for all except a finite number of positive integers. then $f(t) \in I$.

Proof. Choose $G(t)$ to be a nonzero element of $I$ and write $(G(t)) D=I J$. where $J$ is also invertible. For each $h(t)$ in $J$ and for each $a$ for which $f(a) \in I(a)$, we have $f(a) h(a) \in I(a) J(a) \subseteq(G(a)) Z$. By Proposition 2.4, $f(t) h(t) \in(G(t)) D$. Since this is true for each $h(t)$ in $J$, we have $f(t) J \subseteq I J$. Then $J$ invertible implies that $f(t) \in I$.

Proposition 2.6. If $I$ and $J$ are finitely generated ideals of $D$, then $I=J$ if and only if $I(a)=J(a)$ for all except a finite number of positive integers $a$.
(It then follows that $I(a)=J(a)$ for every integer $a$.)
Proof. Since $D$ is Prüfer, $I$ and $J$ are invertible and the result follows from Proposition 2.5.

In the sections that follow, we frequently consider the collection of integral values of a polynomial $f(t)$ in $D$. As Proposition 2.4 indicates, it is often sufficient to consider the sequence $\{f(a)\}_{a=0}^{\infty}$. On occasion we consider the residues of such a sequence modulo $p^{m}$ for some prime integer $p$. Here we establish some terminology and a basic result regarding $B_{n}(t)$. We note for a given positive integer $m$ and for $f(t)$ in $D$ that the collection of integers $J=\{x \mid f(a) \equiv f(a+x)(\operatorname{Mod} m)$ for every $a$ in $Z\}$ is an ideal of $Z$. In Proposition 5.1 we show that $J$ is nonzero; hence $J$ is generated by its least positive integer $s$. We say in this case that $f(t)$ is periodic modulo $m$ with period $s$ and we write $\pi_{m}(f)=s$. In order to restrict our considerations to nonnegative integers, we need to know that the integer $s$ is determined by the values of $f$ at positive integers. To wit, it is enough to observe that the set $J_{1}=\{x \geqslant 0 \mid f(a) \equiv f(a+x) \quad(\operatorname{Mod} m)$ for every $a \geqslant 0\}$ is the set of nonnegative multiples of $s$; this is an easy exercisc and its verification is omitted. The next two results establish the periodicity of $f(t)$ in $D$ modulo $p^{m}$. where $p$ is a prime number; periodicity modulo $k$ for each $k>1$ follows immediately from these two results.

Throughout the proof of Proposition 2.7 and in subsequent discussions we make free use of the "Pascal's Triangle" identity $B_{n}(a)=B_{n-1}(a-1)+$ $B_{n}(a-1)$ for $n>1$ and $a \geqslant 1$. We note that since $B_{n}(t)$ is a polynomial with rational coefficients, the preceding equality for infinitely many integers $a$ implies. in fact. the polynomial identity $B_{n}(t)=B_{n-1}(t-1)+B_{n}(t-1)$.

Proposition 2.7. Let $n, m$, and $p$ be positive integers with $p$ a prime. Let $v$ be the integer satisfying $p^{v} \leqslant n<p^{v+1}$. Then $\pi_{p^{m}}\left(B_{n}\right)=p^{m+r}$.

Proof. The proof (by induction) is divided into the following steps.
Step 1. $B_{n}\left(p^{m+v}\right) \equiv 0\left(\bmod p^{m}\right)$.

$$
B_{n}\left(p^{m+c}\right)=\left(\frac{p^{m+r}}{n}\right)\left(\frac{p^{m+r}-1}{1}\right) \cdots\left(\frac{p^{m+r}-(n-1)}{n-1}\right)
$$

If $\mathrm{I} \leqslant d \leqslant n-1$ and $p^{s}| | d$, then $p^{s}<n$ so $p^{s} \mid p^{m+c}$. Therefore $p^{s}| | d$ if and only if $p^{s}| |\left(p^{m+c}-d\right)$. As a result. whether or not $B_{n}\left(p^{m+c^{\prime}}\right)$ is congruent to zero modulo $p^{m}$ is determined by the factor $p^{m+r} / n$. But $p^{r} \mid n$ implies $r \leqslant l$, leaving the numerator with a factor of at least $p^{m}$. Therefore $B_{n}\left(p^{m+c}\right) \equiv 0\left(\bmod p^{m}\right)$, completing Step 1.

Step 2 (Induction setup). If $n=1$, then $v=0$ the result holds, for it is clear that $B_{1}(t)=t$ has period $p^{m}$ modulo $p^{m}$. Assume that $B_{1}, \ldots, B_{n-1}$ satisfy the conclusion of the theorem.

Step 3. $\pi_{p m}\left(B_{n}\right)=p^{t}$ for some $t$ satisfying $v+1 \leqslant t \leqslant m+n$. We first show that $B_{n}\left(a+p^{m+t^{\prime}}\right) \equiv B_{n}(a)\left(\operatorname{Mod} p^{m}\right)$ for every $a$. It then follows that $\pi_{p^{m}}\left(B_{n}\right)=p^{t}$ for some $t$, where $p^{t} \mid p^{m+t}$. Since $B_{n}(0)=B_{n}(1)=\cdots=$
$B_{n}\left(p^{v}\right)=\cdots=B_{n}(n-1)=0$ and $B_{n}(n)=1$, it follows that the period $p^{t}$ is greater than $p^{v}$. This produces the desired inequality $v+1 \leqslant t \leqslant m+n$. The congruence $B_{n}\left(a+p^{m+v}\right) \equiv B_{n}(a)\left(\operatorname{Mod} p^{m}\right)$ was established for $a=0$ in Step 1 ; the general congruence is easily established by an inductive argument (on $a$ ) using $B_{n}\left(a+p^{m+v}\right)=B_{n-1}\left((a-1)+p^{m+v}\right)+B_{n}\left((a-1)+p^{m+i}\right)$. Note that the induction step uses the assumption on $B_{n-1}$ given in Step 2. This completes Step 3.

Step 4. $\pi_{p^{m}}\left(B_{n}\right) \nmid p^{m+r^{r-1}}$, and hence $\pi_{p^{m}}\left(B_{n}\right)=p^{m+r}$. To establish this we observe that $\pi_{p m}\left(B_{n}\right) \mid p^{m+r-1}$ implies each of $B_{n}\left(p^{m+l^{\cdots 1}}\right)$, $B_{n}\left(p^{m+n-1}+1\right), \ldots, B_{n}\left(p^{m+l^{-1}}+(n-1)\right)$ is congruent to zero modulo $p^{m}$ since $B_{n}(0)=B_{n}(1)=\cdots=B_{n}(n-1)=0$. These, in turn, produce the following $n$ congruences:

$$
\begin{gather*}
B_{n-1}\left(p^{m+v-1}-1\right)+B_{n}\left(p^{m+c-1}-1\right) \equiv B_{n}\left(p^{m+c-1}\right) \equiv 0 \quad\left(\bmod p^{m}\right) \\
B_{n-1}\left(p^{m+v-1}\right)+B_{n}\left(p^{m+r-1}\right) \equiv B_{n}\left(p^{m+v-1}+1\right) \equiv 0 \quad\left(\bmod p^{m}\right) \\
\vdots  \tag{m}\\
\vdots \\
B_{n-1}\left(p^{m+c-1}+(n-2)\right)+B_{n}\left(p^{m+c-1}+(n-2)\right) \equiv B_{n}\left(p^{m+r-1}+(n-1)\right) \equiv 0
\end{gather*}
$$

It then follows that $B_{n-1}\left(p^{m+v^{-1}}\right), B_{n-1}\left(p^{m+r-1}+1\right) \ldots . B_{n-1}\left(p^{m+r-1}+\right.$ $(n-2)$ ) are also all congruent to zero modulo $p^{m}$. Continuing this argument after $n-p^{v}$ steps we get $B_{p r}\left(p^{m+v-1}\right) \equiv 0\left(\operatorname{Mod} p^{m}\right)$. But $B_{p r}\left(p^{m+r-1}\right)=$ $\left(\begin{array}{c}p_{p r}^{m+1}-1\end{array}\right)$, which is known to be exactly divisible by $p^{m-1}$ [19, p. 78]. This contradiction completes Step 4.

THEOREM 2.8. If $f(t)=a_{0}+a_{1} B_{1}(t)+\cdots+a_{n} B_{n}(t)$, where each $a_{i}$ is an integer (hence $f(t) \in D)$, then $\pi_{p m}(f)=p^{k}$ for some $k \leqslant n+m$.

Proof. Since $\pi_{p m}\left(B_{i}\right) \mid p^{n+m}$ for all $i \leqslant n$ by Proposition 2.7, this result easily follows; the congruence $f\left(a+p^{n+m}\right) \equiv f(a)$ (Mod $p^{m}$ ) holds for every integer $a$ because it holds for each $B_{i}$.

Giving two examples of these last two results, we have $\pi_{+}\left(B_{7}\right)=2^{4}=16$. Starting with $B_{7}(0)$ the sequence of residues modulo 4 is $0,0,0,0,0,0,0,1$, $0,0,0,2,0,0,0,3, \ldots$ with the given portion repeating. If $f(t)=B_{1}(t)+$ $2 B_{3}(t)=t+[t(t-1)(t-2) / 3]$, then $\pi_{4}(f)=2^{2}=4$. with the sequence of residues being $0,1,2,1,0,1,2,1, \ldots$.

## 3. The Case $I \cap Z \neq(0)$.

A commutative unitary ring $R$ is said to have the $n$-generator property if each invertible ideal of $R$ admits a generating set of $n$ elements. For a Prüfer
domain $R$, the $n$-generator property is equivalent to the condition that each finitely generated ideal of $R$ can be generated by $n$ elements. For many years the question of whether each Prüfer domain has the two-generator property was open. In the positive direction, Heitmann in $|18|$ proved that a $d$ dimensional Prüfer domain has the $(d+1)$-generator property, but Schülting in [22] gave an example of a two-dimensional Prüfer domain that does not have the two-generator property. Brizolis in [4] raises the question of whether the domain $D$ of integer-valued polynomials has the two-generator property. Since $D$ is two-dimensional. Heitmann's result implies that $D$ has the three-generator property. In the next section we prove that $D$ has the twogenerator property. The argument involves a reduction to the case where $I \cap Z=n Z \neq(0)$. We treat this special case separately in this section. The sequence of arguments follows the progression of $n$ being first a prime, then a power of a prime, and finally, an arbitrary $n \neq 0$.

Theorem 3.1. Each finitely generated ideal of $D$ containing a prime integer $p$ is generated by two elements. one of which can be taken to be $p$. Equivalently, $D / p D$ is a Bezout ring for each prime integer $p$.

Proof. It suffices to show that for $f$ and $g$ in $D$, the ideal $I=(p, f . g)$ is of the form ( $p, h$ ) for some $h$ in $D$. We consider two cases:

Case $1: p=2$. We set $J=\left(2, f^{2}+f g+g^{2}\right)$ and show that $I=J$ by showing that $I(a)=J(a)$ for each $a$ in $Z$. There are three subcases to consider. If $2 \mid f(a)$ and $2 \mid g(a)$, then $I(a)=J(a)=(2)$. If 2 divides one of $f(a)$ or $g(a)$ and not the other, then $I(a)=J(a)=(1)$. If 2 divides neither $f(a)$ nor $g(a)$, then $f(a) \equiv g(a) \equiv 1 \quad(\operatorname{Mod} 2)$ and hence $f^{2}(a)+$ $f(a) g(a)+g^{2}(a) \equiv 1 \quad(\operatorname{Mod} 2)$, which yields $I(a)=J(a)=(1)$. Therefore, $f^{2}+f g+g^{2}$ is an acceptable choice for $h$ when $p=2$.

Case 2: $p>2$. In this case we show for $h=f^{p-1}+g^{p-1}$ and $J=(p, h)$ that $I(a)=J(a)$ for every $a$ in $Z$. As in the first case, $I(a)=J(a)=(p)$ if $p$ divides both $f(a)$ and $g(a)$. If $p$ does not divide at least one of the two, we have $f^{n-1}(a)+g^{p-1}(a) \equiv 1$ or $2(\operatorname{Mod} p)$. Since $p \neq 2$, it follows that $J(a)=(1)=I(a)$.

We remark that the two cases given in this argument can be combined by observing that for any prime $p, G F(p)[X, Y]$ contains a polynomial $h(X, Y)$ with only the origin as a zero in $G F(p) \times G F(p)$. The same result holds over any finite field $G F\left(p^{n}\right)$. For $p=2$, the polynomial $X^{p^{\prime\left(\Gamma^{n}-1\right)}}+$ $(X Y)^{p^{n-1}}+Y^{p\left(p^{n}-1\right)}$ works, while $X^{p^{n-1}}+Y^{p^{n-1}}$ works for $p>2$.

Lemma 3.2. Assume that $p$ is a prime integer and $s$ is a positive integer. There exists an element $H(t)$ in $D$ such that $H(b) \equiv 0(\operatorname{Mod} p)$ if $p^{s}| | b$ while $H(b) \equiv 0(\operatorname{Mod} p)$ if $p^{s+1} \mid b$.

Proof. First we consider $B_{p s}(t)$. If $p^{s}| | b$ and if $b=p^{s} c$, then

$$
B_{p s}(b)=\left(\frac{p^{s} c}{p^{s}}\right)\left(\frac{p^{s} c-1}{1}\right) \cdots\left(\frac{p^{s} c-\left(p^{s}-1\right)}{p^{s}-1}\right)
$$

and from this representation we see that the exact power of $p$ that divides the denominator term $d$, for $1 \leqslant d \leqslant p^{s}-1$, is the same as the exact power $p$ that divides the numerator term $p^{s} c-d$. Since $p \nmid c$, it follows that $B_{p s}(b) \neq 0$ $(\operatorname{Mod} p)$ in this case. Similar reasoning shows that if $p^{s+1} \mid b$, then $B_{p s}(b) \equiv 0$ $(\operatorname{Mod} p)$. An $H(t)$ satisfying the conclusion of Lemma 3.2 can be taken to be $H(t)=\left[B_{p s}(t)-1\right]\left[B_{p s}(t)-2\right] \cdots\left[B_{p s}(t)-(p-1)\right]$.

Theorem 3.3. If $I$ is a finitely generated ideal of $D$ such that $I \cap Z=p^{k} Z$, where $p$ is a prime and $k \geqslant 1$, then I can be generated by two elements, one of which can be taken to be $p^{k}$.

Proof. We use induction on $k$, the case $k=1$ being covered in Theorem 3.1. Assume the result for $k \leqslant s$ and let $I$ be a finitely generated ideal such that $I \cap Z=p^{s+1} Z$. Set $B=p D+I$. Since $D$ is a Prüfer domain, we have $I=B(I: B)$, where $I: B=B^{-1} I=I:(p)$; thus, $I: B$ is a finitely generated ideal and it contains $p^{s}$, but not $p^{s-1}$. Now $B$ is a finitely generated ideal which contains $p$, so the induction hypothesis applied to $I: B$ and $B$ yields $f$ and $g$ in $D$ such that $B=(p, g)$ and $I: B=\left(p^{s}, f\right)$. We choose an element $H(t)$ of $D$ as in Lemma 3.2 and observe that $H(f(t))$ is also in $D$. (In fact, the definition of $D$ implies that $D$ is closed under composition of functions.) We now set $h(t)=p f(t)+g^{2}(t) f(t)+p^{s} g(t) H(f(t))$ and $C=\left(p^{s+1}, h\right) . \quad I=B(I: B)=(p, g)\left(p^{s}, f\right)=\left(p^{s+1}, p^{s} g, g, p f, f g\right)$. We prove that $I=C$ by showing that $I(a)=C(a)$ for each $a$ in $Z$. The following chart indicates the various cases to be considered. It is routine to verify, using the properties of $H(t)$, that the indicated common value of $I(a)$ and $C(a)$ is obtained.

Case $\quad I(a)$ and $C(a)$
$p \nmid g(a)$ and $p \nmid f(a)$
$p \nmid g(a)$ and $p^{v}| | f(a), v<s$
$p \nmid g(a)$ and $p^{s}| | f(a)$
$p \nmid g(a)$ and $p^{s+1}| | f(a)$
$p \nmid g(a)$ and $p^{v} \mid f(a), v>s+1$
$p \mid g(a)$ and $p \mid f(a)$
$p \mid g(a)$ and $p^{v}| | f(a), v<s$
$p \mid g(a)$ and $p^{s}| | f(a)$
$p \mid g(a)$ and $p^{s+1}| | f(a)$
$p \mid g(a)$ and $p^{v} \mid f(a), v>s$
$\left(p^{s+1}\right)$
$\left(p^{s+1}\right)$
$\left(p^{s+1}\right)$
( $p^{s+1}$ )

It is helpful to keep in mind in computing $I(a)$ that $I(a)=B(a) \cdot(I: B)(a)$ since the two terms in the factorization are more easily computed. Thus, $I$ is generated by two elements, one of which is $p^{s+1}$.

To complete the general case $I \cap Z=n Z \neq(0)$, we need the following result, which is valid for any commutative ring. We include its brief proof for the sake of completeness.

Lemma 3.4. Assume that $A=\left(a, f_{1}, \ldots, f_{n}\right)$ and $B=\left(b, g_{1}, \ldots, g_{n}\right)$ are ideals of the commutative ring $R$ with identity, where $(a, b)=R$. Then $A B$ can be generated by $n+1$ elements, one of which can be chosen to be $a b$.

Proof. Choose $r$ and $s$ in $R$ such that $a r+b s=1$ and set $C=\left(a b, a r g_{1}+\right.$ $b s f_{1}, \ldots, a r g_{n}+b s f_{n}$ ). We shown that $C=A B$; the inclusion $C \subseteq A B$ is clear. For the reverse inclusion, we note that for each $i$ we have

$$
\begin{aligned}
a g_{i} & =a\left(a r g_{i}+b s f_{i}\right)+\left(g_{i}-f_{i}\right) s a b \\
b f_{i} & =b\left(a r g_{i}+b s f_{i}\right)+\left(f_{i}-g_{i}\right) r a b \\
f_{i} g_{j} & =r f_{i} a g_{j}+s g_{j} b f_{i}
\end{aligned}
$$

Now $A B$ is generated by elements of the form $a b, a g_{j}, b f_{j}, f_{i} g_{j}$. Those of the first three types are in $C$ by the first two equations. Knowing that $a g_{j}$ and $b f_{i}$ are in $C$ implies that $f_{i} g_{j}$ is in $C$ by the third equation.

Theorem 3.5. If $I$ is a finitely generated ideal of $D$ such that $I \cap Z=$ $n Z \neq(0)$, then $n$ can be chosen as one of a set of two generators for $I$.

Proof. Assume that $n$ has $r$ distinct prime factors. We use induction on $r$. The case $r=0$ is trivial, and Theorem 3.3 established the case $r=1$. We assume the result for $1 \leqslant r \leqslant t$ and consider $n=p_{1}^{e_{1}} \cdots p_{t+1}^{e_{t+1}}$. Let $B=I+\left(p_{t+1}^{e_{t+1}}\right)$ and write $I=B C$, where $C=I: B=I:\left(p_{t+1}^{e_{t+1}}\right)$. It follows that $C \cap Z=p_{1}^{e_{1}} \cdots p_{t}^{e_{t}} Z$ and $B \cap Z=p_{t+1}^{e_{t+1}} Z$. By the induction hypothesis, there exist $f$ and $g$ in $D$ such that $B=\left(p_{t+1}^{e_{t+1}}, f\right)$ and $C=\left(p_{1}^{e_{1}} \cdots p_{t}^{e_{t}}, g\right)$. Lemma 3.4 shows that $I=B C=(n, h)$, where

$$
h=r p_{t+1}^{e_{t}-1} g+s p_{1}^{e_{1}} \cdots p_{t}^{e_{t}} f
$$

with $r$ and $s$ being integers such that $r p_{t+1}^{e_{t+1}}+s p_{1}^{e_{1}} \cdots p_{t}^{e_{t}}=1$.
One comment on the results of this section is appropriate at this point. Theorem 3.1 establishes that $D / p D$ is a Bezout domain. This fact follows immediately from the primary result stated in Theorem 3.1 since the finitely generated proper ideals of $D / p D$ are of the form $I / p D$, where $I$ is a finitely generated ideal of $D$ for which $I \cap Z=p Z$. Hence, by the argument given in Theorem 3.1, $I=(p, f)$ for some $f$ in $D$. In the general case, however, for a proper ideal $I / n D$ of $D / n D$, it only follows that $I \cap Z$ contains $n Z$.

Theorem 3.5 gives $n$ to be one of two generators of $I$ only for the case $I \cap Z=n Z$. It is true, however, that $D / n D$ is Bezout, a result which is established in Section 5 of this paper. To illustrate this remark with an example, consider the ideal $I=(2, t, t(t-I) / 2)$. We have shown that this ideal can be generated by two elements, one of which can be chosen to be 2 . In fact. our arguments are constructive and yield $I=\left(2, t^{2}+t^{2}(t-1) / 2+\right.$ $\left.t^{2}(t-1)^{2} / 4\right)$. We note that $I(a)=(2)$ if $a \equiv 0(\operatorname{Mod} 4)$ and $I(a)=(1)$ if $a \equiv 1,2$, or 3 (Mod 4). In considering the ideal $I / 4 D$ in $D / 4 D$, however, our techniques yield no element $f$ such that $I=(4 . f)$. Results of Section 5 will show that, in fact. $I=\left(4,\left|B_{2}(t)\right|^{2}+\left|B_{2}(t+1)\right|^{2}+\left|B_{2}(t+2)\right|^{2}\right)$.

## 4. The Case $I \cap Z=(0)$.

In the first part of this section, we extend Theorem 3.5 to the case where $I$ is a finitely generated ideal of $D$ with $I \cap Z=(0)$. Following the primary result that such ideals are generated by two elements, we give some additional observations on ideals of this type.

Theorem 4.1. If $I$ is a finitely generated ideal of $D$ with $I \cap Z=(0)$. then I can be generated by two elements.

Proof. Assume that $I \neq(0)$. Then $I \cap Z=(0)$ implies that $I Q[t]$ is a proper ideal of the principal ideal domain $Q[t]$. Therefore there exists a nonzero element $f(t)$ of $I \cap Z[t]$ such that $I Q[t]=f(t) Q[t]$. Since $D$ is a Prüfer domain, $(f(t)) D=I B$ for some finitely generated ideal $B$ of $D$. We have $(f(t)) Q[t]=(I Q[t])(B Q[t])=(f(t) Q[t])(B Q[t])$, so $\quad B Q[t]=Q[t]$, which implies $B \cap Z \neq(0)$. Therefore $B$, and $B^{-1}$, can be generated by two elements by Theorem 3.5. It follows that $I=(f(t)) B^{-1}$ can be generated by two elements.

We now combine Theorems 3.5 and 4.1 for the general statement.
Theorem 4.2. The Prüfer domain D has the two-generator property.
The next result involves taking a closer look at the proof of Theorem 4.1. resulting in a more explicit description of the form the two generators take for various ideals.

Proposition 4.3. If $I=(n, f(t))$, where $n \neq 0$ and $f(t) \in D$, then there exists $g(t) \in D$ such that $I^{-1}=(1, g(t) / n)$. If $J$ is a finitely generated ideal with $J \cap Z=(0)$, then there exist $f(t)$ and $g(t)$ in $D$ and $n \neq 0$ in $Z$ such that $J=(f(t), f(t) g(t) / n)$.

Proof. The second statement follows from the argument given in Theorem 4.1 and the first statement since $J=(f(t)) I^{-1}$, where $f(t) \in D$ and $I$
is an ideal with $I \cap R \neq(0)$. To prove the first statement, let $B$ be the ideal of $D$ such that $(n) D=I B$. Then $B$ is finitely generated with $n \in B$; in fact, $B=n I^{-1}$. We know $B=(n, g(t))$ for some $g(t)$ in $D$, from which it follows that $I^{-1}=(1, g(t) / n)$.

The remaining results of this section address several questions concerning the ideals of $Z, D$, and $Q[t]$ and their various extensions and contractions. We first mention a simple example that illustrates some of the results. We know from elementary number theory that $t\left(\left(t^{p-1}-1\right) / p\right)$ is in $D$. where $p$ is a prime number. Observing that $\left(t^{r-1}-1\right) / p$ is in $Q[t]$ but not in $D$, we see that $t D \subseteq t Q[t] \cap D$ and that $t D$ is not a prime ideal of $D$ (invertible prime ideals of Prüfer domains are maximal [15, p. 289]). Since $\left(t, t\left(t^{p-1}-1\right) / p\right) D \subseteq t Q[t \mid \cap D$. we see that $t Q[t] \cap D$ properly contains an infinite set of distinct ideals, each of which exends to $t Q|t|$. That this situation always occurs and that, in fact, the ideal $t Q|t| \cap D$ is not finitely generated is given in the next result.

Proposition 4.4. If $f(t) \in D$ with $(f(t)) D \cap Z=(0)$ (that is, $f(t)$ is not a constant polynomial), then $(f(t)) D$ is properly contained in the ideal $I=f(t) Q[t \mid \cap D$. Moreover, $I$ is not finitely generated.

Proof. Obviously, the result is established if we show that $I$ is not finitely generated. If $I$ is finitely generated, there exist $n \neq 0$ such that $n I \subseteq(f(t)) D$ (see, for example, the proof of Theorem 4.1). In particular, this says that if $R(t) \in Q|t|$ is such that $f(t) R(t)$ is in $D$, then $n f(t) R(t)=f(t) h(t)$ for some $h(t)$ in $D$. It then follows that $n R(t)=h(t)$ is in $D$. We exhibit an $R(t)$ which contradicts this. We know that the congruence $f(t) \equiv 0(\operatorname{Mod} p)$ has a solution for infinitely many primes $p$. Choose a prime $p$ such that $p>n$ and $p \mid f(a)$ for some $a$ in $Z$. Consider $B_{p}(f(t))$, which is in $D$ since $D$ is closed under composition. Then $B_{p}(f(t))=f(t)[(f(t)-1) \cdots(f(t)-p+1) / p!\mid$, so if $R(t)$ is the second factor in this product, we have $B_{p}(f(t))=f(t) R(t)$ is in $f(t) Q[t] \cap D=I$. On the other hand, $n R(t)$ is not in $D$ since $n R(a)$ is not in $Z$ because $p \nmid n$ and $p \nmid(f(a)-d)$ for any $d, 1 \leqslant d \leqslant p-1$.

In the same spirit we note that for any prime integer $p$. we have $t\left(t^{p-1}-1\right)$ is in $p D$ since $t\left(t^{p-1}-1\right) / p$ is in $D$. Neither $t$ nor $t^{p-1}-1$ is in $p D$ so $p D$ is not a prime ideal. Of course, we already knew this since it is not maximal in the Prüfer domain $D$. However, $p D$ is a radical ideal of $D$, a fact we observe in the more general context of Proposition 4.5.

Proposition 4.5. if $I$ is a finitely generated ideal of $D$ and if $I(a)$ is a radical ideal of $Z$ for each a in $Z$. then $I$ is a radical ideal of $D$.

Proof. Suppose $f(t)$ is in $D$ with $f^{k}(t)$ in $I$ for some positive integer $k$. Then $f^{k}(a)$ is in $I(a)$ for each $a$ in $Z$. Since $I(a)$ is assumed to be a radical ideal of $Z$, we have $f(a) \in I(a)$ for each $a$ in $Z$. This implies that $f(t) \in I$.

Proposition 4.6. If $I$ is a finitely generated ideal of $D$ such that $I \cap Z$ is a nonzero radical ideal of $Z$, then $I$ is a radical ideal of $D$.

Proof. We know by the assumption $I \cap Z$ is a nonzero radical ideal of $Z$ that $I$ contains a square-free positive integer $n$. Therefore $n \in I(a)$ for every $a$, and hence $I(a)$ is a radical ideal for each $a$. By Proposition $4.5, I$ is a radical ideal of $D$.

Theorem 4.7. For an integer $n>1, D / n D$ is von Neumann regular if and only if $n$ is square-free.

Proof. If $n$ is not square-free, then $n D \cap Z=n Z$ is not a radical ideal of $Z$. It follows that $D / n D$ is not reduced, and hence $D / n D$ is not von Neumann regular. If $n$ is square-free, then $I \cap Z$ is a radical ideal of $Z$ for each finitely generated ideal $I$ containing $n D$. Thus each finitely generated ideal of $D / n D$ is a radical ideal, and $D / n D$ is von Neumann regular [1, p. 46: 15, p. 111].

## 5. The Ideals $I(a)$

In this section we study the sequence of ideals $I(a), a=0,1,2, \ldots$, obtained from a finitely generated ideal $I$ of $D$ for which $I \cap Z \neq(0)$. In the course of characterizing these sequences, we obtain a proof, different from the one given in Section 3, that each ideal of this type is generated by two elements. The stronger result mentioned earlier, that $D / n D$ is Bezout, is obtained in Theorem 5.6.

Section 2 contains some results concerning the periodicity of the sequences $f(a)$ modulo a power of a prime. Our first results in this section continue that development.

Proposition 5.1. Assume that $n$ is a positive integer with prime factorization $p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$. If $f(t) \in D$, then $f$ is periodic modulo $n$ and $\pi_{n}(f)$ is a positive integer of the form $p_{1}^{h_{1}} \cdots p_{k}^{h_{k}}$, where $h_{i} \geqslant 0$ for each $i$.

Proof. Theorem 2.8 states that there exists $h_{i} \geqslant 0$ such that $\pi_{p_{i}^{e r}}(f)=p_{i}^{h_{1}}$ for each $i$. Since $f\left(a+p_{1}^{h_{1}} \cdots p_{k}^{h_{k}}\right) \equiv f(a)\left(\operatorname{Mod} p_{i}^{i_{i}}\right)$ for each $i$, it follows that $f\left(a+p_{1}^{h_{1}} \cdots p_{k}^{h_{k}}\right) \equiv f(a)(\operatorname{Mod} n)$. On the other hand, if $\pi_{n}(f)=m$, then $f(a+m) \equiv f(a)(\operatorname{Mod} n)$ for each $a$, which implies that $f(a+m) \equiv f(a)$ $\left(\operatorname{Mod} p_{i}^{e_{i}}\right)$ for each $i$. Since $\pi_{p_{i}(f)}(f) p_{i}^{h_{i}}$, it follows that $p_{i}^{h_{i}} \mid m$ for each $i$. Therefore $\pi_{n}(f)=p_{1}^{h_{1}} \cdots p_{k}^{h_{k}}$. Specifically, the above argument shows that $\pi_{r s}(f)=\pi_{r}(f) \pi_{s}(f)$ whenever $(r, s)=1$.

Proposition 5.2. If $I$ is a finitely generated ideal of $D$ and $n \geqslant 1$, then the sequence $\{I(a)+n Z\}_{a=0}^{\infty}$ of ideals of $Z$ is periodic with period of the form $p_{1}^{n_{1}} \cdots p_{k}^{h_{k}}$, where $n=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$ is the prime factorization of $n$.

Proof. Let $I=\left(f_{1}, \ldots, f_{m}\right)$. By Proposition 5.1, each $f_{i}$ is periodic modulo $n$ and $\pi_{n}\left(f_{i}\right)$ is of the form $p_{1}^{g_{1}} \cdots p_{k}^{g_{k}}$. But $f_{i}(a) \equiv f_{i}(b)(\operatorname{Mod} n)$ implies $\left(n, f_{i}(a)\right)=\left(n, f_{i}(b)\right)$. Taking $u$ to be the least common multiple of the $\pi_{n}\left(f_{j}\right)$, $1 \leqslant j \leqslant m$, we have $u$ is of the form $p_{1}^{r_{1}} \cdots p_{k}^{r_{k}}$. Moreover, for any $x$, $f_{i}(a+u x) \equiv f_{i}(a) \quad(\operatorname{Mod} n), \quad$ for $\quad 1 \leqslant i \leqslant m, \quad$ implies $\quad\left(f_{1}(a), \ldots, f_{m}(a), n\right)=$ $\left(f_{1}(a+u x), \ldots, f_{n}(a+u x), n\right)$. Since $I(a)+n Z=\left(f_{1}(a), \ldots, f_{m}(a), n\right)$ for every $a$, we have $I(a)+n Z=I(a+u x)+n Z$ for every $a$ and every $x$. Thus $\{I(a)+n Z\}_{a-0}^{\infty}$ is periodic with period a divisor of $u$. Any divisor of $u$ must be of the form required in the statement of the result.

We observe at this point that $n \in I$ in the above gives $I(a)+n Z=I(a)$. Looking at the same example given at the end of Section 3, $I=(4, t, t(t-1) / 2)$, we have $I(a)=(2)$ if $a \equiv 0(\operatorname{Mod} 4)$ and $I(a)=(1)$ if $a \equiv 1,2$, or $3(\operatorname{Mod} 4)$. The problem of producing a single $f(t) \in D$ such that $I=(4, f(t))$ reduces to that of producing a polynomial $f(t)$ in $D$ such that $f(i) \equiv a_{i}(\operatorname{Mod} 4)$, where $\left\{a_{i}\right\}$ represents the sequence $2,1,1,1,2,1,1,1, \ldots$. Such an $f$ will yield the desired result since, as in the above argument, $(4 . f(i))=\left(4, a_{i}\right)=\left(a_{i}\right)$ for every $i$. Hence $(4, f(t))(a)=I(a)$ for every $a \geqslant 0$ and it follows that $(4, f(t))=I$. The polynomial $4+B_{3}^{2}(t)+$ $B_{3}^{2}(t+1)+B_{3}^{2}(t+2)$ is such an element of $D$. The next two results show for sequences of the form $\{I(a)+n Z\}_{a=0}^{\infty}$ how to construct such a function. We first consider the case $n=p^{m}$.

Proposition 5.3. Let $\left\{a_{i}\right\}_{i=0}^{\alpha}$ be a sequence whose residues modulo $p^{m}$ are periodic with period $p^{k}$. There exists $f(t)$ in $D$ such that $f(i) \equiv a_{i}$ $\left(\operatorname{Mod} p^{m}\right)$ for every' $i \geqslant 0$.

Proof. We let $\varepsilon_{j}=\left\{\varepsilon_{j i}\right\}_{i=0}^{\alpha}$ denote the unique periodic sequence with period $p^{k}$ which has all of its first $p^{k}$ values zero except for the $j$ th value, which is 1 . For example,

$$
\begin{aligned}
\varepsilon_{0} & =\{[1,0,0, \ldots, 0],[1,0,0, \ldots, 0 \mid \ldots\} \\
\varepsilon_{1} & =\{[0.1,0, \ldots, 0], \mid 0,1,0, \ldots, 0], \ldots\} \\
\vdots & \\
\varepsilon_{p^{k}-1} & =\{\mid 0,0, \ldots, 1],\{0,0, \ldots, 1 \mid \ldots\} .
\end{aligned}
$$

The [ \| are used to emphasize the repeating blocks of $p^{k}$ numbers. If we construct $F_{j}(t)$ in $D$ such that $F_{j}(i) \equiv \varepsilon_{j i}\left(\operatorname{Mod} p^{m}\right)$ for each $i$ and $j$, then it is clear that $f(t)=a_{0} F_{0}(t)+\cdots+a_{p^{k}-1} F_{p^{k}-1}(t)$ will satisfy the conclusion of Proposition 5.3. Moreover, if $F_{p^{k}-1}(t)$ has been constructed, then we can take $F_{p^{k}-a}(t)$ to be $F_{p^{k-1}}(t+a-1)$. Since $D$ is closed under composition, $F_{p^{k}-\mathrm{a}}$ is in $D$. We have thus reduced the problem to constructing $F(t)$ in $D$ such that $F(i) \equiv 0\left(\operatorname{Mod} p^{m}\right)$ for $0 \leqslant i<p^{k}-1, F\left(p^{k}-1\right) \equiv 1\left(\operatorname{Mod} p^{m}\right)$, and $F(a)$ periodic modulo $p^{m}$ with period $p^{k}$. We claim that $F(t)=\left[B_{p^{k}-1}(t)\right]^{p^{m-4}(p-1)}$
is such a function. The significance of the exponent $u=p^{m-1}(p-1)$ is that $W^{\prime}=1$ for each unit $W$ in $Z /\left(p^{m}\right)$ and $W^{\prime}=0$ for each nonunit $W$ in $Z /\left(p^{m}\right)$. By Proposition 2.7. $\pi_{p}\left(B_{p^{k}-1}\right)=p^{k}$ so $B_{p^{k}-1}(a) \equiv B_{p^{k-1}}(b)(\operatorname{Mod} p)$ whenever $a \equiv b\left(\operatorname{Mod} p^{k}\right)$. Since $B_{p^{k}-1}(i)=0$ for $0 \leqslant i<p^{k}-1$ and since $B_{p^{k}-1}\left(p^{k}-1\right)=1$, it follows that $B_{p^{k}-1}(a)$ is a nonunit of $Z /\left(p^{m}\right)$ for $a \equiv 0,1, \ldots, p^{k}-2\left(\operatorname{Mod} p^{k}\right)$ and $B_{p^{k}-1}(a)$ is a unit of $Z /\left(p^{m}\right)$ for $a \equiv p^{k}-1$ $\left(\operatorname{Mod} p^{k}\right)$. Therefore, $F(a) \equiv 0\left(\operatorname{Mod} p^{m}\right)$ if $a \equiv 0,1 \ldots, p^{k}-2\left(\operatorname{Mod} p^{k}\right)$ and $F(a) \equiv 1\left(\operatorname{Mod} p^{m}\right)$ if $a \equiv p^{k}-1\left(\operatorname{Mod} p^{k}\right)$. Thus, $F$ has the properties needed to construct the desired $f$ as outlined at the beginning of the proof.

In reviewing the example initially given at the end of Section 3 and mentioned again immediately before Proposition 5.3, one can see an example of the construction technique used in the proof of Proposition 5.3.

Proposition 5.4. Assume $n>1$ is an integer with prime factorization $n=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$. Let $\left\{a_{i}\right\}_{i=0}^{s}$ be a sequence of integers such that modulo $p_{\prime_{1}^{\prime,}}$, the sequence $\left\{a_{i}\right\}_{i=0}^{x_{0}}$ is periodic with period a power of $p_{i}$ for each $j$ between 1 and $k$. Then there exists an $f(t)$ in $D$ such that $f(i) \equiv a_{i}(\operatorname{Mod} n)$ for each $i \geqslant 0$.

Proof. For $1 \leqslant j \leqslant k$, let $s_{j}=n / p_{j}^{e_{i}}$. Then $\left(s_{1}, \ldots, s_{k}\right)=1$ and there exist integers $u_{1}, \ldots, u_{k}$ so that $u_{1} s_{1}+\cdots+u_{k} s_{k}=1$. By Proposition 5.3. there exist $f_{1}, \ldots . f_{k}$ in $D$ such that $f_{j}(i) \equiv a_{i}\left(\operatorname{Mod} p_{j}^{e}\right)$ for each $i \geqslant 0$ and $1 \leqslant j \leqslant k$. Let $f=\sum_{j=1}^{k} u_{j} s_{j} f_{j}$. We show that $f$ satisfies the required conditions. For a given $r$ between 1 and $k, p_{r}^{e_{r}}$ divides each $s_{j}$ except $s_{r}$. Hence for each $r$ between I and $k, f(i)=\sum_{j=1}^{k} u_{j} s_{j} f_{j}(i) \equiv u_{r} s_{r} f_{r}(i) \equiv u_{r} s_{r} a_{i}\left(\operatorname{Mod} p^{e_{r}}\right)$. Thus, $f(i)-a_{i} \equiv$ $a_{i}\left(u_{r} s_{r}-1\right) \equiv a_{i}\left(-\sum_{j \neq r} u_{i} s_{j}\right) \equiv 0\left(\operatorname{Mod} p_{r}^{e_{r}}\right)$. It follows that $f(i)-a_{i} \equiv 0$ $(\operatorname{Mod} n)$ for each $i \geqslant 0$, which completes the proof.

Before summarizing the results of this section with a theorem characterizing ideal sequences $\{I(a)\}_{a=0}^{\infty}$ we introduce some terminology. If $\left\{C_{i}\right\}_{i-n}^{\alpha}$ is a sequence of ideals of $Z$, then we say the sequence is periodic modulo m of period $k$ if the sequence of ideals $\left\{\phi\left(C_{i}\right)\right\}_{i=0}^{x}$ is periodic of period $k$ in $Z / m Z$, where $\phi$ denotes the canonical homomorphism from $Z$ to $Z / m Z$. An equivalent form of the definition is to say that the sequence $\left\{C_{i}+m Z\right\}_{i=0}$ is a periodic sequence of ideals in $Z$ of period $k$. One must be careful in considering the period of a sequence of ideals modulo $m$ not to confuse the periodicity with that of the original generators before passing to $Z / m Z$. We give the following example, pointing out its relationship to the problem being considered here. Let $\left\{A_{i}\right\}$ be the sequence of ideals in $Z$ given by $6 Z, Z, 2 Z$, $3 Z, 2 Z, Z, \ldots$, periodic with the indicated period six. This sequence is also periodic modulo 3 and modulo 2 as follows:

Modulo 3: looking at $A_{i}+3 Z$, we have the sequence $3 Z, Z, Z, 3 Z, Z$. $Z, \ldots$ of period 3. Notice that the original generators of the $A_{i}$, when reduced modulo 3 , produce a periodic sequence, but not of period 3 .

Modulo 2: looking at $A_{i}+2 Z$ we have the sequence $2 Z . Z, 2 Z, Z, \ldots$ of period 2. We note that the original sequence $A_{i}$ is given by $A_{i}=I(i)$. where $I=\left(6, t^{2}\right)$. A characterization of the sequences $\{I(a)\}_{a=0}^{\infty}$, for $I$ a finitely generated ideal of $D$ for which $I \cap Z \neq(0)$, is contained in the next result.

Theorem 5.5. Assume that $n$ is a positive integer with prime factorization $n=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$.
(1) If $\left\{A_{i}\right\}_{i=0}^{\infty}$ is a sequence of ideals of $Z$ such that $\bigcap_{i=0}^{\times} A_{i} \supseteq n Z$ and if for each $j$ between 1 and $k$, the sequence $\left\{A_{i}\right\}_{i=0}^{\infty}$ is periodic modulo $p_{j}^{e}$ of period a power of $p_{j}$, then $\left\{A_{i}\right\}_{i=0}^{\infty}$ is of the form $\{I(i)\}_{i=0}^{\infty}$ for some finitely, generated ideal I of $D$ containing $n$. Moreover, I is of the form $(n, h(t))$ for some $h(t)$ in $D$.
(2) Conversely, if $J$ is a finitely generated ideal of $D$ such that $J \cap Z \supseteq n Z$, then the sequence $\{J(i)\}_{i=0}^{\infty}$ is periodic modulo $p_{j}^{e_{j}}$ with period a power of $p_{j}$ for each $j$ between 1 and $k$.

Proof. For each $j$, let $B_{j i}=A_{i}+p_{j}^{e} Z$ and let $B_{j i}=b_{j i} Z$ with $b_{j i}>0$. Then for each $j$, our assumption is that the sequence $\left\{b_{j i}\right\}_{i=0}^{\infty}$ is periodic modulo $p_{j}^{e_{j}}$ with period a power of $p_{j}$. By Proposition 5.3, there exist $f_{j}(t)$ in $D$ such that $f_{j}(i) \equiv b_{j i}\left(\operatorname{Mod} p_{j}^{e_{j}}\right)$. This implies that $\left(p_{j}^{e_{j}}, f_{j}(i)\right)=b_{j i}$ for each $i$. In other words, the ideal $I_{j}=\left(p_{j}^{e_{i}}, f_{j}(t)\right)$ produces the sequence of ideals $B_{i j}$. Letting $I=I_{1} \cdots I_{k}$, we first observe that $I(i)=I_{1}(i) I_{2}(i) \cdots I_{k}(i)=$ $B_{1 i} B_{2 i} \cdots B_{k i}=A_{i}$ since the $p_{j}$ are distinct primes and since $n=p_{1}^{e_{1}} \cdots p_{k}^{e_{k}}$ is in $A_{i}$. On the other hand, by Lemma 3.4 in Section 3, $I=(n, h(t)$ for a suitably chosen $h(t) \in D$. This last comment verifies the last statement of (1). (2) is simply a restatement of Proposition 5.2, with the added assumption $n \in J$ implying $n \in I(a)$ for each $a$, and hence $I(a)+n Z=I(a)$.

Theorem 5.6. For each positive integer $n, D / n D$ is a Bezout ring.
Proof. We observe that in Theorem 5.5, if $I$ is a finitely generated ideal of $D$ containing $n$, then $I(i)$ contains $n$ for each $i$, so $n$ can be chosen to be one of two generators for $I$. Therefore $I / n D$ is principal.

We conclude with some remarks concerning the restriction in this paper to finitely generated ideals of $D$. While this restriction is unnecessary in a few of the paper's results, the more substantial theorems all use Proposition 2.7. and that result is false without the hypothesis of finite generation. In fact, Brizolis in $|2,4|$ determines the maximal ideals of $D$ lying over a given prime $p Z$ of $Z$ as follows. Let $\hat{Z}_{p}$ be the $p$-adic completion of $Z$. For $\alpha \in \hat{Z}_{p}$, the ideal $M_{\alpha, p}=\left\{f \in D \mid f(\alpha) \in p \hat{Z}_{p}\right\}$ is maximal in $D$ and lies over $p Z$; moreover, $\left\{M_{a, p} \mid \alpha \in \tilde{Z}_{p}\right\}$ is the set of all maximal ideals of $D$ lying over $p Z$,
and $M_{a, p}$ and $M_{B, p}$ are distinct for $\alpha \neq \beta$. Finally, Brizolis in $[4]$ shows that if $\alpha \notin Z$, then $M_{a, p}(a)=Z$ for each integer $a$. Hence $l \in M_{a, p}(a)$ for each $a$, but $1 \notin M_{a, p}$.
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