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A classification of computational problems is proposed which may have applications 
in numerical analysis. The classification utilizes the concept of effective method, 
which has been employed in treating decidability questions within the field of com- 
putable numbers. A problem is effectively soluble or effectively insoluble according as 
there is or there is not an effective method of solution. Roughly speaking~ effectively 
insoluble computational problems are those whose general solution is restricted by an 
intrinsic and unavoidable computational difficulty. Some standard problems of linear 
algebra are analyzed to determine their type. 

INTRODUCTION 

Given a square matrix A with real entries, the computation of the eigenvalues of A 
is, more or less, a routine matter, and many different methods of calculation are known. 
On the other hand, the computation of the Jordan normal form of A is a problematical 
undertaking, since when d has multiple eigenvalues, the structure of off-diagonal 
l ' s  of the normal form will be completely altered by small perturbations of the matrix 
elements of d .  Still, one may ask whether the Jordan normal form computation can 
always be carried through for the case where the entries of A are known to arbitrarily 
high accuracy. 

This particular question and others like it can be given a precise answer by making 
use of a constructive analysis developed in the past two decades by a number of Russian 
mathematicians, the earliest workers being Markov, Ceitin, Zaslavskii, and Sanin 
[4, 6, 10, 12, 13]. The analysis is restricted to the field of computable numbers, where 
a real number is called computable if there is an algorithm for obtaining arbitrarily 
precise rational approximations. The  functions and sequences of the analysis also are 
defined in terms of algorithms, and in order to make clear what constitutes an 
"algorithm", there must be employed some explicit constructive concept, as, e.g., 
that of Turing machines or of recursive functions. In the articles [1, 2], we gave 
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an exposition of the analysis where a formal concept of "program" is the central 
constructive device. 

An interesting feature of the analysis is that it permits a classification of computa- 
tional problems that may prove useful in numerical analysis. In computations with real 
numbers, we can deal with only the computable numbers, so the restriction of the 
analysis to this subfield of the reals is no disadvantage here. 

The classification we have in mind makes use of the concept of "effective method," 
often employed in decidability investigations, and in order to present this idea in our 
notation, a brief summary of terminology may be appropriate here: A rational-valued 
function of rational or integer variables is called "programmable" if it can be realized 
as a program (see Def. 2 of [1]). A number a is "computable" if there is a programmable 
function a(E) of the positive rational variable ~ satisfying the inequality I a -- a(E)[ ~< E. 
To each program P is assigned a unique positive integer N~, the "descriptive integer 
of the program P." The integers Np are a kind of "G6del numbering" for the programs 
P. In a sense, they represent an "encoding" of the programs P, and are used chiefly 
for the formal convenience of dealing with integers rather than the actual programs. 
Details about a program P that are constructively available by knowing P, are construc- 
tively available by knowing Nj,. Thus, in the ease of a(~) just mentioned, if a(E) is 
defined by a program P with descriptive integer Np,  there is a programmable function 
U(n, r), n an integer, r a rational number, such that a(~) -=-- U(Nj,,  E) [1, Th. 2]. 

Given a computational problem, let the input computable numbers, functions, or 
sequences be defined by programs whose descriptive integers, in some assigned order, 
are N1, N2 ..... Nk. There is an effective method of solving the problem if there is 
a programmable function F(N1,  N 2 .... , Nk) of the integer variables AT/which defines 
the computational result. F may have additional variables besides the ones shown 
in accordance with the type of result that must be defined. If the result is merely 
an indication of which of several alternative statements is true, then this can be done 
by requiring F to assume one of an appropriate number of integer values. When 
the computational result is a (computable) number, the argument ~ is added to F, 

the bound on the error of the rational approximation given by F. Similarly, when 
the computational result is a finite or infinite sequence of numbers, two additional 
arguments n and E are required, with E as before and n an integer index to indicate 
which particular number F is defining. 

As illustrations, consider the following two problems: 

A. Given the numbers a, b, decide whether or not a = b. 

B. Given the numbers a, b, find their maximum value. 

If a, b are defined by the programmable approximation functions c~(e), fl(e), with 
N1, N2 the descriptive integers of the corresponding programs, then there is an 
effective method of solving problem A if there is a programmable function F(N1,  N2) 
which equals 1 if a = b and 2 if a :/= b. There is an effective method of solving 
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problem B if there is a programmable function F ( N 1 ,  N ,  ; ~) which gives a rational 
approximation to the maximum, with error bound E. 

For problem B, the existence of an effective method of solution is easily shown. 
An E approximation to the maximum value of a, b is given by 

max(c~(~), fl(~)) = (a(E) + fl(E))/2 + ]a(e) --/3(~)1/2. 

In  terms of the programmable function U mentioned earlier, we may write 
o~(E) = U(N1 ,  E), fl(E) = U(Nz  , E), and the existence of the required programmable 
function F is evident [1, Th.  1 and Corollary]. 

For Problem A on the other hand, there is no effective method of solution. 
The  following result was proved in [1] (Cor. 1 of Theorem 14): 

N1.1 For a fixed computable number  b, there is no effective method of deter- 
mining for computable numbers  a whether or not a = b. 

If, e.g., b = 0, there is no programmable function F(N1) which equals 1 or 2 
according as a is or is not equal to 0, N 1 the descriptive integer of a program defining 
c~(E). This  implies that the more general programmable function required for problem 
A does not exist either. 

This  negative result for problem A may be elucidated by considering a variation 
on the problem. Suppose that instead of having the programs for ~(~), fl(~) available 
via their descriptive integers N1,  N 2 , we are supplied merely with any particular value 
of ~(e) or fi(E) that we might require. Each function c~(E) or fi(e) is available, so to speak, 
only as a "black box" with E the input and the corresponding function value the output 
returned. For this arrangement, it is clear that there can be no general method of 
deciding whether or not a = b, since if the two numbers  were actually equal, we could 
never be certain of this by knowledge of any finite number  of values of ~(e), fl(~). Now 
it is conceivable that if we had the details of the programs for a(E), fi(E), we might be 
able to resolve this problem. N1, however, shows that there is no general way of doing 
this. Note that there is a general method for solving problem B under a "black box" 
restriction for ~(e), fi(E). 

These particular results may be generalized. The  work of Kre ise l -Lacombe-  
Schoenfield [5] and Ceitin [4] both show that for a computational problem dependent 
only on initial computable numbers in finite or infinite intervals, where the result is 
either the designation of a computable number  or a choice of alternatives, in any 
case a function of the initial numbers,  there is an effective method of solution if and 
only if there is a general "black box" method of solution. This  equivalence often is 
useful in understanding negative results. For instance, consider the following statement, 
needed later: 

1 We use the letter N for a statement denying the existence of an effective method, and the 
letter P for a statement affirming the existence of one. 
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N I '  For a fixed computable number  b, there is no effective method of deciding, 
for computable numbers a, on one of the following relations R1, R2 as true: 

Rl :a >/b 

R~ : a <~ b 

I f  we specify that the relation R a must be chosen when a = b, then the choice of 
alternatives is a function of the initial number  a. There, clearly, is no general "black 
box" solution; so by the equivalence, there is no effective method of solution. Even 
when complete freedom on the choice of R a , R 2 is allowed, there still is no effective 
method of solution, and the technique of proof of  Theorem 21 of [1] can be modified 
for this case. 

To  return to Problem A, suppose what we actually require is knowledge merely 
of whether or not a is "close" to b. A positive result is this direction is 

P1. For any two computable numbers  a, b, there is an effective method of 
deciding, for any prescribed positive integer n, on one of the following relations R 1 , R 2 
as true: 

R l : l a - - b l  <~ 1 
n 

1 
R 2 : l a - - b [  > 2 n  

Since R 1 is true if 

and R 2 is true if 

3 

~ - - f l  > 4 - ~ '  

there is no difficulty in constructing the required programmable function F(N1, N~ ; n). 
A second positive formulation is 

PR 1. For any two rational numbers  a, b there is an effective method of deciding 
whether or not a = b. 

Certainly, if a and b are the rational numbers p/q, p'/q', respectively, we can decide 
without difficulty whether or not a = b. However, even when a and b are known to be 
rational, if for a only the approximation function a(e) is available, an examination of 
the proof of N1 in [1] shows that it will still apply. For Pc1 then, and for all later PR 
statements, the understanding is that an initial rational number  is known in the usual 
form p/q, and, accordingly, we require that the corresponding descriptive integer 
define a specific approximation function, one identically equal to p/q. 
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The preceding examples suggest a classification of computational problems. We 
may call a problem effectively soluble if there is an effective method of solution. These 
problems fall within the province of numerical analysis, and the various solution 
algorithms for any such particular problem may be compared one with another 
according to various criteria of practicality or efficiency. 

A problem is effectively insoluble if there is no effective method of solution. These 
problems clearly possess an intrinsic difficulty that no amount of sophistication or 
subtlety can circumvent. Any conceivable system of solution which can be written 
down as a finite list of instructions either must fail to yield an answer in certain cases, 
or, if an answer is always forthcoming, must yield a wrong answer in certain cases. 
Of course, in any particular instance of an effectively insoluble problem, we may be 
able to correctly solve it, but this must be counted a fortuitous circumstance since our 
method of solution fails in other instances of the problem. As with problem A, there 
may be an acceptable reformulation of an effectively insoluble problem which avoids 
the intrinsic difficulties. 

In this paper, we analyze some of the standard problems of linear algebra to deter- 
mine their type. Although the vectors and matrices we deal with have computable 
(or complex computable) components rather than real (or complex) components, 
the various linear algebras are not particularly dissimilar, and the usual computational 
problems correspond. Considering a complex computable number as equivalent to 
an ordered pair of computable numbers, it is easy to adapt the concept of effective 
method to problems which have these numbers as inputs or results. 

Since eigenvalues may be computed by finding the roots of polynomials, let us note 
here: 

P2. For polynomials Pn(x) = x ~ + an_ix n-1 + "'" + ao of degree n > 0 with 
complex computable coefficients, the roots are complex computable numbers 
(Theorem 6 of [8]), and there is an effective method of obtaining them [9]. 

A related negative result is: 

N2. For polynomials Pn(x) = x" + a,,_lx n-1 + .. .  + a o of degree n > 1 and 
computable number coefficients, there is no effective method of determining whether 
or not there are multiple roots, and there is no effective method of determining 
the multiplicity of any individual root. 

Take the case n = 2. If either of the above effective methods existed for quadratic 
polynomials, it could be employed on the polynomials x 2 + (a + b) x + ab = 

(x + a)(x + b) and we then would obtain an effective method of deciding whether 
a = b, contradicting N1. 

The Euclidean algorithm applied to Pn(x) and Pn'(x) does not enable us to decide 
whether there are multiple roots because of the difficulty of being certain of a zero 
remainder. For rational coefficients, of course there is no difficulty: 
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PR2. For polynomials P , ( x )  = x '~ + a , _ l  xn-1  -~- . . .  + a o with rational coeffi- 
cients, there are effective methods of determining whether or not there are multiple 
roots, or the multiplicity of any individual root. 

VECTORS AND ~VIATRICES 

One of the simplest matrix computations, that of rank, is an effectively insoluble 
computational problem: 

N3.  For m • n matrices with computable number elements, there is no 
effective method of determining rank. 

For instance, if for 2 • 2 matrices there were such an effective method of deter- 
mining rank, then we could apply it to matrices [~ 0] and obtain an effective method 
of determining whether the computable number a equals 0, contradicting N1. 

For  completeness, we list the positive result for rational elements: 

PR3. For m • n matrices with rational elements, there is an effective method of 
determining rank. 

Let us define a vector, as usual, as a single column matrix. The norm of a vector 
X, ]l X I[, we take as (X* X ) I / 2 ,  where X* designates the conjugate transpose of AT. 
Then  we may assert: 

N4. For n-square matrices A, n > 1, with computable number elements and 
for which the rank is known to be less than n, there is no effective method of obtaining 
a solution vector X of norm 1 such that A X  = O. 

Let us take the case of 2 • 2 matrices. For a given computable number a, set 
b = ] a [ + a, c = ] a ] - -  a, so that bc = 0. Then the matrix [~ e e] always has a rank 
less than 2. If  we know that X = [~] is a solution vector of norm 1, we will be able 
to find a component unequal to 0. If  x 1 ~ 0, then from bx l  + cx  2 = 0, we obtain 
b2xl  = 0 and this entails a ~ 0. Similarly, if x~ :~  0, we must have a >/0.  But then 
it is clear that an effective method for obtaining a solution vector X of norm 1 can be 
converted to an effective method for deciding whether a ~> 0 or a ~ 0, contradicting 
N I ' .  

We can obtain an effectively soluble problem by either requiring more information, 
or by not insisting that the vector X be an exact solution. 

P4. For n-square matrices A with computable number elements and for which 
the rank r is known and is less than n, there is an effective method of obtaining n - -  r 
linearly independent solution vectors X I ,  X 2 ,..., Xn-r  of norm 1 such that 
X ~-cIX 1 -~-"--{-s is a solution to A X  = 0 for arbitrary computable 
number  coefficients ci �9 

I f  the rank r is O, we may take for X i ,  i = 1, 2, . .  n, a vector with 1 as its i-th 
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component  and all other components 0. I f  r > 0, we may test the determinants of all 
r-square submatrices A r of A to decide whether ] det Ar I ~< 1/k or [ det Ar [ > 1/2k 
(cf. P1), for k equal successively to I, 2, 3,.. . .  Eventually for some k we will locate 
a submatrix for which the second of the two inequalities above holds. Then  since this 
submatrix has a nonzero determinant, we may obtain the vectors Xi in the usual way 
by the application of Cramer 's  rule. 

P4' .  For any n-square matrix A with computable number  elements, for which 
the rank is known to be less than n, and for any prescribed positive integer m, there 
is an effective method of obtaining a vector X of norm 1 such that 11AX 11 ~< 1/m. 

Here we may proceed as follows: First, we test each element aij of A to decide 
whether 1 %  [ ~< 1/nm or [ aij [ > 1/2nm. I f  all the elements satisfy the first inequality, 
then we may take X as the vector with 1 for its first component  and all other 
components 0. I f  at least one element a~ satisfies the second inequality, then 
1 <~ rank A ~< n - -  1. Then,  taking the rank successively as 1, 2,..., n - -  1 we proceed 
as described in the proof of P4. However, here we advance k only when all the rank 
computations are complete. Eventually, for some rank r we will locate an r-square 
submatrix with nonzero determinant and obtain a (supposed) set of solution vectors 

X 1 ,..., Xn_ r with norm 1. 
Testing II AX111, we will be able to decide whether [1AX1 ]I <<. 1/m or l[ AX1 H > 1/2m. 

In  the second case, we exclude all ranks less than or equal to r f rom further considera- 
tion and proceed in our search. Eventually, we must obtain a vector X of norm 1 
for which II A X  ]] ~< 1/m, although by N4 we can not, in general, be certain whether 
it is a solution vector. 

EIGENVECTORS AND THE DIAGONALIZATION OF SQUARE MATRICES 

A commonly encountered problem in matrix calculus is the determination, corre- 
sponding to a given matrix A, of a transforming matrix U such that U-tAU = A is 
in some desired canonical form. In the case of the Jordan canonical form, the intro- 
ductory problem of this paper, we have: 

N5. For n-square matrices A, n > I, with computable number  elements, there 
is no effective method of determining the Jordan canonical form. 

This  is easy to show. For 2 • 2 matrices, if there were such an effective method, 
then since [0 ~] has the canonical form ~ 0 x] or [0 ~ 0] according as a :7~ 0 or a = 0, 
we would arrive at an effective method of determining whether a = 0, contradicting N1. 

For matrices with rational elements, we have, of course, a positive result: 

PR5. For n-square matrices A with rational elements, there is an effective 
method of determining the Jordan canonical form and the transforming matrix U. 
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In  the case of symmetric matrices with computable number  elements, the Jordan 
form certainly can be determined since A is diagonal with the eigenvalues as the 
diagonal elements. These, being the roots of the characteristic polynomial, can be 
determined effectively by P2. However, even in this case we have the following 
negative result: 

N6. For symmetric n-square matrices A, n > 1, with computable number  
elements, there is no effective method of determining an eigenvector of A with norm 1. 
(This implies that there is no effective method of determining an orthogonal matrix U 
such that U-1A U is diagonal.) 

For n = 2, consider the matrices [~ bj, where as in the proof of N4, b = ] a ] + a, 
c = [ a ] - -  a, and a may be any computable number.  I f  b ---- 0, c ~ 0, the eigenvecto rs 
are [1] and [0]. I f  b :?~ 0, c = 0, then the eigenvectors are 1/~/2 [1]  and 1/~/2 [1]. 
I f  we had an effective method of determining an eigenvector [~1] with norm 1, then we 
could choose either 0 or 1 as a number  unequal to [] xl]  - -  Ix2] [. In the first case, 
b ---- 0; in the second, c = 0. As in the proof of N4, we come to a contradiction of NI' .  

As with N4 ,  we can convert the above effectively insoluble problem to an effectively 
soluble one by either requiring more information or by reducing our demands. 

P6. For n-square matrics A, n > 1, with computable number  elements, if 
we know that the roots of the characteristic polynomial are all distinct, then there is 
an effective method of determining a matrix U and diagonal matrix A such that 
U-1A U ---- A. Alternatively, there is an effective method of determining the eigen- 
vectors with norm 1. 

Since A -  AI has rank n -  1 for any eigenvalue A, by P4 we may determine 
a corresponding eigenvector of norm 1. The  eigenvectors may then be combined 
to form U. Although A may be a complex computable number,  this does not cause any 
difficulty since P4  and 1='4' are clearly still valid if for "computable number"  we read 
"complex computable number ."  

P6'. For n-square matrices A, n > 1, with computable number  elements and 
for any fixed positive integer m, if A is an eigenvalue of A there is an effective method 
of finding a vector X of norm 1 such that ]] A X -  AX ]l ~ 1/m. 

Here P4 '  is applicable since rank (A - -  M) < n. 
A generalization of P6 '  that may be obtained without much difficulty [3, pp 195-196] 

is: 

P7. For n-square matrices A, n > 1, with computable number  elements, and 
for any positive integers m, there is an effective method of finding a unitary matrix U 
such that U-1A U has all the elements below the main diagonal not greater than 
1/m in absolute value. 
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Note that there can be no effective method for finding a unitary matrix U such that 

U-1A U has all elements below the main diagonal 0, for then the first column of U 
defines an eigenvector of A with norm 1, and this contradicts N6. 

Finally, we list an "approximate diagonalization" result. 

P8. For n-square matrices A, n ~ l, with computable number  elements, and 

for any positive integer m, there is an effective method of finding a matrix U such that 

U-1A U has all the elements below or above the main diagonal not greater than 1/m in 

absolute value. 

If  U 1 is the unitary matrix of P7, then U = U1D, where D is an appropriate diagonal 

matrix. 
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