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Abstract

We generalize Exel’s notion of partial group action to monoids. For partial monoid action
can be defined by means of suitably well-behaved systems of generators and relations, we
classical rewriting theory in order to describe theuniversal induced global action on an extended se
This universal action can be lifted to the setting of topological spaces and continuous maps, as we
as to that of metric spaces and non-expansive maps. Well-known constructions such as S
homogeneous extension are special cases of this construction. We investigate various prop
the arising spaces in relation to the original space; in particular, we prove embedding theore
preservation properties concerning separation axioms and dimension. These results imply th
normal (metric) space can be embedded into a normal (metrically) ultrahomogeneous spac
same dimension and cardinality.
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Many extension problems in topology involve the question whether a given co
tion of partial maps on a space can be realized as the set of traces of a corresp
collection of total maps on some superspace.Consider, for example, the problem of co
structing a homogeneous extension of a given topological (or metric) spaceX. A space
is homogeneous (ultrahomogeneous) iff each partial homeomorphism (isometry) betwee
two singleton (finite) subspaces extends to a global homeomorphism (isometry) [9] (c
also [5,14,23], and [7] for ultrahomogeneous graphs). One way to look at the exte
problem is to regard these partial maps as algebraic operators, so that we have
generators and relations for an algebra; the algebra thus generated can be expected
as a carrier set for the extended space. Indeed, this is precisely what happens in the c
structions by Shimrat [27], Belnov [4], Okromeshko and Pestov [22], Uspenskij [29]
Megrelishvili [19–21].

Here, we pursue this concept at what may be hoped is the right level of generali
begin by providing a generalization of Exel’s notion ofpartial group action[11] to partial
actions of monoids (i.e., the elements of the monoid act as partial maps on the sp
cf. Definition 2.3). Partial actions of monoidsare characterized in the same way as pa
group actions as restrictions of global actions to arbitrary subsets. We then study pro
of theglobalizationof a partial action, i.e., of the extended space which is universal
the property that it has a global action of the original monoid. Most of the results we o
depend onconfluenceof the partial action. Here, confluence means that the monoid
the carrier set of the globalization are given in terms of generators and relations in
a way that equality of elements can be decided by repeated uni-directional appl
of equations; this concept is borrowed from rewriting theory. The confluence conditio
is satisfied, for instance, in the case where the monoid is generated by a category
morphisms act as partial maps on the space.

The basic construction of the globalization works in many topological categories;
we concentrate on topological spaces on the onehand, and metric spaces on the other ha
For the topological case, we prove that, under confluence, the original space is top
cally embedded in its globalization (and we provide an example which shows tha
result fails in the non-confluent case). Moreover, we show that the globalization
its normality and dimension from the original space. Since free homogeneous exte
are globalizations for (confluent) ‘singleton partial actions’, this entails the correspondi
results for such extensions.

The metric setting is best considered in the larger category of pseudometric spac
Requiring confluence throughout, we prove an embedding theorem, and we show t
an important class of cases, the pseudometric globalization and the metric global
coincide. We demonstrate that, in these cases, dimension is preserved. Furthermor
suitable compactness assumptions, we prove existence of geodesic paths; by cons
the globalization of a path metric space [12] is again a path metric space.

For every metric space, there exists an isometric embedding into a metrically ultraho
mogeneous space of the same weight. This is apart of a recent result by Uspenskij [29
and well-known for the case of separable spaces [28] (see also [30]; for further informatio
about Urysohn spaces, see [9,12,23,31]). We show that in many cases the metric
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isometric embedding into an ultrahomogeneous metric spaceZ of the same dimension an
cardinality. It is an open question ifZ can be chosen in such a way that the weight ofX is
also preserved.

1. Confluently generated monoids

In preparation for the central notion of ‘well-behaved’ partial action, we now introd
a class of monoid presentations for which the word problem is solvable by means of
on application of directed equations, i.e., by the classical rewriting method as used
now, mainly in computer science applications such asλ-calculus and automatic theore
proving [3,16] (see however [25,26] for applications to extensions of categories).

We recall that amonoid presentation〈G | R〉 consists of a setG of generatorsand a
relationR ⊂ G∗ × G∗, whereG∗ is the set ofwordsoverG, i.e.,G∗ = ⋃∞

n=0 Gn. Here,
we explicitly insist thatR is a directed relation (rather than symmetric); the elements(l, r)

of R, written l → r, are calledreduction ruleswith left sidel andright sider. Words are
written either in the form(gn, . . . , g1) or, where this is unlikely to cause confusion, si
ply in the formgn . . .g1. One way of describing the monoid engendered by〈G | R〉 is as
follows. The setG∗ is made into a monoid by taking concatenation of words as multiplica
tion, denoted as usual simply by juxtaposition; the unit is the empty word( ). FromR, we
obtain aone-step reductionrelation→ onG∗ ×G∗ by puttingw1lw2 → w1rw2 whenever

(l, r) ∈ R andw1,w2 ∈ G∗. Let
∗↔ denote the equivalence relation generated by→; then

the monoidM described by〈G | R〉 is G∗/ ∗↔.
It is well known that the word problem for monoids, i.e., the question whether o

w1
∗↔ w2 for given wordsw1, w2, is in general undecidable. However, one can someti

get a grip on the word problem by means of normal forms: a wordw is callednormal if
it cannot be reduced under→, i.e., if there is no wordw′ such thatw → w′ (otherwisew
is calledreducible); thus, a word is normal iff it does not contain a left side of a reduc
rule. A normal wordw′ is called anormal formof a wordw if w

∗↔ w′. We say that a
monoid presentation isnoetherianor well-foundedif the relation→ is well-founded, i.e.,
if there is no infinite sequence of reductionsw1 → w2 → ·· · ; this property guarantee
existence, but not uniqueness of normal forms. However, one can characterize thos
where one does have uniqueness of normal forms. We denote the transitive and re

closure of→ by
∗→ (reversely:

∗←); if w
∗→ w′, thenw′ is said to be areductof w.

Proposition 1.1. For a noetherian monoid presentation〈G | R〉, the following are equiva
lent:

(i) Each word inG∗ has a unique normal form.
(ii) Each word inG∗ has a unique normal reduct.

(iii) Wheneverw
∗→ s1 andw

∗→ s2, then there exists acommon reductt ∈ G∗ of (s1, s2),

i.e.,s1
∗→ t ands2

∗→ t .
(iv) Wheneverw → s1 andw → s2, then there is a common reduct of(s1, s2).
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This proposition is a special case of a central lemma of rewriting theory often referred to
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asNewman’s Lemma(see, e.g., [16], Theorem 1.0.7.). Condition (iii) is calledconfluence,
while condition (iv) is calledweak confluence. The importance of the criterion lies in th
fact that weak confluence is often reasonably easy to verify. In particular, it is enou
check weak confluence for so-calledcritical pairs, i.e., cases where left sides of reductio
rules overlap. More precisely,

one can restrict condition(iv) to wordsw that are completely made up of the overla
ping left sides of the two involved reduction rules

(including the case that one of these left sides is contained in the other); it is easy
that this restricted condition is equivalent tothe original condition (iv). Since the proof o
Proposition 1.1 is both short and instructive, we repeat it here:

Proof. (i) ⇒ (iv) By the noetherian property, there exist normal wordst1 and t2 such

that s1
∗→ t1 and s2

∗→ t2. Then t1 and t2 are normal forms ofw. By (i), we conclude
t1 = t2.

(iv) ⇒ (iii) We proceed by the principle ofnoetherianor well-founded induction, i.e.,
we prove the claim forw under the assumption that it holds for all proper reducts ow.

We can assume w.l.o.g. that bothw
∗→ s1 andw

∗→ s2 involve at least one reduction ste

i.e., we havew → w′
1

∗→ s1 andw → w′
2

∗→ s2. By (iv), we obtain a common reductt of
(w′

1,w
′
2). By the inductive assumption, we obtain common reductsr1 of (s1, t) andr2 of

(s2, t); again by the inductive assumption, there is a common reduct of(r1, r2), which is
then also a common reduct of(s1, s2).

(iii) ⇒ (ii) Existence follows immediately from the noetherian property. Concer
uniqueness, just observe that the existence of a common reduct of two normal wor
plies their equality.

(ii) ⇒ (i) Wheneverw → w′, then (ii) implies thatw andw′ have the same norm

reduct. Thus, since
∗↔ is the equivalence relation generated by→, this holds also wheneve

w
∗↔ w′. In particular, for normal wordsw andw′, w

∗↔ w′ impliesw = w′. �

Definition 1.2. A noetherian monoid presentation is calledconfluentif it satisfies the equiv
alent conditions of Proposition 1.1 and does notcontain reduction rules with left sideg,
whereg ∈ G.

The requirement that there are no left sides consisting of a single generator c
satisfied for any noetherian monoid presentation by removing superfluous generator
for a reduction rule with left sideg, the noetherian condition implies thatg cannot occur
on the right side. Moreover, a noetherian monoid presentation cannot contain a reduct
rule with left side( ). Thus, in confluent monoid presentations any word with at most
letter is normal.
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Example 1.3.
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(i) Every monoid has a trivial confluent presentation: take all elements as gene
with reduction rulesuv → p wheneveruv = p.

(ii) The free monoid over a setG of generators trivially has a confluent presentat
〈G | ∅〉.

(iii) The free group over a setS of generators, seen as a monoid, has a confluent
sentation〈S ⊕ S−1 | R〉, where⊕ denotes the disjoint union andR consists of the
reduction rulesss−1 → e, s−1s → e for eachs ∈ S.

(iv) The free productM1 ∗ M2 of two monoidsM1,M2 with confluent presentation
〈Gi | Ri〉, i = 1,2, respectively, has a confluent presentation〈G1 ⊕ G2 | R1 ⊕ R2〉.
If M1 andM2 are groups, thenM1 ∗ M2 is a group, the free product ofM1 andM2
as groups.

(v) The productM1 × M2 of two monoidsM1, M2 with confluent presentations〈Gi |
Ri〉, i = 1,2, respectively, has a confluent presentation〈G1 ⊕ G2 | R〉, whereR

consists of all reduction rules inR1 andR2 and the additional reduction rulesgh →
hg wheneverg ∈ G2, h ∈ G1.

(vi) Given a subsetA of a monoidM that consists of left cancellable elements,
monoidMA obtained by freely adjoining left inverses for the elements ofA has a
confluent presentation〈G | R〉 as follows: we can assume that none of the elem
of A has a right inverse (since a right inverse of a left cancellable element is al
a left inverse). ThenG consists of the elements ofM and a new elementla for each
a ∈ A; R consists of the reduction rules forM according to (i) and the reductio
rules(la, au) → (u) for eacha ∈ A, u ∈ M. This is a special case of a constructi
for categories discussed in [25].

(vii) The infinite dihedral group has a confluent presentation〈{a, b, b−1} | R〉, whereR

consists of the reduction rulesbb−1 → e, b−1b → e, aa → e, ab → b−1a, and
ab−1 → ba. (If the last reduction rule is left out, one still has a presentation of
same group, which however fails to be confluent.)

(viii) Given a categoryC [2,18], the monoidM(C) induced by identifying all objects ofC
(see, e.g., [6]) has a presentation〈G | R〉 given as follows. The setG of generators
consists of all morphisms ofC. There are two types of reduction rules: on the o
hand, rules of the form(f, g) → (f ◦g) for all pairs(f, g) of composable morphism
in C, and on the other hand rules of the form(idC) → () for all objectsC of C. This
presentation satisfies the conditions of Proposition 1.1; it is turned into a conflue
presentation in the stricter sense of Definition 1.2 by removing all identities
the set of generators and modifying the reduction rule associated to a pair(f, g)

of morphisms to be(f, g) → ( ) in casef ◦ g = id. This is a special case of th
semicategory method introduced in [25].

Henceforth, we shall mostly denote elements of the monoidM presented by〈G | R〉 di-
rectly as words (or composites of letters) rather than cluttering the notation by actually
ing down equivalence classes of words. E.g., phrases such as ‘u has normal formgn · · ·g1’
means that an elementu ∈ M is represented by the normal word(gn, . . . , g1) ∈ G∗. The
unit element will be denoted bye.
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Definition 1.4. Let M be a monoid with confluent presentation〈G | R〉. An elementu ∈ M
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with normal formgn · · ·g1, wheregi ∈ G for i = 1, . . . , n, is said to havelengthlg(u) = n

(in particular, lg(e) = 0). For a furtherv ∈ M with normal formv = hm · · ·h1, we say
that uv is normal if gn · · ·g1hm · · ·h1 is normal. We denote the order onM induced by
the prefix order on normal forms by�; explicitly: we writeu � p iff there existsv such
thatp = uv is normal. If additionallyu �= p, then we writeu ≺ p. The direct predecesso
gn · · ·g2 of u w.r.t. this order is denoted pre(u).

2. Partial actions and globalizations

Partial actions of groups have been defined and shown to coincide with the restr
of group actions to arbitrary subsets in [11]. We recall the definition, rephrased acc
to [15]:

Definition 2.1. Let G be a group with unite, let X be a set, and letα be a partial map
G × X → X. We denoteα(u, x) by u · x, with · being right associative; i.e.,u · v · x

denotesu · (v · x). The mapα is called apartial actionof G onX if, for eachx ∈ X,

(i) e · x = x,
(ii) if u · x is defined foru ∈ G, thenu−1 · u · x = x, and
(iii) if u · v · x is defined, then(uv) · x = u · v · x.

Here, equality is to be read asstrongor Kleeneequality, i.e., whenever one side is defin
then so is the other and the two sides are equal.

Concrete examples of partial group actions, including partial actions of groups
Möbius transforms, as well as further references can be found in [15].

Remark 2.2. In [15], partial actions are defined by conditions (ii) and (iii) above,
partial actions satisfying condition (i) are calledunital. The original definition of partia
actions [11] includes condition (i).

We generalize this definition to monoids as follows.

Definition 2.3. Given a setX, apartial actionof a monoidM with unit e onX is a partial
map

α :M × X → X,

with the notationα(u, x) = u · x as in Definition 2.1, such that

(i) e · x = x for all x, and
(ii) (uv) · x = u · v · x wheneverv · x is defined.
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(Again, (ii) is a strong equation.) Given two such partial actions ofM on setsX1, X2, a map
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f :X1 → X2 is calledequivariantif u ·f (x) is defined and equal tof (u ·x) wheneveru ·x
is defined.

We explicitly record the fact that partial monoid actions indeed generalize partial gro
actions:

Proposition 2.4. The partial monoid actions of a groupG are precisely its partial group
actions.

Proof. In the notation as above, lete · x = x for all x ∈ X. We have to show that cond
tions (ii) and (iii) of Definition 2.1 hold iff condition (ii) of Definition 2.3 holds.

‘If’: condition (iii) is immediate, since definedness ofu ·v ·x entails definedness ofv ·x.
Moreover, ifu · x is defined, then by Definition 2.3(ii), we haveu−1 · u · x = (u−1u) · x =
e · x = x; this establishes Definition 2.1(ii).

‘Only if’: the right-to-left direction of the strong equation in Definition 2.3(ii) is ju
Definition 2.1(iii). To see the converse direction, letu,v ∈ G, and letv · x and (uv) · x

be defined; we have to show thatu · v · x is defined. By Definition 2.1(ii),v−1 · v · x = x,
so that(uv) · v−1 · v · x is defined; by Definition 2.1(iii), it follows that(uvv−1) · v · x is
defined, and this isu · v · x. �

A partial action is equivalently determined by the partial maps

u :X → X

x �→ u · x
associated tou ∈ M. The domain ofu :X → X is denoted dom(u).

Here, we are interested mainly in partial actions on spaces of some kind. E.g., w
a partial action ofM on a topological spaceX continuousif the associated partial ma
α :M ×X → X is continuous on its domain, whereM carries the discrete topology, equ
alently: if each of the mapsu :X → X is continuous on dom(u). A partial action is called
closed(open) if dom(u) is closed (open) for eachu ∈ M, andstrongly closed(strongly
open) if, moreover,u :X → X is closed (open) on dom(u) for eachu.

It is clear that a (total) action ofM on a setY induces a partial action on each sub
X ⊂ Y . This statement has a converse:

Definition 2.5. Given a partial action ofM onX, its (universal) globalizationconsists of a
setY with a total action ofM and an equivariant mapi :X → Y such that every equivarian
map fromX to a total action ofM factors uniquely throughi.

(Topological and metric globalizations are defined analogously, requiring continuit
non-expansiveness, respectively, for all involved maps.)

The globalization is easy to construct at the set level: the setY is the quotient ofM ×X

modulo the equivalence relation� generated by

(uv, x) ∼ (u, v · x) wheneverv · x is defined (1)
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(the generating relation∼ is reflexive and transitive, but unlike in the case of groups fails
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to be symmetric). We denote the equivalence class of(u, x) by [u,x]. The action ofM is
defined byu · [v, x] = [uv,x]. Moreover,i(x) = [e, x]. This map makesX a subset ofY :

Proposition 2.6. The mapi :X → Y defined above is injective, and the action ofM on Y

induces the original partial action onX.

Proof. Define an equivalence relationρ onM × X by

(u, x)ρ(v, y) ⇐⇒ u · x = v · y,

where again equality is strong equality. By Definition 2.3(ii),ρ contains the relation∼
defined in formula (1) above. Thus,ρ contains also the equivalence� generated by∼;
i.e., (u, x) � (v, y) implies the strong equationu · x = v · y. In particular,(e, x) � (e, y)

impliesx = e · x = e · y = y, so thati is injective. Moreover, it follows that(u, x) � (e, y)

implies thatu · x = y is defined, i.e., the restriction of the action onY to X is the given
partial action. �

Thus, partial actions of monoids are precisely the restrictions of total actions to arb
subsets. From now on, we will identifyX with i(X) whenever convenient. By the seco
part of the above proposition,overloading the notationu · x to denote both the action onY
and the partial action onX is unlikely to cause any confusion.

The proof of the above proposition shows that equivalence classes of elements oX are
easy to describe; however, a similarly convenient description is not generally availa
equivalence classes of arbitrary(u, x)—that is,(u, x) � (v, y) may mean that one has
take a ‘zig–zag path’ from(u, x) to (v, y) that uses the generating relation∼ of formula (1)
both from left to right and from right to left. However, the situation is better for pa
actions that have well-behaved presentations in the same spirit as confluently pre
monoids.

Letα be a partial action of a monoidM onX, and let〈G | R〉 be a confluent presentatio
of M. Then we regard the restriction ofα to G × X as a collection of additionalreduction
rules, i.e., we write

(g, x) → (g · x) wheneverg · x is defined forg ∈ G, x ∈ X, (2)

in addition to the reduction rules already given byR. In the same way as for mono
presentations, this gives rise to aone-step reductionrelation→ on the setG∗ × X, whose
elements we denote in either of the two forms(gn, . . . , g1, x) or gn · · ·g1 ·x. Explicitly, we
write (gn, . . . , g2, g1, x) → (gn, . . . , g2, g1 · x) wheneverg1 · x is defined, andw1 · x →
w2 · x wheneverw1 → w2 for wordsw1,w2 ∈ G∗. Moreover, we denote the transitive a
reflexive hull of→ and the equivalence relation generated by→ on G∗ × X by

∗→ and
∗↔, respectively, and we use the termsnormal, normal form, reduct, andcommon reductas

introduced for words inG∗ in the previous section with the obvious analogous mean
for words inG∗ ×X. Since the additional reduction rules always reduce the word leng
1, it is clear that reduction inG∗×X is alsowell-founded(or noetherian), i.e., that there are
no infinite reduction sequences inG∗ × X. Thus, we have an analogue of Proposition
(with almost literally the same proof):
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Proposition 2.7. In the above notation, the following are equivalent:
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(i) Each word inG∗ × X has a unique normal form.
(ii) Each word inG∗ × X has a unique normal reduct.

(iii) Wheneverw
∗→ s1 and w

∗→ s1 in G∗ × X, then there exists a common reduct
(s1, s2),

(iv) Wheneverw → s1 and w → s2 in G∗ × X, then there exists a common reduct
(s1, s2).

In fact, the point behind all these analogies is that(G∗ × X,→) is just another exampl
of a rewrite system, and the above proposition is another special case of Newman’s L
Concerning the verification ofweak confluence, i.e., condition (iv) above, we remark tha
besides checking confluence of〈G | R〉, it suffices to consider cases of the formw =
gn · · ·g1 · x, wheregn · · ·g1 is the left side of a reduction rule inR andg1 · x is defined.

Definition 2.8. A partial action of a monoidM on a setX is calledconfluentif M has a
confluent presentation〈G | R〉 (cf. Section 1) such that the equivalent conditions of Pro
sition 2.7 hold for the associated reduction relation→ on G∗ × X, and such that thi
reduction relationgeneratesthe given partial action. The latter means explicitly that,
gn · · ·g1 ∈ G∗,

(gn · · ·g1) · x = y implies (gn, . . . , g1, x)
∗→ (y)

(the converse implication holds by the definition of partial actions).
For the sake of brevity, we shall fix the notation introduced so far(α for the action,X

for the space,Y for the globalization,G for the set of generators, etc.) throughout.

By the generation condition, the quotient ofG∗ × X modulo the equivalence relatio
∗↔ is the universal globalization constructed above, so that we now have a way of de

equivalence of representations for elements of the globalization outsideX, namely via
reduction to normal form. This will allow us to reach a good understanding of the prop
of the globalization as a space.

In typical applications, a confluent partial action will often be given in terms
monoid presentation〈G | R〉 and a partial mapG × X → X; in this case, the partial ac
tion of the monoidM presented by〈G | R〉 is definedby puttinggn · · ·g1 · x = y ⇐⇒
(gn, . . . , g1, x)

∗→ (y). Verifying the conditions of Proposition 2.7 then guarantees that th
does indeed define a partial action.

Example 2.9.

(i) A partial action ofM is confluent w.r.t. the trivial confluent presentation ofM (cf.
Example 1.3(i)) iff, wheneverv · x, then either(uv) · x is defined or(u, v · x) =
(uv, x): to see this, assume(u, v · x) �= (uv, x); then (uv) · x is the only possible
common reduct of the reducts(u, v · x) and(uv, x) of (u, v, x). Most of the time,
this is a rather too strong property to require. In particular, ifM is a group, then this
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holds iff, for eachv �= e, definedness ofv · x implies definedness of(uv) · x for each
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u—this means that the partial action at hand is essentially just a total action o
subset{x | v · x is defined for somev �= e} of X.

(ii) Partial actions of the free monoid overG are always confluent w.r.t. the conflue
presentation〈G | ∅〉.

(iii) Partial actions of the free group overS are always confluent w.r.t. the confluent p
sentation of Example 1.3(iii).

(iv) Two confluent partial actions of monoidsM1 andM2 on a setX, respectively, give
rise to a confluent partial action ofM1 ∗ M2 on X w.r.t. the confluent presentatio
given in Example 1.3(iv).

(v) A total action ofM on X can be extended to a confluent partial action onX of the
extended monoidMA of Example 1.3(vi) w.r.t. the confluent presentation given th
(by putting la · (au · x) = u · x for eacha ∈ A, u ∈ M, x ∈ X) iff each a ∈ A acts
injectively onX.

(vi) A partial action of the infinite dihedral group is confluent w.r.t. the confluent pre
tation given in Example 1.3(vii) iff
(a) a · x andab · x are defined wheneverb · x is defined, and
(b) a · x andab−1 · x are defined wheneverb−1 · x is defined.

(vii) A partial action of the monoidM(C) generated by a small categoryC as in Exam-
ple 1.3(viii) on a setX is confluent (w.r.t. the given confluent presentation ofM(C))
iff, wheneverf andg are composable morphisms inC andg ·x is defined, then eithe
(f ◦ g,x) = (f, g · x), or (f ◦ g) · x is defined (and hence alsof · (g · x)).
In particular, this is the case if the partial action is given by a functor fromC into
the categoryS(X) of maps between subsets ofX; this generalizes the preactio
of groupoids considered in [19–21]. Here, we need only the simpler case thaC is
actually a subcategory ofS(X). Explicitly, such a subcategory determines a conflu
partial action ofM(C) as follows: if f :A → B is a morphism ofC, i.e., a map
between subsetsA andB of X, thenf · x is defined iffx ∈ A, and in this case equa
to f (x). Analogously, one obtains a continuous partial action on a topological s
X from a subcategory of the categoryT(X) of continuous maps between subspa
of X, etc.

Remark 2.10. Due to Example 1.3(i), it does not make sense to regard the existenc
confluent presentation as a property of a monoid; rather, a confluent presentation
sidered as extra structure on a monoid. Contrastingly, the results about confluent part
actions presented below depend only on the existence of a confluent presentation
few places where we do make reference to the generating system in definitions, th
finitions will turn out to be in fact independent of the chosen generating system by
of subsequently established results (see, for example, Definition 5.5 and Proposition 5.
Thus, we mostly think of confluence of a partial action as a property; Example 2.1
show that not all partial actions have this property.

As in the case of monoids, we usually denote the elements ofY directly by their rep-
resentatives inG∗ × X rather than as explicit equivalence classes. Of course, we ca
represent elements ofY as pairs(u, x) ∈ M ×X. We will say that(u, x) or u ·x is in normal
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form if gn · · ·g1 · x is in normal form, wheregn · · ·g1 is the normal form ofu; similarly,
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we writeu · x ∗→ v · y if this relation holds withu andv replaced by their normal forms
etc. By the definition of confluent presentation,g · x is normal forg ∈ G, x ∈ X, whenever
g · x is undefined inX. Moreover,e · x is always normal. We put

Ru = {x ∈ X | u · x is normal} = X \ dom(g1),

whereu has normal formgn · · ·g1 (note thatRe = X). The action ofu gives rise to a
bijective mapu :Ru → u · Ru.

Definition 2.11. An elementa ∈ Y with normal formgn · · ·g1 · x is said to havelength
lg(a) = n. We put

Yn = {
a ∈ Y | lg(a) � n

}
.

Of course, a confluent partial action is continuous iff the partial mapg :X → X is
continuous for each generatorg ∈ G. A similar reduction holds for the domain conditio
(closedness, etc.); cf. Section 3.

We finish this section by exhibiting an example of a partial action that fails to be
fluent. This relies on an observation concerning the structure of the universal globali
Y of a confluent partial action.

Lemma 2.12. Letα be confluent, and leta = u · x have normal formv · y. Thena ∈ w · X
wheneverv � w � u in the prefix order(cf. Definition1.4).

Proof. The reduction from(u, x) to (v, y) works by taking the normal form ofu and
then shifting letters from left to right according to formula (2). Thus, there must be
intermediate step of the form(w, z), which proves the claim. �
Proposition 2.13. If α is confluent, then for every triple(u1, u2, u3) ∈ M3 (indexed modulo
3), there existsw ∈ M such that, fori = 1,2,3,

ui · X ∩ ui+1 · X ⊂ w · X
in Y .

Proof. Let wi = ui ∧ ui+1 for i = 1,2,3. Here,∧ denotes the meet in the prefix order (
Definition 1.4), i.e., the largest common prefix. Now since for eachi, wi andwi+1 are both
prefixes ofui+1, they are comparable under the prefix order; i.e., thewi form a chain. We
can assume w.l.o.g. thatw1 is the largest element of this chain.

Thenw := w1 has the claimed property. Indeed, ifa = ui · x = ui+1 · y, then by conflu-
ence,a must have normal forma = v · z, wherev � ui andv � ui+1. Thus,v � wi � w1;
by Lemma 2.12, this impliesa ∈ w1 · X, because we havew1 � ui or w1 � ui+1. �
Example 2.14. LetV4 denote the Klein four-group{e,u, v,uv}, and letα be the partial ac
tion of V4 on the set{0,1,2} defined by lettingu, v, anduv act as partial identities define
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on the domains{0}, {1}, and{2}, respectively. Then the triple(e, u,uv) ∈ V3 violates the
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property in Proposition 2.13. To see this, we show that

0 /∈ v · X ∪ uv · X, u · 1 /∈ X, and 2/∈ u · X.

The equivalence class of(e,0) in M ×X is {(e,0), (u,0)}, because this set is closed und
the generating relation∼ of formula (1) above, so that indeed 0/∈ v · X ∪ uv · X; the other
claims are proved similarly. Since we have

0 ∈ X ∩ u · X, u · 1 ∈ u · X ∩ uv · X, and 2∈ uv · X ∩ X,

we have shown that there is now ∈ V4 such thatw · X contains all three pairwise interse
tions ofX, u · X, anduv · X. Thus,α fails to be confluent.

3. Topological globalizations

We now move on to discuss universal globalizations of continuous partial action
monoidM on a topological spaceX; here, the universality is, of course, to be underst
w.r.t. continuous equivariant maps. The main result of this section states essentia
globalizations ofconfluentpartial actions of monoids are topological embeddings. A
responding result foropenpartial group actions (without confluence) is established in
and in [1]. We shall provide an example that shows that the result fails for arbitrary p
group actions.

The universal globalization of a continuous partial action is constructed by endo
the globalizationY constructed above with the final topology w.r.t. the maps

u :X → Y

x �→ u · x,

whereu ranges overM (i.e., V ⊂ Y is open iff u−1[V ] is open inX for eachu ∈ M);
equivalently, the topology onY is the quotient topology induced by the mapM × X → Y ,
whereM carries the discrete topology. This ensures the desired universal property:
a continuous equivariant mapf :X → Z, whereM acts globally (and continuously) onZ,
the desired factorizationf # :Y → Z exists uniquely as an equivariant map by the unive
property ofY at the level of sets. In order to establish thatf # is continuous, it suffices t
show thatf #u :X → Z is continuous for eachu ∈ M; but f #u is, by equivariance off #,
the mapx �→ u · f (x), hence continuous.

Under additional assumptions concerning the domains, the inclusionX ↪→ Y is ex-
tremely well-behaved:

Proposition 3.1. If α is closed(open), then the mapX ↪→ Y is closed(open), in particular
a topological embedding.

(The open case for partial group actions appears in [1,15].)

Proof. Let A ⊂ X be closed (open). Thenu−1[A] is closed (open) in dom(u) and hence
in X for eachu ∈ M; thus,A is closed (open) inY . �
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The embedding property fails in the general case:
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Example 3.2. We proceed similarly as in Example 2.14. LetV4 denote the Klein four-
group{e,u, v,uv}, and letα be the partial action ofV4 on the closed intervalX = [−1,1]
defined as follows: let dom(u) = A = {1

2}, let dom(v) = B = { 1
n

+ 1
2 | n ∈ N, n � 2}, and

let domuv = C = [−1,1]∩Q. Letu andv act as the identity onA andB, respectively, and
let (uv) ·x = −x for x ∈ C. It is easily checked thatα is indeed a partial group action. As
Example 2.14, one shows thatα fails to be confluent, because the triple(1, u,uv) violates
the property in Proposition 2.13 (alternatively, non-confluence ofα can be deduced from
the following and Corollary 3.4).

We claim thatthe globalizationX ↪→ Y ofα fails to be a topological embedding(which,
incidentally, implies thatY fails to be Hausdorff, sinceX is compact andX ↪→ Y is in-
jective). To see this, letU be the open set(0,1) in X. We show thatU fails to be open in
Y , i.e., thatV ∩ X �= U for each openV ⊂ Y such thatU ⊂ V ; in fact, such aV always
contains a negative number:

We haveu · 1
2 = 1

2 ∈ V , i.e., 1
2 ∈ u−1[V ]. Therefore the open setu−1[V ] ⊂ X intersects

B, i.e., we haveb ∈ B such that(uv) · b = u · b ∈ V . Thus, the open set(uv)−1[V ] ⊂ X

intersectsC ∩ (0,1], so that we obtainc ∈ C ∩ (0,1] such that(uv) · c ∈ V ; but then
(uv) · c = −c is a negative number.

Notice that it is not possible to repair the embedding property by just changin
topology onY : the topology is already as large as possible (being a final lift of maps
are certainly expected to be continuous), and the failure ofX ↪→ Y to be an embedding i
due toY havingtoo fewopen sets. This pathology does not happen in the confluent c

Theorem 3.3. If α is confluent, then the mapu :Ru → Y (cf. Section2) is a topological
embedding for eachu ∈ M.

Corollary 3.4. If α is confluent, then the globalizationX ↪→ Y is a topological embedding

(It is unlikely that the converse holds, i.e., that confluence is also a necessary condit
X ↪→ Y to be an embedding.)

Proof of Corollary 3.4. The inclusionX ↪→ Y is the mape :Re → Y . �
Proof of Theorem 3.3. All that remains to be shown is that the original topology ofRu

agrees with the subspace topology onu · Ru w.r.t. Y , i.e., that, wheneverU is open inRu,
then there exists an open�U ⊂ Y such that�U ∩ u · Ru = u · U .

We define�U as the union of a system of subsetsUv ⊂ Y to be constructed below
indexed over allv ∈ M such thatu � v (this is the prefix ordering of Definition 1.4
which depends on confluence. As announced above, we reuse notation without
comments), with the following properties for eachv � u:

(i) Up ⊂ Uv wheneveru � p � v.
(ii) Uv ∩ u · Ru = u · U .
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(iii) v−1[Uv] is open inX.
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(iv) Eacha ∈ Uv \ Upre(v) has normal formv · x for somex.

Then certainly

�U ∩ u · Ru = u · U.

Moreover, the properties above imply

(v) For eachv ∈ M, v · x ∈ �U impliesu � v andv · x ∈ Uv .

To prove (v), letp be the minimalp � u w.r.t. � such thatv · x ∈ Up. By (iv), v · x has
normal formp · y for somey, so thatp � v, and hence in particularu � v. By (i), we
obtainv · x ∈ Uv as required. Now (v) enables us to show thatŪ is open: we have to show
thatv−1[�U ] is open for eachv ∈ M. By (v), this set is empty in caseu �� v. Otherwise, we
have, again by (v),

v−1[�U ] = v−1[Uv]
which is open inX by (iii).

The system(Uv) is constructed by induction over the prefix order, starting fromUu = U

(where ‘Upre(u)’ is to be replaced by∅ in (iv)). Now let v ∈ M, whereu ≺ v, have norma
form v = gn · · ·g1 = pre(v)g1, and assume that theUp are already constructed as requir
for u � p ≺ v. The set

B = (
pre(v)

)−1[Upre(v)]
is open inX by the inductive assumption. Thus,g−1

1 [B] is open in the domainD ⊂ X of
g1, i.e., equal toD ∩ V , whereV is open inX. Let

C = V \ D.

Note that, forx ∈ C, v · x is normal. NowUv is defined as

Uv = Upre(v) ∪ v · C.

It is clear that this definition satisfies (i), (ii), and (iv) above. In order to verify (iii),
x ∈ X. Thenv · x is normal and inUv iff x ∈ C. If v · x is reducible, i.e., ifg1(x) is defined
in X, thenv · x ∈ Uv iff pre(v) · (g1(x)) ∈ Upre(v) iff g1(x) ∈ B. Thus,

v−1[Uv] = C ∪ g−1
1 [B] = (V \ D) ∪ (V ∩ D) = V,

which is open inX. �
Example 3.5. A very basic example of a partial action onX produces the free homog
neous space overX, as follows. The full subcategoryC of T(X) spanned by the singleto
subspaces induces a partial action as described in Example 2.9(vii). The presentation o
the monoidM(C) generated byC can be described as follows: the generators are o
form (xy), wherex, y ∈ X with x �= y, and the relations are(xy)(yz) → (xz) whenx �= z,
and(xy)(yz) → () otherwise (thus, one may leave out the brackets and just writexx = e).
The corresponding globalization is easily seen to be homogeneous. There are know
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to produce this homogeneous space, in particularShimrat’s construction[27] and the con-
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struction given by Belnov [4], who also establishes a kind of universal property fo
extension. It can be checked that the spaces resulting from these constructions c
with our globalization in this special case (see [19] for more details).

4. Preservation of topological properties

We will now investigate how topological properties of a space are or are not hand
to its globalization with respect to a continuous partial actionα.

Theorem 4.1. If α is confluent andX is a T1-space, thenY is T1 iff u−1[{x}] is closed in
X for eachu ∈ M and eachx ∈ X.

Proof. The ‘only if’ direction is immediate. In order to prove the ‘if’ direction, we ha
to show that the latter condition implies thatu−1[{a}] is closed inX for eacha ∈ Y . Let
a have normal formv · x. Thenu · y = v · x for y ∈ X iff we haveu = vp normal and
p · y = x, wherep is necessarily uniquely determined. Thus,u−1[{a}] is the closed se
p−1[{x}] in X if v � u; otherwise,u−1[{a}] is empty. �

There are many typical cases in which this necessary and sufficient condition is
seen to be satisfied, such as the following.

Corollary 4.2. If X is T1 andα is closed, thenY is T1.

Corollary 4.3. If X is T1 andM is a group, thenY is T1.

Corollary 4.4. If X is T1 and for each generatorg ∈ G, the partial mapg :X → X has
finite fibres, thenY is T1.

(The latter corollary includes the case that all generators act injectively.)

Proof of Corollary 4.4. By induction over the length ofu ∈ M, one shows thatu−1[{x}]
is finite and hence closed for eachx ∈ X. �

For confluent actions, the domain conditions introduced in Section 2 can be redu
the generating setG:

Proposition 4.5. Let α be confluent. Thenα is closed(open) iff dom(g) is closed(open)
for eachg ∈ G, andα is strongly closed(open) iff, moreover,g :X → X is closed(open)
on dom(g) for eachg.

Proof. We prove only the closed case. Let dom(g) be closed for eachg ∈ G. We show
by induction over lg(u) that dom(u) is closed for eachu ∈ M: let u have normal form
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u = gn · · ·g1, so that pre(u) = gn · · ·g2. Then dom(pre(u)) is closed by induction. By
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confluence,u · x is defined inX iff u · x reduces to somey ∈ X. Thus, we have

dom(u) = g−1
1

[
dom

(
pre(u)

)]
,

which is closed in dom(g1) and hence inX. The second claim is now trivial.�
Strong closedness is in a suitable sense ‘inherited’ by the globalization:

Proposition 4.6.

(i) If α is strongly open, thenu :X → Y is open for everyu ∈ M.
(ii) If α is strongly closed and confluent, thenu :X → Y is closed for everyu ∈ M.

Proof. (i) We have to show thatv−1[u[U ]] is open inX for eachv ∈ M and each openU
in X. We can write this set as

v−1[u[U ]] =
⋃
n∈N

Vn,v,

whereVn,v denotes the set of allx ∈ X such that there existsy ∈ U such that(v, x) � (u, y)

is obtainable by applying the generating relation∼ of formula (1) (Section 2)n times from
left to right or from right to left. We show by induction overn thatVn,v is open for eachv:
the base case is trivial. Now by the definition of∼,

Vn+1,v =
⋃

p,q∈M
v=pq

(
q−1[Vn,p] ∩ X

) ∪
⋃
p∈M

(
p[Vn,vp] ∩ X

)
,

where the first part of the union corresponds to the first step in the derivation of(v, x) �
(u, y) being of the form(v, x) = (pq, x) ∼ (p, q · x) ∈ Vn,p and the second to that ste
being of the formVn,vp � (vp, z) ∼ (v,p · z) = (v, x). By the inductive assumption, th
setsVn,p andVn,vp are open; hence, all components of the union are open, since allp ∈ M

have open domains and are open as partial mapsX → X.
(ii) The argument is analogous to the one above, noticing that thanks to conflu

all unions above can be restricted to finite ones: the derivation of(v, x) � (u, y) needs at
most lg(v) + lg(u) steps; in the first part of the union in the decomposition ofVn+1,v , the
decompositionsv = pq can be restricted to be normal; and in the second part of the u
p need only range over generators that occur in the normal form ofu. �
Corollary 4.7. Let α be strongly open. Then the translation mapu :Y → Y is open for
everyu ∈ M.

Proof. Let U be an open subset ofY . We have to show thatu · U is open. Represent th
set as

u · U =
⋃
v∈M

uv · (v−1[U ] ∩ X
)
.

Now observe that each component set of the union is open. Indeed, sincev−1[U ] ∩ X is
open inX, Proposition 4.6(i) implies thatuv · (v−1[A] ∩ X) is open inY . �
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As the following example shows, the ‘closed version’ of the last statement fails to be
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true even for confluent partial actions.

Example 4.8. Let X = R be the real line. Forn ∈ N, let pn :N → N be the constant ma
with valuen. These maps, together with the identity map onN, form a monoidM which
acts onN ⊂ R and thus partially acts onX. Clearly, this partial action is strongly close
but the translationp1 :Y → Y of the corresponding globalization fails to be closed. Inde
define a subset ofY as

A =
{
pn · 1

n

∣∣∣∣ n � 2

}
.

ThenA is closed inY becausev−1[A]∩X has at most one point for everyv ∈ M. However,
p1 ·A is not closed. To see this, observe thatp1pn = p1 and hencep1 ·A = {p1 · 1

n
| n � 2}.

The sequence of pointsp1 · 1
n

in p1 · A converges to the pointp1 · 0 = 1, which is outside
of p1 · A.

Remark 4.9. In the case thatM is a group, closed partial actions are automatically stron
closed. Moreover, since in this case each translationu :Y → Y is a homeomorphism, th
‘closed version’ of Corollary 4.7 is trivially true.

We now approach the question of normality and dimension. LetZ be a topologica
space. Following Wallace [32], we say thatX is of dimensional typeZ (in short:XτZ) if,
for each closed setA ⊂ X and each continuous mapf :A → Z, there exists a continuou
extensionf̄ :X → Z.

Theorem 4.10. If α is closed and confluent, thenXτZ impliesYτZ.

Proof. Let A ⊂ Y be closed, and letψ :A → Z be a continuous map. In order to define
required extension̄ψ :Y → Z, we construct a sequence of continuous functionsψn :Yn →
Z (cf. Section 3) such that eachψn extends the restrictionψ|A∩Yn and eachψn+1 extends
ψn. We then obtainψ̄ as the union of theψn.

Y0 is justX. SinceA ∩ X is closed inX, we can chooseψ1 as an extension ofψ|A∩X

to X.
Now assume that we have constructed the sequence up ton. We define auxiliary func

tionsλu :Bu → Z, whereBu is closed inX, for eachu ∈ M such that lg(u) � n as follows:
let u have normal formgk · · ·g1, and letD be the (closed) domain ofg1. The setBu is the
unionD ∪ u−1[A] (hence closed), andλu is defined by

λu(x) =
{

ψn(u · x), if u · x ∈ Yn, and
ψ(u · x), if u · x ∈ A.

By assumption onψn, λu is well-defined. It is continuous onD and onu−1[A], hence
continuous, since both these sets are closed.

SinceXτZ, eachλu has a continuous extensionκu :X → Z. We put

ψn+1(u · x) = κu(x)
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for eachu ∈ M with lg(u) � n and eachx ∈ X. Since lg(a) � n for any a ∈ Yn+1 that
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admits more than one such representationa = u · x, ψn+1 is well-defined. It is continuou
for fixed u, which implies overall continuity by definition of the topology onY ; finally, it
extendsψ|A∩Yn+1 andψn by construction. �
Corollary 4.11. If α is closed and confluent andX is normal(and hasdim(X) = n), then
Y is normal(and hasdim(Y ) = n).

Proof. First note thatY is aT1-space by virtue of Corollary 4.2. Now use Theorem 4
and well-known characterizations of normality (forZ = [0,1]) and dimension (forZ = Sn)
in terms of dimensional type.�

If α is not closed then we cannot in general expect the preservation of basic topo
properties, such as for instanceT2, in Y (or, in fact, in any other globalizations):

Example 4.12. Let h :O → O be an autohomeomorphism of an open subsetO of X.
Suppose that sequences(xn) and(yn) in O both converge to the same point inX \ O , and
that (h(xn)) and(h(yn)) converge to pointsc andd in X \ O , respectively. IfX admits a
HausdorffextensionX ↪→ Z such thath extends to a global map onZ, thenc = d : in Z,
we have

c = lim h(xn) = h(lim xn) = h(lim yn) = lim h(yn) = d.

It follows thatY cannot be Hausdorff for any (even very good)X that has such a subspa
O with c andd distinct. As a concrete example, takeX = Z ∪ {∞,−∞}, O = Z, (xn)

and (yn) the sequences of positive even and odd numbers, respectively, andh(n) = n if
n is even,h(n) = −n otherwise. (By way of contrast, observe that, by Corollary 4.3,
globalization w.r.t. the group generated byh is T1.)

This example shows in particular that the abstract globalization problem of [8, p.
in general fails to have a Hausdorff solution.

5. Non-expansive partial actions

We will now move on from topology into the realm of metrics and pseudometrics.

Definition 5.1. A weak pseudometricspace is a pair(X,d), whered :X ×X → R+ ∪ {∞}
is a symmetric distance function that satisfies the triangle inequality andd(x, x) = 0 for
eachx ∈ X. A pseudometricspace is a weak pseudometric space(X,d) such thatd(x, y) <

∞ for all x, y. A weak pseudometric space is calledseparatedif d(x, y) = 0 impliesx = y.
(Thus, a metric space is a separated pseudometric space.)

We will denote all distance functions byd (and the space(X,d) just byX) where this
is unlikely to cause confusion. A functionf between weak pseudometric spaces is ca
non-expansiveif d(f (x), f (y)) � d(x, y) for all x, y.

We denote the categories of weak pseudometric, pseudometric, and metric spaces w
non-expansive maps as morphisms bywPMet, PMet, andMet, respectively.



M. Megrelishvili, L. Schröder / Topology and its Applications 145 (2004) 119–145 137

A partial action of a monoidM on a weak pseudometric spaceX is callednon-expansive
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if the partial mapu :X → X is non-expansive on its domain (as a subspace ofX) for each
u ∈ M. Note here that bothPMet andMet are closed under subspaces inwPMet.

SincewPMet is a topological category [2], globalizations can be constructed in
same way as for topological partial actions by means of final lifts: in general, given
pseudometric spacesYi , i ∈ I , and a family of mapsfi :Yi → X into some setX, the final
lift of S = (Yi , fi)I is the largest weak pseudometric onX (w.r.t. the pointwise order o
real-valued functions) that makes all thefi non-expansive maps. Explicitly, given pointsx

andy in X, anS-pathπ fromx toy of lengthn is a sequence((i1, x1, y1), . . . , (in, xn, yn)),
n � 1, such thatxj , yj ∈ Yij , j = 1, . . . , n, fi1(x1) = x, fij (yj ) = fij+1(xj+1) for j =
1, . . . , n − 1, andfin (yn) = y. The associatedpath lengthis

n∑
j=1

dj (xj , yj ).

In casex �= y, the distance ofx andy is easily seen to be given as the infimum of the p
length, taken over allS-paths fromx to y (in particular, the distance is∞ if there is no such
path); otherwise the distance is, of course, 0. If thefi are jointly surjective (which they ar
in the case we are interested in), then there is always a trivialS-path fromx to x, so that
the casex = y does not need special treatment. Due to the triangle inequality, it suffic
consider paths((ij , xj , yj )) where(ij , yj ) is always different from(ij+1, xj+1).

Now given a partial actionα on a weak pseudometric spaceX, we construct the unde
lying set of the free globalizationY as in Section 3 (as for topological spaces, we shall k
the notationα, X, Y , etc. throughout). It is easy to see that free globalizations of pa
actions on weak pseudometric spaces (i.e., reflections into the full subcategory spanne
the total actions in the category of partial actions) are, as in the topological case, g
final lifts of the familyS of maps

u :X → Y,

whereu ranges overM. For the sake of clarity, we denote the distance function onY thus
defined byD.

For the remainder of this section, we shall assume thatα is confluent.
Under this condition, one may further restrict the paths to be taken into consider

in general, we may write anS-pathπ from a to b (a, b ∈ Y ) in the form

u1 · x1, u1 · y1
∗↔ u2 · x2, . . . , un−1 · yn−1

∗↔ un · xn,un · yn

(in short:(uj , xj , yj )), whereu1 ·x1 = a andun ·yn = b . Denote byD(π) the correspond
ing path length

∑n
j=1 d(xj , yj ). By definition,D(a,b) = inf D(π) whereπ runs over all

possible paths. Recall thatD(a,b) = ∞ iff there is no path froma to b. We say thatπ is
geodesicif D(a,b) = D(π).

There are two additionalassumptionswe may introduce:

(i) For eachj = 1, . . . , n, at least one ofuj · xj anduj · yj is in normal form.
Indeed, ifuj has normal formgk · · ·g1 and bothxj andyj are in the domain ofg1,
then we obtain a shorter path replacing(uj , xj , yj ) by (gk · · ·g2, g1 ·xj , g1 ·yj ) (since
g1 is non-expanding).
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(ii) For eachj = 1, . . . , n − 1, at most one ofuj · yj anduj+1 · xj+1 is normal.
nt
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using

ible,
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zation:
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By the above, we may assume(uj , yj ) �= (uj+1, xj+1). But both these pairs represe
the same point ofY , which has only one normal form.

We will henceforth consider onlyS-paths that arereducedaccording to these assumption

We denote the transitive closure of the one-step reduction→ by
+→ (reversely:

+←); i.e.,
+→ is like

∗→ except that we require that at least one reduction step takes place. Ifuj · yj is

reducible anduj+1 · xj+1 is normal then necessarilyuj · yj
+→ uj+1 · xj+1, which we will

indicate in the notation for paths; similarly ifuj ·yj is normal anduj+1 ·xj+1 is reducible.
The ‘normality patterns’ that occur in reduced paths are restricted in a rather am

way:

Lemma 5.2. Every reduced path froma ∈ Y to b ∈ Y has one of the following forms:

(A1) n, r
+→ · · · +→ n, r;

(A2) r, n
+← · · · +← r, n;

(A3) n,n;

(A4) n, r
+→ · · · +→ n, r

+→ n,n;

(A5) n,n
+← r, n

+← · · · +← r, n;

(A6) n, r
+→ · · · +→ n, r

+→ n,n
+← r, n

+← · · · +← r, n;

(A7) n, r
+→ · · · +→ n, r

∗↔ r, n
+← · · · +← r, n,

where ‘n’ and ‘r’ mean that the corresponding term of the path is normal or reduc

respectively.(Patterns such asn, r
+→ · · · +→ n, r are to be understood as ‘one or mo

occurrences ofn, r ’.)

Proof. If the path does not contain either of the patternsn,n andr
∗↔ r, then it must be

of one of the forms (A1) and (A2). The occurrence ofn,n in some place determines th
entire pattern due to restrictions (i) and (ii) above, so that the path has one of the

(A3)–(A6). Similarly, a path that contains the patternr
∗↔ r must be of the form (A7). �

A first consequence of this lemma is that every space is a subspace of its globali

Lemma 5.3. Let x, y ∈ X. Then((e, x, y)) is the only reduced path fromx to y.

Proof. Sincee · z is in normal form for allz ∈ X, any reduced path fromx to y must have
form (A3) of Lemma 5.2 (all other forms either begin with the patternn, r or end with
r, n). �
Theorem 5.4. The embeddingX ↪→ Y of a weak pseudometric space into its free glob
ization is isometric.

Proof. Immediate from Lemma 5.3.�
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Of course, we are mainly interested inmetric globalizations. Now any weak pseudo-
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metric space has a separated reflection obtained by identifying points with distance
X is a separated space, then the separated reflection�Y of Y is the freeseparatedglobaliza-
tion of X, andX is isometrically embedded in�Y , since its points have positive distances
Y and are hence kept distinct in�Y . We will see below (Theorem 5.11) that working wi
the separated reflection is unnecessary for closed partial actions. Finiteness of distanc
on the one hand, more problematic since there is no universal way to transform a
pseudometric space into a pseudometric space. On the other hand, finiteness of distan
is preserved in most cases:

Definition 5.5. α is callednowhere degenerateif dom(g) �= ∅ for eachg ∈ G.

Proposition 5.6. If X is a non-empty pseudometric space, thenY is pseudometric iffα is
nowhere degenerate.

Proof. If α is nowhere degenerate, then there exists, for eachy ∈ Y , a path fromy to some
x ∈ X; hence, there is a path between any two points ofY , so that the infimum definin
the distance function onY is never taken over the empty set and hence never infinit
conversely, dom(g) = ∅ for someg ∈ G, then there is no reduced path (and hence no
at all) fromx to g · x for x ∈ X, so thatD(x,g · x) = ∞. Indeed, assume thatπ is such a
path. Since bothe ·y and, by assumption ong, g ·y are normal for ally ∈ X, the normality
pattern ofπ as in Lemma 5.2 can neither begin withn, r nor end withr, n. Thus,π must
be of the form (A3), which is impossible since dom(g) = ∅ impliesg �= e. �
Remark 5.7. Another approach to the problem of infinite distances is to consider
spaces of diameter at most 1 and putD(x,y) = 1 for x, y ∈ Y in case there is no path from
x to y.

Observation 5.8. Let a, b ∈ Y have normal formsa = u · x andb = v · y, and letπ be a
reduced path froma to b. If π is of the form (A2) or (A5) of Lemma 5.2, then necessar
u � v, and ifπ is of the form (A1) or (A4), thenv � u. Clearly, if π is of the form (A3)
thenu = v. Thus, ifu andv are incomparable under� thenπ must be of the form (A6)
or (A7).

Lemma 5.9. Let a, b ∈ Y have normal formsa = u · x andb = v · y, whereu has normal
formgk · · ·g1.

(i) If D(a,b) < d(x,dom(g1)), thenu � v.
(ii) If u = v then

min
{
d(x, y), d

(
x,dom(g1)

) + d
(
y,dom(g1)

)}
� D(a,b) � d(x, y).

Proof. Let π be a reduced path froma to b.

(i) π cannot have a normality pattern of the formn, r
+→ · · · , since in that case, the fir

step of the path would already contribute at leastd(x,dom(g1)) to D(a,b). Hence,π must
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be of one of the forms (A2), (A3), or (A5) of Lemma 5.2. By the observation above, this

A3),

y

,

impliesu � v.
(ii) π must have one of the forms (A3), (A6), or (A7) of Lemma 5.2. In the case (

D(π) = d(x, y). In the cases (A6) and (A7), the normality pattern ofπ is of the form

n, r
+→ · · · +← r, n. ThereforeD(π) � d(x,dom(g1)) + d(y,dom(g1)). This proves the

first inequality; the second follows from the fact thatu :X → Y is non-expansive. �
We say that a functionφ :E → L between pseudometric spaces islocally isometricif

for everyx ∈ E there existsε > 0 such thatφ isometrically maps theε-ball B(x, ε) in E

onto theε-ball B(φ(x), ε) in L. Clearly,E is separated iffφ(E) is separated. Every locall
isometric injective map is a topological embedding.

Proposition 5.10. If α is closed, then

(i) D(u · x, v · y) = 0 impliesu = v for normal formsu · x, v · y.
(ii) The set

⋃
u�v v · Rv is open for eachu.

(iii) EachYk (in particular, Y0 = X) is closed inY .
(iv) The subspaceYk+1 \ Yk is a topological sum

⋃
lg(u)=k+1 u · Ru of disjoint subsets

u · Ru.
(v) For everyu ∈ M the bijective functionu :Ru → u ·Ru is locally isometric(and, hence

a homeomorphism).

Proof. (i) Let u have normal formgn · · ·g1. ThenD(u · x, v · y) = 0 < d(x,domg1) by
closedness, so thatu � v by Lemma 5.9(i). Analogously,v � u.

(ii) Let u ∈ M, and leta have normal formp · x (i.e., a ∈ p · Rp) for someu �
p with normal formp = gn · · ·g1. Put ε = d(x,dom(g1)). By closedness,ε > 0. By
Lemma 5.9(i), theε-neighbourhood ofa is contained in

⋃
p�v v · Rv and hence in⋃

u�v v · Rv , which proves the latter set to be open.
(iii) The complement ofYk is a union of sets

⋃
u�v v · Rv .

(iv) Disjointness is clear, and by (ii), each setu · Ru with lg(u) = k + 1 is open in
Yk+1 \ Yk , sinceu · Ru = (

⋃
u�v v · Rv) ∩ (Yk+1 \ Yk).

(v) Let u = gk · · ·g1 be normal, and letx ∈ Ru = X \ dom(g1). Sinceα is closed,ε :=
d(x,dom(g1)) > 0. By Lemma 5.9(ii), the bijective functionu :Ru → u · Ru isometrically
maps theε-ball B(x, ε) onto theε-ball B(u · x, ε) in u · Ru. �

As an immediate consequence, we obtain the announced separatedness result:

Theorem 5.11. If α is closed andX is separated, thenY is separated.

Proof. Let u · x andv · y be normal forms inY with D(u · x, v · y) = 0. Thenu = v by
Proposition 5.10(i); thereforex, y ∈ Ru. By Proposition 5.10(v),D(u ·x,u ·y) = 0 implies
d(x, y) = 0 and hencex = y. �
Remark 5.12. The converse of the above theorem holds ifX is complete: assume thatY

is separated, letg ∈ G, and let(xn) be a convergent sequence in dom(g); we have to show
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thatx = lim xn is in dom(g). Now (g ·xn) is a Cauchy sequence inX, hence by assumption
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convergent; letz = lim g · xn. For everyn, we have a path

e · z, e · (g · xn)
+← g · xn, g · x

from z to g · x. The associated path length isd(z, g(xn)) + d(xn, x), which converges to
0 asn → ∞. Hence,D(z,g · x) = 0, so thatz = g · x by separatedness; this implies th
g · x is defined inX as required.

Example 5.13. Even for closed partial actions of groupoids on metric spaces, the m
globalization does not in general induce thetopology of the topological globalization o
Section 3. Take, for instance,X = [0,1]. The full subcategory ofM(X) spanned by al
singleton subspaces induces a partial actionα as described in Example 2.9(vii) (cf. als
Example 3.5). The universaltopologicalglobalizationY of α is not even first countable
as in Example 3.5, denote the map{x} → {y} by (yx) for x �= y in X. Then we have a
subspaceZ of Y formed by all points of the formx or (y0) · x. The spaceZ is homeo-
morphic to the quotient space obtained by taking one base copy of[0,1] and uncountably
many copies of[0,1] indexed over the base copy, and then identifying for eacha ∈ [0,1]
the 0 in theath copy with the pointa in the base copy. In particular, alreadyZ fails to be
first countable.

Theorem 5.14. If X is a metric space andα is closed and nowhere degenerate, thenY is
a metric space. Moreover,dim(Y ) = dim(X).

Proof. By Theorem 5.11 and Proposition 5.6,Y is a metric space.
It remains to be shown that dim(X) = dim(Y ). Now Y = ⋃

n∈N
Yn where, by Propo

sition 5.10, eachYn is a closed subset ofY . Therefore, by the standardcountable sum
theorem, it suffices to show that dim(Yn) � dim(X) for everyn. We proceed by induc
tion. The casen = 0 is trivial, sinceY0 = X. We have to show that dim(Yn+1) � dim(X)

provided that dim(Yn) � dim(X). The idea is to use the following result of Dowker [10]

Lemma 5.15 (Dowker). Let Z be a normal space, and letQ be a closed subspace
Z such thatdim(Q) � k. Thendim(Z) � k if and only if every closed subspaceA ⊂ Z

disjoint fromQ satisfiesdim(A) � k.

We apply this lemma to the closed subspaceYn of Yn+1. By the induction hypothesis
dim(Yn) � dim(X). We have to show that dim(A) � dim(X) for every closed subsetA of
Yn+1 which is disjoint fromYn, i.e.,A ⊆ Yn+1\Yn. By Proposition 5.10(iv),A is a topolog-
ical sum

⋃
lg(u)=n+1 Au of disjoint subspacesAu := A ∩ u · Ru. EachAu is a subspace o

u · Ru. Therefore, by Proposition 5.10(v),Au is homeomorphic to a subspace ofX. Since
the dimension is hereditary (for arbitrary, notnecessarily closed subspaces) in perfe
normal (e.g., metrizable) spaces, we have dim(Au) � dim(X). Thus, dim(A) � dim(X).
By Dowker’s result this yields dim(Yn+1) � dim(X). �
Remark 5.16. One application of Theorems 5.4 and 5.14 is to obtain all sorts of metri
gluing constructions. A simple example of this is Theorem 2.1 of [5], which states
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given metric spacesX1 andX2 with intersectionZ = X1 ∩ X2 such thatZ is closed both
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em,

f

in X1 and inX2 and the metrics ofX1 andX2 agree onZ, there exists a metric onX1∪X2

which agrees with the given metrics onX1 andX2, respectively. Using our results, this ca
be seen as follows: letG be the free group with a single generatoru (i.e., G ∼= Z), let
X1 +X2 = X1 ×{1} ∪X2 ×{2} be the disjoint union ofX1 andX2, and let a partial action
of G onX1 +X2 be defined byu · (x,1) = (x,2) (andu−1 · (x,2) = (x,1)) for x ∈ Z. This
partial action is closed and, by Example 2.9(iii), confluent. In the globalizationY , we find
the setX1 ∪ X2 represented asW = (u · X1) ∪ X2, and the metric onW agrees with the
respective metrics onX1 andX2, since the mapsf1 :X1 → W andf2 :X2 → W defined
by f1(x) = u · (x,1) andf2(y) = (y,2) are isometries.

In standard terminology, some of the above results can be summed up as follows

Theorem 5.17. Let Γ be a set of partial non-expansive maps(isometries) with non-empty
closed domain of a metric spaceX. Then there exists a closed isometric embeddingX ↪→ Y

into a metric spaceY such that all members ofΓ can be extended to global non-expans
maps(isometries) of Y and such that, moreover,dim(Y ) = dim(X) and|Y | � |X| · |Γ | ·ℵ0.

Proof. Γ generates a subcategory (a subgroupoid, if all members ofΓ are partial isome
tries) C of the categoryM(X) of metric subspaces ofX; the set of morphisms ofC has
cardinality at most|Γ | · ℵ0. The inclusionC ↪→ M(X) induces a closed non-expans
nowhere degenerate partial actionα on X as described in Example 2.9(vii). By Theore
5.14 and Proposition 5.10(iii), the globalization ofX w.r.t.α has the desired properties.�

By iterating the construction above, we can improve, in part, the known result [29]1 that
every metric spaceX can be embedded into a metrically ultrahomogeneous spaceZ:

Theorem 5.18. For every metric spaceX there exists an isometric closed embeddingX ↪→
Z into a metrically ultrahomogeneous spaceZ such thatdim(Z) = dim(X) and|Z| = |X|.

Proof. Start with the setΓ containing all partial isometries between finite subspacesX
andall global isometries ofX (here,Γ is already a subcategory ofM(X)). Let Z1 be the
corresponding globalization according to the above theorem and iterate this process;
direct limit Z∞ of the resulting ascending chain of metric spacesX ↪→ Z1 ↪→ Z2 ↪→ ·· ·
is an ultrahomogeneous space. Moreover, each inclusion is closed and dim(Zn) = dim(X)

for all n. Hence, the inclusionX ↪→ Z∞ is closed, and by the countable sum theor
dim(Z∞) = dim(X). A more careful choice of global isometries will guarantee that|Z| =
|X|. �

1 Uspenskij shows that it can be assumed that the weight is preserved and that the isometry group oX (en-
dowed with the pointwise topology) is topologically embedded into the isometry group ofZ (but this construction
does not preserve dimension).
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Remark 5.19. Topological versions of Theorems 5.17and 5.18, with ‘metric’ replaced by
e

f

s

ly

ry

sic
‘normal’ and ‘metrically ultrahomogeneous’ by ‘topologically ultrahomogeneous’, can b
derived using Corollary 4.11 (see also [19–21]).

The global metricD on Y is in some respects easier to handle in caseM is a group.
Since the elements ofM act as isometries and henceD(u ·x, v ·y) = D(x,u−1v ·y) for all
u,v ∈ M and allx, y ∈ X, it suffices to consider distances of the formD(x,u · y). Thus,
the calculation of distances can be simplified:

Proposition 5.20. Let M be a group. Letu,v ∈ M, let gk · · ·g1 be the normal form o
u−1v, and letx, y ∈ X. Then

D(u · x, v · y) = inf

(
d(y, x1) +

k∑
i=1

d
(
gi(xi), xi+1

))
,

wherexi ranges overdom(gi) for i = 1, . . . , k andxk+1 = x.

Proof. As explained above, we need only calculate the distance froma := u−1v · y to the
pointx ∈ X.

Sincee · z is normal for allz ∈ X, a reduced pathπ from a to x cannot end with the
normality patternr, n, so that (excluding the trivial case (A3))π must have one of the form
(A1) or (A4) of Lemma 5.2. Thus,π is determined by a subdivisionsr · · · s1 of (gk, . . . , g1)

into non-empty wordssi and a selection of elementsxi ∈ dom(s∗
i ), i = 1, . . . , r; putting

xr+1 = x, we can write the corresponding path length as

d(y, x1) +
r∑

i=1

d
(
s∗
i (xi), xi+1

)
.

Now observe that one subdivision of(gk, . . . , g1) is that intok one-element subwordssi =
(gi). Selecting elementsxi ∈ dom(s∗

i ) = dom(gi), i = 1, . . . , k, defines a (not necessari
reduced) path; call such pathselementary paths. It is easy to see that any reduced pathπ

gives rise to an elementary pathπ̄ such thatD(π) = D(π̄), and the lengths of elementa
paths are exactly the sums given in the formula of the statement.�

A further rather immediate consequence of Lemma 5.2 is the existence of geode
paths under suitable compactness assumptions:

Definition 5.21. Let u ∈ M have normal formgk · · ·g1, k � 0. u is called aC-elementif
dom(gi) is compact fori = 1, . . . , k. A partial action iscompactif dom(f ) is compact for
every morphismf .

Clearly,α is compact iff everyu ∈ M is aC-element.

Theorem 5.22. Let X be a weak pseudometric space. Ifu andv are C-elements anda =
u · x, b = v · y are normal, then there exists a geodesic froma to b. In particular, if α is
compact then there exists a geodesic for every pair of elements inY .
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Proof. It suffices to show that, for each of the forms listed in Lemma 5.2, there exists a
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path which realizes the infimum among all reduced paths of that form. We treat on
case (A7); the other cases are analogous (and, mostly, easier).

A reduced path((uj , xj , yj )) from a to b of the form (A7) is determined by a choice
a sequence(u1, . . . , uk) such that

u = u1 � · · · � ur and ur+1 ≺ · · · ≺ uk = v

for some 1� r � k − 1, and a choice of elementsyi ∈ dom(gi
1), i = 1, . . . , r andxi ∈

dom(gi
1), i = r + 1, . . . , k, whereui has normal formgi

si
· · ·gi

1. Obviously, there are onl
finitely many choices of(u1, . . . , uk), so that it suffices to show that, given such a cho
the infimum among the corresponding paths is realized by some choice of eleme
described. This follows by a standard compactness argument: the dom(gi

1) are compact
and the path length depends continuously on the choice of thexi andyi . �
Corollary 5.23. Let α be compact. IfX is a path space, i.e., if the distance between an
two points is the infimum of the lengths of all curves joining the points[12], then so isY .

6. Conclusion and outlook

We have demonstrated how a simple set-theoretic construction of globalizatio
partial actions of monoids can be applied to topological and metric spaces, and we h
shown that the resulting extensions are surprisingly well-behaved, provided that the
action is confluent. In particular, we have shown that, in both cases, the original
is embedded in its extension, and that, under natural assumptions, important pro
such as dimension, normality, or path metricity are preserved. Classical homogen
results arise as special cases of our construction. The main tool has been the applic
rewriting theory in order to gain better control of the globalization.

Open questions include preservation of further topological and metric properti
the globalization, as well as the extension of the method to other categories. Th
cludes categories used in general topologysuch as uniform spaces or, more genera
nearness spaces [13], as well as, in the realm of distance functions, the category
proach spaces [17], but also structures of a more analytical nature such as measura
maps (ofmm-spaces [12,24]), smooth maps, or conformal maps.

Acknowledgements

We wish to thank Horst Herrlich and the anonymous referee for valuable suggest

References

[1] F. Abadie, Enveloping actions and Takai dualityfor partial actions, J. Functional Anal. 197 (2003) 14–67
[2] J. Adámek, H. Herrlich, G.E. Strecker, Abstract and Concrete Categories, second ed., Wiley–Interscien

New York, 1990.



M. Megrelishvili, L. Schröder / Topology and its Applications 145 (2004) 119–145 145

[3] F. Baader, T. Nipkow, Term Rewriting and All That, Cambridge University Press, Cambridge, 1998.
okl. 19

n).

s, Bull.

(1998)

ics
er

ok of

-

ity,

ull.

ch,
4,

paces,

/

. Univ.

ries of
3 (5)
[4] V.K. Belnov, Dimension of homogeneous spaces and free homogeneous spaces, Soviet Math. D
(1978) 86–89, translation from Dokl. Akad. Nauk SSSR 238 (1978) 781–784.

[5] S.A. Bogatyi, Metrically homogeneousspaces, Russ. Math. Surveys 57 (2002) 221–240.
[6] R. Börger, Congruence relationson categories, Master’s Thesis, University of Münster, 1977 (in Germa
[7] P. Cameron, Homogeneous Cayley objects, European J. Combin. 21 (2000) 745–760.
[8] K. Choi, Y. Lim, Inverse monoids of Möbius type, J. Algebra 223 (2000) 283–294.
[9] L.D. Clemens, S. Gao, A.S. Kechris, Polish metric spaces: their classification and isometry group

Symbolic Logic 7 (2001) 361–375.
[10] C.H. Dowker, Local dimension of normal spaces, Quart. J. Math. Oxford II. Ser. 6 (1955) 101–120.
[11] R. Exel, Partial actions of groups and actions of inverse semigroups, Proc. Amer. Math. Soc. 126

3481–3494.
[12] M. Gromov, Metric Structures for Riemannianand Non-Riemannian Spaces, Birkhäuser, Basel, 1999.
[13] H. Herrlich, A concept of nearness, Gen. Topology Appl. 4 (1974) 191–212.
[14] A.S. Kechris, V.G. Pestov, S. Todorcevic, Fraisse limits, Ramsey theory, and topological dynam

of automorphism groups, Geom. Funct. Anal., 73 pages, submitted for publication; available und
http://arxiv.org/abs/math.LO/0305241.

[15] J. Kellendonk, M.V. Lawson, Partial actions ofgroups, Internat. J. Algebra Comput. 14 (2004) 87–114.
[16] J.W. Klop, Term rewriting systems, in: S. Abramsky, D.M. Gabbay, T.S.E. Maibaum (Eds.), Handbo

Logic in Computer Science, vol. 2, Oxford University Press, Oxford, 1992, pp. 1–117.
[17] R. Lowen, Approach Spaces: The Missing Link in the Topology-Uniformity-Metric Triad, Oxford Mathe

matical Monographs, Clarendon Press, 1997.
[18] S. Mac Lane, Categories for the Working Mathematician, second ed., Springer, Berlin, 1998.
[19] M. Megrelishvili, Uniformity and topological transformation groups, Ph.D. Thesis, Tbilisi State Univers

1985.
[20] M. Megrelishvili, Embedding of topological spaces inspaces with strong properties of homogeneity, B

Acad. Sci. GSSR 121 (1986) 257–260.
[21] M. Megrelishvili, Groupoid preactions by partialhomeomorphisms and homogenizations, in: H. Herrli

H.E. Porst (Eds.), Categorical Methods in Algebra and Topology, in: Mathematik-Arbeitspapiere, vol. 5
Bremen University, 2000, pp. 279–292.

[22] N.G. Okromeshko, V.G. Pestov, A construction of Mishchenko in the theory of homogeneous s
Moscow Univ. Math. Bull. 39 (3) (1984) 33–37.

[23] V. Pestov, Topological groups: whereto from here?, Topology Proc. 24 (1999) 421–502.
[24] V. Pestov,mm-spaces and group actions, Enseign. Math. 48 (3–4) (2002) 209/201–236.
[25] L. Schröder, H. Herrlich,Free adjunction of morphisms, Appl. Cat. Struct. 8 (2000) 595–606.
[26] L. Schröder, H. Herrlich, Free factorizations, Appl. Cat. Struct. 9 (2001) 571–593.
[27] M. Shimrat, Embedding in homogeneous spaces, Quart. J. Math. Oxford II. Ser. 5 (1954) 304–311.
[28] P. Urysohn, Sur un espace métrique universel, Bull. Sci. Math. 51 (1927) 43–64, 74–90.
[29] V.V. Uspenskij, On subgroups of minimal topological groups, preprint, Ohio University http://xxx.lanl.gov

abs/math.GN/0004119, 1998.
[30] V.V. Uspenskij, On the group of isometries of the Urysohn universal metric space, Comment. Math

Carolin. 31 (1990) 181–182.
[31] A.M. Vershik, The universal Urysohn space, Gromov’s metric triples, and random metrics on the se

natural numbers, Uspekhi Mat. Nauk 53 (5(323)) (1998) 57–64, translation in Russian Math. Surveys 5
(1998) 921–928.

[32] A.D. Wallace, Dimensional types, Bull. Amer. Math. Soc. 51 (1945) 679–681.


