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Abstract

In this paper we give a realization of some symmetric spaceG/K as a closed submanifoldP of G.
We also give several equivalent representations of the submanifoldP . Some properties of the s
gK ∩ P are also discussed, wheregK is a coset space inG.
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1. Introduction

SupposeG is a connected Lie group,K a closed subgroup ofG. ThenG/K is a ho-
mogeneous space. WhenG, being considered as a principalK-bundle, is trivial, there is
a global sectionS of this bundle. In this case, there is a natural isomorphismG/K ∼= S.
This happens whenG is semisimple andK is a maximal compact subgroup ofG, thanks
to the Cartan decomposition. IfG is not a trivial K-bundle, we seldom considerG/K

as a submanifold ofG. In this paper, we show that whenG/K has the structure of Rie
mannian symmetric space whereK is the closed subgroup ofG consist of the fixed point
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of the involution ofG defining the symmetric space, we can embedG/K in G as a closed
submanifold in a good manner.

More precisely, letG be a connected Lie group,σ an involution ofG. Let K = {g ∈
G | σ(g) = g}, thenK is a closed subgroup ofG. We suppose there exists aG-invariant
Riemannian structure onG/K . ThenG/K becomes a Riemannian (globally) symmet
space (see Helgason [2]). In this case, we call the triple(G,σ,K) aRiemannian symmetri
triple. The differentialdσ of σ gives an involution ofg, the Lie algebra ofG. Let k and
p be the eigenspaces ofdσ in g with eigenvalues 1 and−1, respectively. Theng = k ⊕ p.
They satisfy the relations[k, k] ⊂ k, [k,p] ⊂ p, and[p,p] ⊂ k. Note thatk is the Lie algebra
of K . Note also that there exists aG-invariant Riemannian structure onG/K if and only
if Ad(K)|p = {Ad(k)|p ∈ GL(p) | k ∈ K} is compact.

In Section 2, we will prove thatP = exp(p) is a closed submanifold ofG, and there is a
natural isomorphismG/K ∼= P . That is,G/K can be embedded as a closed submanifol
G. The most hard part of the proof is the closedness ofP . We will deduce it by proving the
fact thatP coincides with the connected componentR0 containinge of the setR = {g ∈
G | σ(g) = g−1}. In fact, we will give several equivalent representations ofP , namely
P = Q = R0 = R′

0 = R2. This is our main Theorem 2.5 in Section 2. Then, as a corol
we get the natural embedding ofG/K in G. In the case thatG is semisimple, the relatio
P = R0 was mentioned in Hermann [3, Chapter 6], but the author did not give a p
there. It is interesting to notice that we can prove each connected component ofR is a
closed submanifold ofG, but different components may have different dimensions.

Even if P is a closed submanifold ofG, it is not a global section of the principa
K-bundleG → G/K in general. But sinceg = k ⊕ p, P is a local section around[e] = K .
Then it is naturally to ask that how far isP from being a global section. This will be dis
cussed in Section 3. We will prove, among other things, thatgK ∩ P 	= ∅ for each cose
spacegK , and almost all coset spacegK intersectsP transversally.

2. Realization of symmetric spaces in Lie groups

We always suppose(G,σ,K) is a Riemannian symmetric triple as we have define
Section 1 from now on. We construct the sets

P = exp(p),

Q = {
gσ(g)−1 | g ∈ G

}
,

R = {
g ∈ G | σ(g) = g−1}.

Let R0, R′
0 be the connected component and the path component ofR containing the

identity e, respectively, and letR2 = {g2 | g ∈ R}. Let K0 be the identity component ofK .

Lemma 2.1. The mapΦ :P × K0 → G,Φ(p, k) = pk is surjective.

Proof. ∀g ∈ G, we prove that there arek ∈ K0 andX ∈ p such thatg = eXk. Note that
G/K0 is also a symmetric space, which is a covering space ofG/K . We denotex0 = [e] ∈
G/K0, and letx1 = gx0. Let γ (t) be a geodesic inG/K0 such thatγ (0) = x0 andγ (1) =
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x1. Thenγ (t) is of the formγ (t) = etXx0 for someX ∈ p (see Helgason [2, Chapter I
Section 3)]). Sox1 = eXx0. Let k = e−Xg, we havekx0 = e−X(gx0) = e−Xx1 = x0. So
k ∈ K0, andg = eXk. �
Lemma 2.2. For all p,p′ ∈ P , we havepp′p ∈ P .

Proof. Supposep′ = eX , whereX ∈ p. Let p1 = eX/2 ∈ P , thenp′ = p2
1. By Lemma 2.1,

pp1 = p2k for somep2 ∈ P,k ∈ K0. Then we havep−1p−1
1 = σ(pp1) = σ(p2k) = p−1

2 k,
this impliesp1p = k−1p2. Sopp′p = (pp1)(p1p) = (p2k)(k−1p2) = p2

2 ∈ P . �
A neighborhoodU of 0 in g is symmetricif X ∈ U implies−X ∈ U .

Lemma 2.3. SupposeU is a symmetric neighborhood of0 in g with dσ(U) = U such that
exp|U :U → exp(U) is a diffeomorphism. Ifg ∈ exp(U) satisfiesσ(g) = g−1, theng ∈ P .

Proof. Supposeg = eX , X ∈ U . Applying the equation exp◦dσ = σ ◦ exp to X, we
have exp(dσ (X)) = σ(exp(X)) = exp(−X). Since U is symmetric anddσ(U) = U ,
dσ(X),−X ∈ U . But exp is injective onU , so we havedσ(X) = −X. This impliesX ∈ p,
sog = eX ∈ P . �
Lemma 2.4. SupposeU is a symmetric neighborhood of0 in g with dσ(U) = U such that
exp|U is a diffeomorphism onto its image, and supposep ∈ P . If g ∈ p exp(U)p satisfies
σ(g) = g−1. Theng ∈ P .

Proof. Since g ∈ p exp(U)p, p−1gp−1 ∈ exp(U). But σ(p−1gp−1) = pg−1p =
(p−1gp−1)−1. By Lemma 2.3,p−1gp−1 ∈ P . Then by Lemma 2.2,g ∈ P . �

Now we are prepared to formulate our main Theorem in this section.

Theorem 2.5. Suppose(G,σ,K) is a Riemannian symmetric triple, and let the subs
P,Q,R,R0,R

′
0,R

2 of G be as defined above. ThenP = Q = R0 = R′
0 = R2.

Proof. We proveP ⊂ R2 ⊂ Q ⊂ R′
0 ⊂ P andR0 = R′

0.
(i) “ P ⊂ R2”. Supposeg ∈ P , theng = eX for someX ∈ p. But σ(eX/2) = edσ(X/2) =

e−X/2, soeX/2 ∈ R, and theng = (eX/2)2 ∈ R2.
(ii) “ R2 ⊂ Q”. Supposeg ∈ R2, theng = h2, σ(h) = h−1. Now hσ(h)−1 = h2 = g, so

g ∈ Q.
(iii) “ Q ⊂ R′

0”. For gσ(g)−1 ∈ Q, σ(gσ(g)−1) = σ(g)g−1 = (gσ (g)−1)−1, soQ ⊂ R.
But Q is path connected and containinge, soQ ⊂ R′

0.
(iv) “ R′

0 ⊂ P ”. We first suppose thatG is simply connected. Letg : [0,1] → R′
0 be a

continuous path inR′
0 with g(0) = e, it suffices to proveg(1) ∈ P . Let S = {t ∈ [0,1] |

g(t) ∈ P }. Sinceg(0) ∈ P , 0∈ S, soS 	= ∅. We will prove thatS is open and closed. The
by the connectedness of[0,1], S = [0,1], and then we will haveg(1) ∈ P .

For the openness ofS, supposet0 ∈ S, that isg(t0) = eX for someX ∈ p. Let p = eX/2,
theng(t0) = p2. Let U be a symmetric neighborhood of 0 ing with dσ(U) = U such that
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exp|U is a diffeomorphism onto its image. Thenp exp(U)p is a neighborhood ofg(t0). So
there is an open neighborhood(t1, t2) of t0 such thatg(t) ∈ p exp(U)p,∀t ∈ (t1, t2). By
Lemma 2.4,g(t) ∈ P , that ist ∈ S, ∀t ∈ (t1, t2). This proves the openness.

To prove thatS is closed, we endow a left invariant Riemannian structure onG. This
induces a left invariant metricd(·, ·) onG. SinceG is simply connected, there is an Ad(G)

invariant,dσ -invariant symmetric neighborhoodV of 0 in g such that exp|V is a diffeo-
morphism onto its image (see Varadarajan [5, Theorem 2.14.6]). Theng exp(V )g−1 =
exp(V ),∀g ∈ G. Let r > 0 such thatBr(e) = {g ∈ G | d(e, g) < r} ⊂ exp(V ). Sup-
pose {tn}n∈N ⊂ S is a sequence such that limn→∞ tn = t0, we prove t0 ∈ S. Choose
N ∈ N such thatd(g(tN ), g(t0)) < r . Sinceg(tN ) ∈ P , g(tN ) = p2 for somep ∈ P .
So g(t0) ∈ g(tN )Br(e) = p2Br(e) ⊂ p2 exp(V ) = p2(p−1 exp(V )p) = p exp(V )p. By
Lemma 2.4,g(t0) ∈ P . HenceS is closed. This conclude the proof whenG is simply
connected.

For generalG, let G̃ be its universal covering group with covering mapπ : G̃ → G.
Let the corresponding involution of̃G is σ̃ , and letR̃′

0, P̃ be the corresponding subsets
G̃. We claim thatR′

0 ⊂ π(R̃′
0). In fact, supposeg ∈ R′

0. Then there is a continuous pa
g(t) (t ∈ [0,1]) in R′

0 such thatg(0) = e andg(1) = g. Let g̃(t) be a lift ofg(t) to G̃ such
that g̃(0) = e. Thenπ(g̃(t)σ̃ (g̃(t))) = g(t)σ (g(t)) = e, that isg̃(t)σ̃ (g̃(t)) ∈ ker(π). But
ker(π) is discrete and̃g(0)σ̃ (g̃(0)) = e, sog̃(t)σ̃ (g̃(t)) = e, that isg̃(t) ∈ R̃′

0. In particular,
g̃(1) ∈ R̃′

0. But g = g(1) = π(g̃(1)), sog ∈ π(R̃′
0). Hence we haveR′

0 ⊂ π(R̃′
0) ⊂ π(P̃ ) =

P . Then (iv) is proved.
(v) “R0 = R′

0”. It is well known thatR′
0 ⊂ R0. To prove the converse, we letV =

{X ∈ g||Im(λ)| < π for each eigenvalueλ of ad(X)}. ThenV is an Ad(G) invariant,dσ -
invariant symmetric neighborhood of 0∈ g. By Varadarajan [5, Theorem 2.14.6], the
is a discrete additive subgroupΓ of g such that forX,X′ ∈ V , eX = eX′

if and only if
X − X′ ∈ Γ . Choose a neighborhoodU ⊂ V of 0 ∈ g andr0 > 0 such that exp|U is a dif-
feomorphism onto its image and exp(U) = Br0(e). (G being endowed a left invariant Rie
mannian structure.) For a continuous functionρ :G → (0, r0), let Nρ = ⋃

g∈R′
0
Bρ(g)(g).

ThenNρ is an open neighborhood ofR′
0. It is easy to prove thatR′

0 ⊂ Nρ/2 ⊂ Nρ/2 ⊂ Nρ .
We will prove that for sufficient smallρ :G → (0, r0), Nρ ∩ R = R′

0. SoR′
0 is open inR.

Nρ ∩ R = R′
0 impliesNρ/2 ∩ R = R′

0, soR′
0 is closed inR. This means thatR′

0 is in fact a
connected component ofR. So we will haveR0 = R′

0.
Now we proveNρ ∩ R = R′

0 for sufficient smallρ. SinceΓ ⊂ g is discrete, there is
ε > 0 such thatBε(0) ∩ Γ = {0}. Let K1 ⊂ K2 ⊂ · · · ⊂ Kn ⊂ · · · be a sequence of com
pact subsets ofG such that

⋃∞
n=1 Kn = G. Let Cn = supg∈Kn

‖dσ + Ad(g)‖ + 1. Choose
rn ∈ (0, r0) such thatBrn(e) ⊂ exp(Bε/Cn(0)). We claim that if the functionρ :G → (0, r0)

satisfiesρ(g) < rn, for g ∈ Kn,∀n ∈ N, thenNρ ∩ R = R′
0. In fact, for g′ ∈ Nρ ∩ R, by

the definition ofNρ , there existsg ∈ R′
0 such thatg′ ∈ Bρ(g)(g). Supposeg ∈ Kn. Let

g′ = gh. By the left invariance of the Riemannian structure,h ∈ Bρ(g)(e) ⊂ Brn(e). Sup-
poseh = eX , whereX ∈ U . By Brn(e) ⊂ exp(Bε/Cn(0)), we know that|X| < ε/Cn. Since
g,g′ ∈ R, g−1σ(h) = σ(gh) = σ(g′) = g′−1 = h−1g−1, that isσ(h) = gh−1g−1. But h =
eX , this implies exp(dσ (X)) = exp(−Ad(g)X). Sincedσ(X),−Ad(g)X ∈ V , dσ(X) −
(−Ad(g)X) = (dσ + Ad(g))X ∈ Γ . But |(dσ + Ad(g))X| � ‖dσ + Ad(g)‖ · |X| <

Cn · ε/Cn = ε. So(dσ + Ad(g))X ∈ Bε(0) ∩ Γ = {0}, that is,dσ(X) = −Ad(g)X. Now
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let γ (t) = getX, thenγ (0) = g, γ (1) = g′. But σ(γ (t)) = σ(getX) = g−1 exp(tdσ (X)) =
g−1 exp(−tAd(g)X) = g−1ge−tXg−1 = (getX)−1 = γ (t)−1. So γ (t) ∈ R. This proves
g′ = γ (1) ∈ R′

0. (v) is proved. �
Remark 2.1. In general,P � R, even in some very simple cases. For example, letG =
SL(2n,R), σ(g) = (gt )−1. Then diag(−1, . . . ,−1) is in R, but not inP . It is obvious by
the above theorem thatP = R if and only if R is connected (or path connected).

Remark 2.2. Using the same method as in the proof of (v) of the above theorem, w
prove that for each path componentR′

i of R, there are open subsetsUi,Vi of G such that
R′

i ⊂ Vi ⊂ Vi ⊂ Ui andUi ∩ R = R′
i . ThusR′

i is open and closed inR, and thenR′
i is

in fact a connected component ofR. The proof of (v) of the above theorem also sho
thatR′

0 is a closed submanifold ofG of dimension dim(ker(dσ + Ad(g))), g ∈ R′
0. Simi-

larly, eachR′
i is a closed submanifold ofG of dimension dim(ker(dσ + Ad(g))), g ∈ R′

i .
So each connected component ofR is a closed submanifold ofG. But different compo-
nents ofR can have different dimensions. For example, letG = SO(5) andσ(g) = sgs,
where s = diag(1,−1,−1,−1,−1). Then dimR′

0 = dim(ker(dσ + Ad(e))) = 4. But
g0 = diag(−1,−1,−1,−1,1) ∈ R, and the connected component ofR containingg0 has
dimension dim(ker(dσ + Ad(g0))) = 6. We leave the detail of the proofs of these conc
sions to the reader.

We define thetwisted conjugate actionof G on G by τg(h) = ghσ(g)−1. ThenQ = P

is the orbit of this action containing the identitye. The next conclusion says that the sy
metric spaceG/K can be embedded inG as a closed submanifold, which is just the
P ⊂ G.

Corollary 2.6. P is a closed submanifold ofG. The mapϕ :G/K → P defined byϕ([g]) =
gσ(g)−1 is a diffeomorphism. Under the actions ofG by left multiplication onG/K and
by the twisted conjugate action onP , the isomorphismϕ is equivariant.

Proof. The twisted conjugate actionτ is smooth, soQ, as an orbit of this action, is a
immersion submanifold ofG. As a connected component ofR, R0 is closed inR. But R is
closed inG, soR0 is closed inG. By Theorem 2.5,P = Q = R0 is a closed submanifol
of G. Notice that the isotropic subgroup of the actionτ associated with the identitye is
justK , soϕ :G/K → P is a diffeomorphism. It is obviously equivariant.�
Remark 2.3. Corollary 2.6 says that the symmetric spaceG/K can be realized inG as a
closed submanifold, which is justP . But we should point out that for any subgroupK ′ of
G satisfyingK0 ⊂ K ′ ⊂ K , G/K ′ is also a symmetric space. In general,G/K ′ cannot be
embedded inG as closed submanifold. The submanifoldP ⊂ G is isomorphic at most on
of suchG/K ′, and this happens if and only ifK ′ = K .

Remark 2.4. If G is compact, the closedness ofP can be implied from the fact thatP =
R2, which is much easier to be obtained thanP = R0. In fact, to prove thatP is a closed
submanifold whenG is compact, we need only to show thatP = R2 = Q. P ⊂ R2 ⊂ Q
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have been showed in the proof of Theorem 2.5, (i) and (ii).Q ⊂ P can be proved by th
following simple argument. Letg = hσ(h)−1 ∈ Q. Sinceh can be expressed ash = pk,
wherep ∈ P,k ∈ K , g = (pk)(σ (pk))−1 = (pk)(p−1k)−1 = p2 ∈ P .

3. How far is P from being a section

We regardG as a principalK-bundle with base spaceG/K . We have proved thatP =
exp(p) is a closed submanifold ofG. It is obvious that the tangent spaceTeP of P at e

is p. But g = k ⊕ p. SoP is a local section of the bundleG → G/K around[e]. If G is
semisimple (or more generally, connected reductive, in the sense of Knapp [4]) anσ is
the global Cartan involution ofG, thenK = K0, and by the Cartan decomposition, the m
Φ :P × K → G defined in Lemma 2.1 is a diffeomorphism. SoG is a trivial K-bundle,
andP is a global section. This means that for each coset spacegK , gK ∩ P consists of
just one point. But in generalG is not a trivialK-bundle. So we may ask the question:
a coset spacegK , how many points ingK ∩ P ?

Theorem 3.1. For each coset spacegK0, there is a homeomorphism betweengK0 ∩P and
Φ−1(g). In particular,

gK0 ∩ P 	= ∅.

Proof. Let π1 :P × K0 → P be the projection to the first factor. We prove thatπ1|Φ−1(g)

is a homeomorphism betweenΦ−1(g) and gK0 ∩ P . First, let (p, k) ∈ Φ−1(g), then
g = pk. So π1(p, k) = p = gk−1 ∈ gK0 ∩ P . This provesπ1(Φ

−1(g)) ⊂ gK0 ∩ P .
Let (p1, k1), (p2, k2) ∈ Φ−1(g) and (p1, k1) 	= (p2, k2). Sincep1k1 = p2k2 = g, p1 	=
p2. This showsπ1|Φ−1(g) is injective. Let p ∈ gK0 ∩ P , then there is somek ∈
K0 such thatp = gk. So (p, k−1) ∈ Φ−1(g), and π1(p, k−1) = p. This means tha
π1|Φ−1(g) :Φ−1(g) → gK0 ∩ P is surjective. Sinceπ1 is continuous and open, so
π1|Φ−1(g). Henceπ1|Φ−1(g) :Φ−1(g) → gK0 ∩P is a homeomorphism. By Lemma 2.1,Φ

is surjective. SogK0 ∩ P ∼= Φ−1(g) 	= ∅. This proves the theorem.�
Corollary 3.2. For each coset spacegK ,

gK ∩ P 	= ∅.

Similar to the mapΦ :P × K0 → G, we can define the mapΦ ′ :P × K → G by
Φ(p,k) = pk. It is easy to see thatΦ ′ satisfies all the properties ofΦ that we have men
tioned above.

In the following we denote the left and right translations ofg ∈ G by Lg andRg , re-
spectively.

Lemma 3.3. Let g ∈ G. Theng is a regular value ofΦ ′ if and only if gK intersectsP
transversally.

Proof. Suppose(p, k) ∈ Φ ′−1(g). Then
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Im(dΦ ′)(p,k)

= (dΦ ′)(p,k)

(
T(p,k)

(
P × {k})) + (dΦ ′)(p,k)

(
T(p,k)

({p} × K
))

= Tg(P k) + Tg(pK)

= (dRk)p(TpP ) + (dRk)p
(
Tp(gK)

)

= (dRk)p
(
TpP + Tp(gK)

)
.

Since(dRk)p is an isomorphism andπ1(Φ
′−1(g)) = gK ∩ P , we have

g is a regular value ofΦ ′

⇐⇒ Im(dΦ ′)(p,k) = TgG, ∀(p, k) ∈ Φ ′−1(g)

⇐⇒ TpP + Tp(gK) = TpG, ∀(p, k) ∈ Φ ′−1(g)

⇐⇒ TpP + Tp(gK) = TpG, ∀p ∈ gK ∩ P

⇐⇒ gK intersectsP transversally. �
Lemma 3.4. The set of all regular values ofΦ ′ is right K-invariant.

Proof. Forg ∈ G andk1 ∈ K , (p, k) ∈ Φ ′−1(g) ⇐⇒ (p, kk1) ∈ Φ ′−1(gk1). Since

Rk1 ◦ Φ ′ = Φ ′ ◦ (id × Rk1),

for (p, k) ∈ Φ ′−1(g), we have

(dRk1)g ◦ (dΦ ′)(p,k) = (dΦ ′)(p,kk1) ◦ (id × dRk1)(p,k).

Since(dRk1)g and(id × dRk1)(p,k) are isomorphisms,(dΦ ′)(p,k) is an isomorphism if and
only if (dΦ ′)(p,kk1) is an isomorphism. Sog is a regular value if and only ifgk1 is a regular
value. This proves the lemma.�
Theorem 3.5. For almost all coset spacegK in G/K , gK intersectsP transversally.

Proof. Let Gr be the set of all regular values ofΦ ′. By Sard’s theorem,G \ Gr is a set
with measure zero. But Lemma 3.4 tells us thatGr is the union of some coset spacesgK .
So by choosing local trivializations of the principal bundleπ :G → G/K and using Fu-
bini’s Theorem, we know thatπ(G \ Gr) = (G/K) \ π(Gr) has measure zero inG/K .
By Lemma 3.3,[g] = gK intersectsP transversally,∀[g] ∈ π(Gr). This proves the theo
rem. �
Corollary 3.6. For almost all coset spacegK in G/K , gK ∩ P is a discrete set. In partic
ular, if K is compact, thengK ∩ P is a finite set for almost all coset spacegK in G/K .

Proof. Since dim(gK)+dimP = dimG, gK intersectsP transversally implies thatgK ∩
P is a 0-dimensional submanifold ofG, which is discrete. In particular, ifK is compact,
then so isgK . But gK ∩ P ⊂ gK . SogK intersectsP transversally impliesgK ∩ P is a
finite set. By Theorem 3.5, the corollary holds.�
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Denotex0 = [e] ∈ G/K . We know that a curveγ (t)(t ∈ R) in G/K with γ (0) = x0 is
a geodesic if and only ifγ (t) = etXx0 for someX ∈ p, and suchX is unique.

Theorem 3.7. Let g ∈ G. If for every two geodesicsγi(t) = etXi x0 (i = 1,2) through the
point [g], whereXi ∈ p, we have[X1,X2] = 0. Then#(gK ∩ P) � #(K ∩ P).

Proof. Supposeg = pk, wherep ∈ P,k ∈ K . We proveLp−1(gK ∩ P) ⊂ (K ∩ P). Sup-

posep′ ∈ (gK ∩ P). Sincep ∈ gK , Lp−1(p′) = p−1p′ ∈ K . Let p = eX,p′ = eX′
, where

X,X′ ∈ p. Since[p] = [p′] = [g], the two geodesicsγ1(t) = etXx0 andγ2(t) = etX′
x0

satisfyγ1(1) = γ2(1) = [p]. By the conditions of the theorem,[X,X′] = 0. SoLp−1(p′) =
e−XeX′ = eX′−X ∈ P . This provesLp−1(gK ∩ P) ⊂ (K ∩ P). But Lp−1 is injective, this
proves the theorem.�

By Lemma 2.1, all coset spacegK is of the formpK for somep ∈ P . We conclude this
section by an example in which we show what the setpK ∩ P is for eachp ∈ P .

Example. Let G = SU(2), σ(g) = (gt )−1. ThenK = SO(2).

R = {
g ∈ SU(2) | gt = g

} = {(
a+bi ci

ci a−bi

) ∣∣ a, b, c ∈ R, a2 + b2 + c2 = 1
}
.

So R ∼= S2 is connected, and thenP = R. For p ∈ P , we show what the setpK ∩ P is.
The element ofpK has the formpk, k ∈ K . But

pk ∈ P ⇐⇒ σ(pk) = (pk)−1 ⇐⇒ p−1k = k−1p−1 ⇐⇒ kp = pk−1.

Let k = ( cosθ −sinθ
sinθ cosθ

)
, p = (

a+bi ci
ci a−bi

)
. Then it is easy to show thatkp = pk−1 ⇐⇒

a sinθ = 0. So ifa 	= 0, pk ∈ P ⇐⇒ sinθ = 0⇐⇒ k = ±I . In this casepK ∩ P = {±p}.
In particular,K ∩ P = {±I }. If a = 0, then∀k ∈ K,pk ∈ P . This impliespK ⊂ P .
So in this case,pK ∩ P = pK . It should be noted that allp = (

bi ci
ci −bi

)
correspond

the same coset spacepK , which is the antipodal point of[e] in the symmetric spac
SU(2)/SO(2) ∼= S2. �
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