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Abstract-Let a E C[O, 11, b E C([O, I], (-00, 0)). Let #l(t) be the unique solution of the linear 
boundary value problem 

u”(t) + a(t)u’(t) + b+(t) = 0, t E ml), 
u(0) = 0, u(1) = 1. 

We study the multiplicity of positive solutions for the m-point boundary value problems of Dirichlet 
type 

u” + a(t)u’ + b(t)u + g(t)f(u) = 0, 
m-2 

u(0) = 0, u(l) - c a&(&) = 0, 
i=l 

where & E (0,l) and cxi E (0, co), i E (1, . . . , m-2}, are given constants satisfying Cg12 a& (&) < 1. 
The methods employed are tied-point index theory. @ 2003 Elsevier Science Ltd. All rights re- 
served. 

Keywords-Multipoint boundary value problems, Existence, Positive solutions, Fixed-point in- 
dex. 

1. INTRODUCTION 

Linear multipoint boundary value problems were studied by Il’in and Moiseev [l]. Since then, the 
existence of solutions to nonlinear multipoint boundary value problems has been extensively stud- 
ied by several authors; see [2-41 and the references therein. Ma [5] applied Guo-Krasnosel’skii’s 
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fixed-point theorem to study the existence of positive solutions of the three-point boundary value 
problems 

u” + g(t)f(u) = 0, 

u(0) = 0, u(1) - cxu(~) = 0, (1.1) 

where 

l f : [0, co) + [O, co) is continuous, and 
l &? : [O, l] 4 (0,oo) is continuous and there exists te E [r], l] such that z(te) > 0. 

In [5], (1.1) was written to the following integral equation: 

We note that (1.2) is not good for studying the existence of positive solutions since it contains 
two negative terms and one nonnegative term. 

In this paper, we study the existence and multiplicity of positive solutions for more general 
m-point boundary value problem of Dirichlet type 

u” + a(t)u’ + b(t)u + h(t)f(u) = 0, 
m-2 

u(0) = 0, U(l)- C CkiU(ti) = 0. 
i=l 

(1.3) 

We make the following assumptions: 

(Cl) For i E (1,. . . , m - 2}, [i E (0, l), and oi E (0, co) are given constants; 
6% a E C[O, 11, b E C([O, 11, (-w,O)). 
We remark that positive solutions to (1.1) are concave. But positive solutions of (1.3) are not 

concave in general. The loss of wncatity brings about a difficulty in defining an appropriate cone 
on which the fixed-point theorems in cones was applied. 

The main tools of this paper are some existence and multiplicity results established by Lan [6] 
and Lan and Webb [7] for Hammerstein integral equations. To use those tools and to overcome 
the above difficulty of the loss of concavity, we give a new equivalent integral equation to (1.3), 
which contains only two nonnegative terms! See Lemma 3.3 below. 

2. MULTIPLICITY RESULTS FOR 
HAMMERSTEIN INTEGRAL EQUATIONS 

In this section, we state some existence and multiplicity results of positive solutions for the 
Hammerstein integral equations, which were established by Lan and Webb [7] and Lan [6]. 

Consider 

J 
1 

u(t) = k(t, s)s(s)f(u(s)) ds := 3% (2.1) 
0 

where Ic, f, and g satisfy the following assumptions: 
(Al) f : [0, co) --) [O, oo) is continuous; 
(As) g E C[O, l] and g(s) > 0 for t E [0, 11, and there exist ae, bo E [0, l] such that J‘z g(s) ds>O; 
(A3) /c : [O, 11 x [O, 11 -+ 10, 00 ) is continuous, and there exist a continuous function Q : [0, l] --) R+ 

and a number c E (0, l] such that 

and 

w, 8) I Q(s), for t, s E [0, 11, 

c@‘(s) I qt, s), for t E [ae, b,-,] and s E [0, 11. 



Nonlinear m-Point BVPs 865 

Let 

f& = min { 
f(u) - 

I- 
:uE[r,cT] , 1 fl = min .{ 

f(U) - : u E [O, T] ) 
T > 

( J 
1 > 

-1 bo -1 VI= 
oytg 0 w, SMS) ds I M= ( J min 

m<tlbo ao 
w, 4$7(s) ds 7 

fa=liminf f(r), 
x-d 2 

where 6 denotes either 0 or +oo. Set 

K = {U E C[O, l] : ‘1~ 1 0 on [O,l], min{u(t) : a0 I t I bo} > cllull} 

and 

Q2,= u~K:~~rx&u(t)<cr , 
> 

K,. := {u E K : IIuII < T}. 
-- 

THEOREM 2.1. (See /7].) Let (Al)-(A3) hold and assume that one of the following conditions 
holds: 

(hl) 0 5 f” < m and M < foe 5 00; 
(h2) 0 5 f” < m and M < f. 5 00. 

Then equation (2.1) has a norkero solution in K. 

’ THEOREM 2.2. (See [6j.) Let (Al)-(A3) hold and there exists T > 0 such that one of the following 
conditions holds: 

(El) OIf”<m,f~~1cM,z#T~forzEdS2,,01fw<m; 
(E2) M<f”500,fo’Im,a:#T~forzEan,,Mcfw<oo. 

Then equation (2.1) has two nonzero solutions in K. 

3. A NEW REPRESENTATION 
In this section, we will give a new equivalent integral equation to the m-point boundary value 

problem (1.3). The following lemma is a generalization of [8, Lemma 2.11. 

LEMMA 3.1. Assume that (C2) holds. Let 41 and 42 be the solutions of 

and 

4”(t) + 4+$:(t) + W$l(t) = 0, 

41(O) = 0, h(l) = 1, 

Then 

&E(t) + 4W# + W)d&) = 0, 

42(O) = 1, 42(l) = 0. 

(i) $1 is strictly increasing on [0, 11; 
(ii) 42 is strictly decreasing on [0, l] . 

(3.1) 

(3.2) 

PROOF. We will give a proof for (i). The proof of (ii) follows in a similar manner. 
First we claim that 41 (t) 1 0 on [0, 11. 
Suppose the contrary and let &(To) < 0 for some 70 E (0,l). Then there exists ~1 E (0,l) such 

that 
41(n) = min{$l(t) 1 t E [0, 11) < 0 

so that &(TI) = 0 and &(TI) > 0. On the other hand, MY = -b(q)&(q) < 0, a contradic- 
tion! 
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Next we show that &(t) # 0 on (0,l). 
Suppose the contrary and let to be the first point in (0, l] such that cbi(to) = 0 (we note that 

&(O) > 0 since &(O) = 0). Then &‘(to) = -b(to)&(to) > 0. This implies that to is a minimum 
point. Since &(O) = 0 < &(to) ( we note that &(to) > 0 since +{(to) = 0), we conclude that 41(t) 
has a maximum at a point tl E (0, to), a contradiction! 

Since &(O) = 0, it follows that &(O) > 0, and moreover, 4{(t) > 0 on (0, l), completing the 
proof of (i). 

LEMMA 3.2. Assume that (C2) holds. Then (3.1) and (3.2) h ave unique solutions, respectively. 

PROOF. Let u1 and ‘112 be two distinct solutions of (3.1). Set z = u1 - u2 and w = --2. Then 

z”(t) + a(t)z’(t) + b(t)z(t) = 0, t E (0, l), 
z(0) = 0, z(1) = 0, (3.3) 

w”(t) + a(t)w’(t) + b(t)w(t) = 0, t E (0, l), 
w(0) = 0, w(1) = 0. (3.4) 

Using a similar method to prove (i) of Lemma 3.1, we get that 

r(t) 1 0, w(t) 10, 

for all t E (0,l). Therefore z(t) = w(t) E 0 for all t E (0, l), a contradiction! 
Similarly, we can show that (3.2) has a unique solution. 

In the rest of the paper, we need the following: 

LEMMA 3.3. Assume that (Cl)-(C3) hold. Let y E CIO, 11. Then the problem 

u’/(t) + a(t)u’(t) + b(t)u(t) + y(t) = 0, t E (0, l), 
m-2 

u(0) = 0, 4) - c W(Ei) = 0, 
i-1 

is equivalent to the integral equation 

s 

1 
u(t) = G(t, S)P(S)Y(S) ds + Ah(t), 

0 

here 

m-2 

A = El ai s,' G(Ei, S)P(S)Y (~1 ds 

m-2 I 

1 - x1 WhKii) 

p(t) = exp (la(s)ds), 

1 
G(t,s) = - 

hW2(s), ifs 2 t, 

P $l(s)42V), ift 1 s, 

p := (g(O). 

Moreover, u(t) 2 0 on [0, l] provided y 10. 

PROOF. First we show that the unique solution of (3.5) can be represented by (3.6). 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3-9) 

(3.10) 
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In fact, we know from Lemma 3.1 that the equation 

u” + a(t)u’ + b@)u = 0 

has the two linearly independent solutions 41 and 42 since 

867 

41(O) 42(O) 

4(O) c%(O) 
= -&(O) # 0. 

Now by the method of variation of constants, we can obtain that the unique solution of prob- 
lem (3.5) can be represented by 

J 

1 
u(t) = W, S)P(S)Y(S) ds + A&(% 

0 

where G, A, and p. are as in (3.9)) (3.7), and (3.8), respectively. 
Next we check that the function defined by (3.6) is a solution of (3.5). 
F’rom (3.9), we know that 

u’(t) = 4;(t) it ;&(s)p(s)y(s) ds + 4:(t) 1’ $$@z+)y(s) ds + A&(t), (3.12) 

and 

so that 

u/‘(t) + a(t)u’(t) + b@)u(t) 

(3.13) 

= 1 &@I 42w 

P 4;(t) MG 
dM4 + A k#W) + 4+W + WMlW 

= f 41(O) 42(O) 

P 4(O) 4(O) iex+It > 
4s) ds p(W) + A kW) + 4+$:(~) + W)h(~)l 

= -y(t) + A M’W + 4W:W + WMl(Ql 
= -y(t). 

Since 

~(1) = .A, (3.14) 

J 

1 

u(b) = G(li, S)P(S)Y(S) ds + &l(b), i E (1,. . .,m - 2). (3.15) 
0 

By combining (3.14) and (3.15) and (3.7), we can verify that u(1) = CE;2cri~(&). From (3.1) 
and (3.6), we know that u(0) = 0. The proof is completed. 

REMARK 3.4. If CL;” (Y&(&) > 1, then y E C[O, l] with y(t) 2 0 for t E (0,l) does not imply 
that (3.5) has a positive solution. 

In fact, in [$I we studied the problem 

u”(t) + y(t) = 0, i! E ml), 
u(0) = 0, U(1) - au(q) = 0, 

(3.16) 

which is a special case of (3.5) when a(t) = b(t) = 0. We have proved the following proposition. 

PROPOSITION. (See [5, Lemma 31.) If a7] > 1, and if y E C[O, l] with y(t) 2 0 for t E (0, l), then 
problem (3.16) has no positive solution. 
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4. POSITIVE SOLUTIONS OF m-POINT BVPS 
Choose 6 E (0,1/2) such that [a~, bo] c (6,l - 8). 
We now consider the m-point boundary value problem 

u)‘(t) + a(t)u’(t) + b(t)u(t) + g(t)f(u(t)) = 0, t E [O, 11, 
m-2 

u(0) = 0, u(1) = 1 cr&). 
i=l 

In view of Lemma 3.3, (4.1) is equivalent to 

I 

1 
u(t) = W4 sMs)f(u(s)> ds, 

0 

where K : [0, l] x [0, l] + [0, co) is defined by 
m-2 

C wXi> sMl(Ms) 

K(t, s) := G(t, s)p(s) + i=l 
m-2 ; 

1 - jgl WbKi) 

here p and G are defined by (3.8) and (3.9). 
To apply the results in Section 2, we verify that (A3) holds. 
Set 

1 

(4.3) 

q(t) = --4l(~h52(S) 
P 

(4.4) 

(4.1) 

(4.2) 

and 

@(s) = q(sb(s) (4.5) 

It is easy to check that 

This implies 

G(k s) i G(s, s) = q(s), for (t, s) E [0, l] x [O,l]. (4.6) 

G(Ei, s) I G(s, s) = q(s), for(t,s)E[O,l]x[O,l], i=1,2 ,..., m-2. 

This together with (4.6) and (4.5) and (4.3) implies that 

w, s> I @(s), for (t, s) E [0, l] x [0, 11. 

Lower Bounds 

(4.7) 

(4.8) 

For (t, s) E [a, 1 - 61 x [0, 11, we have that 

W, s) 2 GO, S)P(S) 

> p(s) 951(%52(s)7 

1 

ifs>& 
- 

P 41(s)42(1 - 61, if t 2 s, 

2 ‘f min{h(b), 42(1 - 6)) min{&(s>, 42(s)) 

1 P(S) min{fih(@, 42P - b)Ms) 

= lx?(s), 

(4.9) 

where 

r = min{&(S), &(l - 6)) 
( l~~;:;l(J’~ 

1 + 

As a subsequence of Theorems 2.1 and 2.2, we have the following theorem. 

(4.10) 



Nonlinear m-Point BVPs 869 

THEOREM 4.1. Let (Cl)-(C3) and (Al),(A2) hold. Then (4.1) has at least one positive solution 
if either 

(hl) 0 5 f” < ml and Mi < foe 5 co, or 
(h2) O<fm<miandMi<fo5co, 

and has two positive soIutions if there is T > 0 such that either 

(El) 0 < f” < ml, f&. 2 cMi, x # Tx for x E X&., 0 5 f” < ml, or 
(E2) M<f”~ca,f,‘~mi,x#Txforx~d~,.,Mi<f”O<oo. 

Here 

( J 
1 -1 

ml = 
02ty1 0 WC s)ds) ds 

> 

-1 

, Ml = ( J 
l-6 

min K(t, s)g(s) ds . 
a<t~l-a 6 

REMARK 4.2. Theorem 4.1 generalizes the main results of [5] in four main directions. 

(a) More general linear differential operators Lu = u” + a(t)u’ + b(t)u are considered. 
(b) If a(t) = b(t) 5 0 on [0, l] and (~2 = . . e = Q,-2 = 0, then (Cl): 0 < CE<2~r$i(&) < 1 

reduces to 0 < (~71 < 1 which is a key condition (Al) of [5, Theorem l]. Also (A2) in 

Theorem 4.1 is weaker than the condition 

g E C([O, 11, [0, co)) and there exists to E [v, l] such that x(ts) > 0. (4.11) 

(4.11) is a key condition in [5, Theorem 11. 
(c) We allow that f”, f”, fm, and fo E [0, co), but in [5], only the superlinear case and 

sublinear case were considered. 
(d) In Theorem 4.1, we give sufficient conditions to ensure the existence of at least two positive 

solutions. But in [5], only the existence of positive solutions was proved. 
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