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SUMMARY

Multisite phosphorylation plays an important role in
biological oscillators such as the circadian clock.
Its general role, however, has been elusive. In this
theoretical study, we show that a simple substrate
with two modification sites acted upon by two
opposing enzymes (e.g., a kinase andaphosphatase)
can show oscillations in its modification state. An
unbiased computational analysis of this oscillator
reveals two common characteristics: a unidirectional
modification cycle and sequestering of an enzyme by
a specificmodification state. These twomotifs cause
a substrate to act as a coupled system in which a
unidirectional cycle generates single-molecule oscil-
lators, whereas sequestration synchronizes the
population by limiting the available enzyme under
conditions in which substrate is in excess. We also
demonstrate the conditions under which the oscilla-
tion period is temperature compensated, an impor-
tant feature of the circadian clock. This theoretical
model will provide a framework for analyzing and
synthesizing posttranslational oscillators.

INTRODUCTION

For a wide variety of organisms, biology runs on a schedule. The

control of cellular and organismal processes by biochemical

clocks has a number of potential advantages. The circadian

clock system allows organisms to anticipate ecological changes

that correlate with the day/night cycle, regulating both behavioral

patterns and metabolic fluxes. The period of circadian rhyth-

micity is robust and fairly unaffected by the ambient temperature

(Hastings and Sweeney, 1957; Pittendrigh, 1954).

Circadian clocks are thought to be driven by cell-autonomous

transcriptional-translational oscillators (TTOs) (Dibner et al.,
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2010; Dunlap, 1999; Reppert and Weaver, 2002; Takahashi

et al., 2008; Young and Kay, 2001). In mammalian clocks, the

circadian transcriptional program is mediated by at least

three clock-controlled DNA elements, known as morning-time

(E-box/E0-box or E/E0-box), day-time (D-box), and night-time

(Rev-Erb/ROR binding element or RRE) elements (Ueda et al.,

2005). The E/E0-box-mediated transcriptional program has a crit-

ical role in the core autoregulatory loop of the mammalian circa-

dian clock (Gekakis et al., 1998; Sato et al., 2006). In this core

loop, bHLH-PAS transcriptional activators such as BMAL1 and

CLOCK form heterodimers that directly and indirectly activate

the transcription of their target genes, including the tran-

scriptional repressors Per and Cry. PERs and CRYs in turn

form repressor complexes that physically associate with the

BMAL1/CLOCK complex to inhibit E/E0-box-mediated transcrip-

tion, closing the negative feedback loop (Griffin et al., 1999;

Kume et al., 1999; Okamura et al., 1999). This negative feedback,

together with delayed expression of Cry, is critical for self-

sustained circadian clock function (Hogenesch and Ueda,

2011; Ueda et al., 2005; Ukai-Tadenuma et al., 2011).

In the mammalian clock, however, transcription and transla-

tion are not the whole story; multisite phosphorylation also plays

a central role (Gallego and Virshup, 2007). PER proteins undergo

robust circadian changes in phosphorylation (Lee et al., 2001).

Mutations in the potential phosphorylation sites of PERs or in

their kinases, such as casein kinase I ε/d (CKIε/d), alter the circa-

dian period (Lowrey et al., 2000; Meng et al., 2008; Toh et al.,

2001; Xu et al., 2005, 2007). The oscillation period is also

affected by pharmacological perturbation of CKI, CKII, or

GSK3b (Chen et al., 2012; Hirota et al., 2008; Isojima et al.,

2009; Meng et al., 2010; Tsuchiya et al., 2009; Walton et al.,

2009). PER proteins can be phosphorylated at multiple sites by

these kinases (Camacho et al., 2001; Gallego et al., 2006a; Maier

et al., 2009; Schlosser et al., 2005; Takano et al., 2000; Tsuchiya

et al., 2009; Vanselow et al., 2006). Furthermore, temperature-

insensitive phosphorylation of a PER-derived peptide by CKIε/d

has been observed in vitro (Isojima et al., 2009). In addition

to phosphorylation, the reverse reaction, dephosphorylation,
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seems to play an important role in the mammalian circadian

clock because the oscillation period is also affected by the phar-

macological or RNA-interference-mediated perturbation of

protein phosphatase 1 (PP1), which has been implicated in the

dephosphorylation of PER (Gallego et al., 2006b; Lee et al.,

2011; Schmutz et al., 2011) and PP5 (Partch et al., 2006).

The central role played by circadian posttranslational oscilla-

tors (PTOs) mediated by multisite phosphorylation is best

understood in cyanobacteria. Purified clock proteins from the

cyanobacterium Synechococcus elongatus can be used to

reconstitute an in vitro posttranslational circadian oscillator

(Johnson et al., 2008; Nakajima et al., 2005). This system

contains three essential proteins: KaiA, KaiB, and KaiC. KaiC

exhibits both autophosphorylation and autodephosphorylation

activities; autophosphorylation is enhanced by KaiA, whereas

KaiB inhibits KaiA. When the three proteins are incubated

together with an excess of ATP, the phosphorylation level of

KaiC oscillates with an �24 hr period. The period of KaiC phos-

phorylation oscillations is fairly unaffected by the incubation

temperature, suggesting that the KaiC PTO is a bona fide

circadian oscillator. Studies have further shown that the phos-

phorylation cycle involves the sequential phosphorylation and

dephosphorylation of two sites in KaiC (Nishiwaki et al., 2007;

Rust et al., 2007).

It is even possible that posttranslational mechanisms might

permit the mammalian circadian clock to operate in the absence

of regulation by gene expression. When cultured fibroblast cells

are treated with reagents that interfere with transcription, one

would expect oscillations based on a TTO to be severely

affected. Instead, circadian oscillations are robust to changes

in transcription rate (Dibner et al., 2009). In addition, cyclic

expression of Bmal1 and Clock seems not to be necessary for

circadian rhythmicity (vonGall et al., 2003). As for CRY, rhythmic,

phase-specific expression of Cry1 is critical for robust circadian

oscillation (Ukai-Tadenuma et al., 2011), yet Cry1�/�:Cry2�/�

cells can exhibit weak circadian oscillations under constant

expression of Cry1 (Ukai-Tadenuma et al., 2011) or a constant

supply of CRYs (Fan et al., 2007). Further evidence comes

from red blood cells, which show a circadian variation in the

cellular redox state despite the absence of transcription (O’Neill

and Reddy, 2011). While these results do not constitute direct

evidence of a posttranslational oscillator that can operate inde-

pendently from transcription, they suggest that processes other

than transcription and translation may be responsible for oscilla-

tions under some conditions.

One simple and attractive possibility is that, under some

conditions, multisite phosphorylation systems can oscillate

without additional regulation. Theoretical studies have indicated

that multisite phosphorylation systems can exhibit a large

number of stable states under very generic conditions (Marke-

vich et al., 2004; Thomson and Gunawardena, 2009). Previous

studies of oscillatory phosphorylation systems, such as the cya-

nobacterial clock (Clodong et al., 2007; Rust et al., 2007; van Zon

et al., 2007), mitogen-activated protein kinase (MAPK) systems

(Chickarmane et al., 2007; Liu et al., 2011; Qiao et al., 2007;

Shankaran et al., 2009), and other biochemical oscillators (Ferrell

et al., 2011; Kholodenko, 2006; Novák and Tyson, 2008) typically

employed complex regulatory schemes. Cyanobacterial clock
C

models (Clodong et al., 2007; Rust et al., 2007; van Zon et al.,

2007) are constructed based on the autokinase and autophos-

phatase properties of KaiC. This unique feature makes the

detailed conclusions drawn from these models difficult to apply

to generic enzyme-substrate reactions. MAPK models are con-

structed based on a more general substrate-enzyme reaction

scheme, but they often involve multiple substrates sharing an

enzyme, protein synthesis, and degradation, or active feedback

regulation of enzyme activity by a substrate. It is not clear

whether such intricate regulation is required for oscillations, or

whether a more generic system would suffice.

Here we show that autonomous, robust oscillations are

possible in a system consisting of a single substrate with two

phosphorylation sites. The substrate is modified by one kinase

and one phosphatase, and no additional regulation is necessary.

In a sense, this is the simplest possible biochemical oscillator. An

extensive search of the model’s parameter space reveals two

design motifs for a simple biochemical oscillator. These features

can be readily associated with known properties of PERs, CKIε/d

and other enzyme-substrate pairs described above. Under some

conditions, the oscillation period is almost unaffected by

systematic changes in the enzyme reaction rates induced by

temperature differences, suggesting that temperature compen-

sation is possible in this system. The simplicity and generality

of the model make it a potentially useful design tool for de

novo biochemical oscillators, and suggest that biological post-

translational oscillation may be more common than previously

suspected.

RESULTS

Multisite Substrate Modifications Can Oscillate
with Two Opposing Enzymes
To elucidate the minimum requirements for a PTO, we began by

defining a set of components. Cyclic changes in substrate phos-

phorylation state require both a kinase and a phosphatase.

Single-site systems will converge to a unique steady state under

relevant conditions (see Extended Experimental Procedures;

Figure S1), and a two-site system is the simplest one in

which oscillations might be possible (Figure 1A). The model is

described as a phosphorylation system, but the same results

could be applied to any type of posttranslational modification.

There are four distinct substrate states (Figure 1B): S00, which

is completely unphosphorylated; S01 and S10, which are singly

phosphorylated; and S11, which is doubly phosphorylated. The

same kinase (E) and phosphatase (F) act on both sites. All

reactions involve a 1:1 association of enzymes and substrates,

with an intermediate enzyme-substrate complex (Figure 1C).

The reactions are describedwith the use ofmass-action kinetics.

Although the model equations do not explicitly assume enzyme

saturation by substrate, we assumed an excess of substrate

over enzyme, and enzyme-substrate binding was usually

saturated.

We found that sustained oscillations could be observed in

certain parameter regions (Figure 1D). After an initial transient,

integrations that began under different initial conditions rapidly

converged to a common trajectory with the same amplitude

and period, in other words, a limit-cycle oscillation (Figure 1E).
ell Reports 2, 938–950, October 25, 2012 ª2012 The Authors 939
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Figure 1. Multisite Substrate Modifications

Can Oscillate with Two Opposing Enzymes

(A) A phosphatase (blue) or a kinase (green) acting

on the substrate alone will yield monotonic con-

vergence to a steady state, as indicated by blue

and green curves. A kinase and phosphatase

acting in concert are required for sustained oscil-

lations (red).

(B) PTO reaction network. The substrate can be

phosphorylated on two distinct sites, and the

kinase and phosphatase act on all four phos-

phorylation states.

(C) Enzymatic reactions involve an intermediate

enzyme-substrate complex.

(D) Time course of oscillations for an example

parameter set.

(E) Oscillations projected into the S00-S10 plane.

Different initial transients (colored arrows) con-

verge rapidly to a single limit-cycle attractor

(black).

See also Figure S1.
In our system, a limit-cycle oscillation is present only when the

equilibrium state is unstable.

Oscillatory Systems Possess Two Design Motifs
Once we had represented the system as a system of dynamical

equations, our next aim was to determine which values of the

system parameters would lead to sustained oscillations. The

rate constants k1...k8 represent the number of substrate mole-

cules converted to product molecules in a given reaction per

enzyme per minute. The binding constants Km1.Km8 are the

substrate concentrations at which the rates of reaction 1–8 reach

half of their maximum. If the binding is strong, then Kmwill be low

because the enzyme-substrate binding is easily saturated. This

system is too large and complex for straightforward analytical

study, so we chose to identify solutions numerically through an

extensive search of parameter space.

We generated solutions by selecting parameters from an

exponential distribution bounded to the interval 1–1,000 min�1

for k1–k8 and 0.01–1,000 mM for Km1–Km8. This range corre-

sponds to reasonable values typically used to model systems

such asMAPK (Chickarmane et al., 2007; Liu et al., 2011; Marke-

vich et al., 2004; Qiao et al., 2007; Shankaran et al., 2009).
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The ‘‘hit rate’’ of oscillating parameter

sets was rather low, �0.1%. The search

was continued until �106 oscillating

parameter sets had been found (Fig-

ure 2A). Because this population may

contain several distinct types of oscilla-

tors, we categorized the parameter

sets using a clustering algorithm that

accounts for the symmetry of the reaction

network (see Extended Experimental

Procedures). Two major clusters were

present over a wide range of cluster

diameters, and we chose a diameter for

which these two clusters accounted for

�70% of solutions (Figures 2B and
S2A). The parameter distributions for the major clusters are

shown in Figure 2C. Both clusters exhibit approximate

symmetry: fast and slow reactions or strong and weak binding

constants tend to be located at symmetry-related positions.

For example, in cluster 1, k1, k8, Km2, and Km7 all tend to be

high, whereas k2, k7, Km4, and Km5 all tend to be low. The sche-

matic diagrams shown in Figure 2D will be unchanged if the

diagram is rotated 180� and the kinase and phosphatase are

interchanged. Symmetry will rarely be exact for individual

parameter sets; the symmetric pattern emerges only when a

large number of parameter sets are compared.

Based on these histograms, consensus features of eachmajor

cluster can be identified (Figure 2D). Two design motifs are

shared by both major clusters. The first is a unidirectional bias:

in general, the rates of the ‘‘forward’’ (clockwise) reactions, k1,

k3, k6, and k8, are higher than the corresponding ‘‘reverse’’ reac-

tions, k5, k7, k2, and k4, respectively. The second is the presence

of enzyme-sequestering steps. In cluster 1, the value of Km4 is

usually low, meaning that S10 binds the kinase very strongly.

The kinase-catalyzed S10/S11 conversion is much slower

than its reverse reaction; in this sense, the binding of the kinase

by S10 is unproductive. Although the S10/S00 conversion is
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Figure 2. Oscillatory Systems Possess Two

Design Motifs

(A) Workflow for motif identification.

(B) Results of QT clustering with a (unitless)

diameter of 10.5.

(C) Parameter histograms for the two largest

clusters. Although considerable variability exists,

clear trends in rate and binding constants can be

distinguished.

(D) Schematic representation of cluster motifs.

Fast reactions are indicated by thick arrows; slow

reactions are indicated by dotted arrows. Indirect

negative regulation by enzyme sequestration is

indicated by curved arrows with flat ends.

See also Figure S2.
fairly slow, it will proceed to completion because its reverse

reaction (S00/S10) is inhibited by the kinase sequestration.

The next forward reaction, S00/S01, requires the kinase and is

unable to proceed until S10 has been depleted by conversion

to S00. Once the S10/S00 reaction has gone to completion,

nearly the entire substrate population will be in the S00 state

and the kinase will no longer be sequestered by S10. At this point,

the kinase can bind S00 and the inhibited S00/S01 reaction can

proceed. In the same way, the phosphatase is sequestered by
Cell Reports 2, 938–950,
S01 (i.e., Km5 is low), inhibiting the subse-

quent S11/S10 step. These sequestra-

tion steps create checkpoints that ensure

that the oscillatory cycle cannot proceed

until one substrate state has been

depleted and most of the substrate pop-

ulation has moved into the subsequent

state.

The situation in cluster 2 is only slightly

different. A low value of Km1 means that

S00 binds the kinase strongly. Unlike the

unproductive S10-kinase complex, this

complex is involved in a forward reaction

and leads to the production of S01. The

subsequent kinase-catalyzed S01/S11

reaction, however, cannot proceed until

S00 has been depleted, resulting in

a checkpoint that requires nearly the

entire population to accumulate as S01.

The low value of Km8 means that the

phosphatase is sequestered by S11, and

therefore most of the population has to

accumulate as S10 before the S10/S00

step can proceed.

The remaining small clusters (�30% of

the total) are generally similar to either

cluster 1 or cluster 2. If all parameter

sets assigned to neither cluster 1 nor

cluster 2 are grouped together, their

parameter distribution is similar to that

of cluster 1 or cluster 2. For example, Fig-

ure S2B shows both cluster-2-type

characteristics (high k3 and k6, low k4

and k5, and low Km1 and Km8) and cluster-1-type characteristics

(high k1 and k8, low k2 and k7, and low Km4 and Km5). To a first

approximation, therefore, solutions can be categorized as being

similar to either cluster 1 or cluster 2. The presence of two

distinct oscillatory clusters in parameter space can also be

confirmed by principal components analysis (PCA) (Figures

S2C and S2D).

To summarize, an extensive search of the 16-dimensional

parameter space revealed two types of oscillatory parameter
October 25, 2012 ª2012 The Authors 941
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(A) Unidirectional modification cycle. Clockwise reactions are faster than counterclockwise ones, leading the system to prefer the ordering S00,S01,S11,S10,S00..

(B) Indirect negative regulation by enzyme sequestration.

(C) Imposing the strong binding associated with enzyme sequestration during the random parameter search results in modest gains in the oscillator discovery

rate. If this constraint is combined a clockwise rate constant bias, the discovery rate rises substantially.

See also Figure S3.
sets, illustrated in Figure 2D. Based on their parameter distribu-

tions, we have proposed two design motifs: a unidirectional bias

of catalytic rate constants and indirect negative regulation

through enzyme sequestration.

Functional Significance of Two Design Motifs
The random-search results surely contain a large number of

statistical correlations. How then can we determine whether

the design motifs described above actually promote oscillation?

One approach is to begin with a design motif and use it to

constrain the search process (Figures 3A and 3B). If an alleged

motif helps to improve the rate of oscillator discovery, then it is

functionally significant. Enforcing a clockwise bias in the rate

constants, for example, increases the hit rate 3.4-fold (Figure 3C).

Constraining the search such that Km4 is low improves the

success rate 1.5-fold. If both constraints are combined, a 6.8-

fold increase is achieved. Requiring both Km4 and Km5 to be

low and maintaining the rate constant bias enforces the entire

cluster 1 pattern; this gives an oscillator discovery rate that is

23.6 times the unbiased value. Qualitatively similar results can

be obtained for cluster 2. Requiring a low value for Km1 fails to

improve the success rate, but combining constraints on Km1

and/or Km8 with the rate constant bias yields significant

improvement.

Parameter histograms similar to those in Figure 2C were also

constructed from the constrained search results (Figure S3).

Although only part of the cluster 1 pattern was enforced (clock-

wise bias and low Km4), the complete pattern was often present.

For example, constraining Km4 to be low resulted in a low

value forKm5, and the distributions of the catalytic rate constants

are similar to those seen in Figure 2C. Although the distribution

for Km5 is broader than the distribution imposed for Km4,

and the presence of two strong sequestration motifs is not abso-
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lutely essential for oscillations, it is clear that oscillations are far

more probable with both motifs present than with only one

present.

Although the identification of design motifs from unbiased

random search results can be somewhat subjective, the ‘‘inverse

analysis’’ presented in this section shows that the motifs identi-

fied are functionally significant. Not only are unidirectional bias

and enzyme sequestration typically present in oscillating param-

eter sets, demanding their presence also increases the number

of oscillators found.

Period- and Amplitude-Determining Processes
Once we had identified oscillator-enriched regions of the param-

eter space, we aimed to determine which specific parameters

have a strong impact on system properties, in particular the

oscillation period and amplitude. In Figure 4A, an example of

a symmetric cluster 1 (see Table S1) is used as the reference

parameter set for bifurcation calculations (Strogatz, 1994). The

bifurcation diagrams in Figures 4A and S4A show the equilibrium

points (either stable or unstable) of the system, as well as the

period and amplitude of oscillations when they exist. Similar

bifurcation methods can also be used to characterize the robust-

ness of the oscillations (Figure S4B; Extended Experimental

Procedures).

The slow steps by which the enzyme-sequestering substrate

states are depleted can be expected to have a large effect on

the period. The bifurcation diagram for k3 confirms this intuition.

Although the impact of k3 on the oscillation amplitude is minimal,

decreasing k3 causes the period to increase dramatically, until

oscillations terminate in a Hopf bifurcation at k3y 73 10�4 (Fig-

ure 4A). Figure 4B illustrates the impact of k3 on period determi-

nation. When k3 is reduced by half, the transition phase from S01

to S11 (yellow-shaded) nearly doubles.
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(A) Two examples of single-parameter bifurcation

diagrams. Solid black lines denote stable fixed

points, and dashed black lines indicate an

unstable fixed point surrounded by a limit cycle.

Red vertical lines denote the parameter value in

the symmetric example set; see Table S1 for

precise values. Colored lines show oscillation

extrema, with the period indicated by the line

color; k3 has a dramatic effect on the period,

whereas Km4 primarily affects the amplitude. A

more extensive set of bifurcation diagrams is

shown in Figure S4.

(B) Effects of decreasing a single rate constant.

The oscillation cycle is divided roughly into two

halves: the net conversion of S10 to S01 (via S00) is

shown on a white background, and the net

conversion of S01 to S10 (via S11) is shown on

a shaded background. In the symmetric case (left),

these phases are of equal length. If k3 (the rate

constant for the slow S01/S11 conversion) is

halved, the length of the S01/S11/S10 phase

(shaded background) nearly doubles, indicating

that the reaction with rate k3 is rate limiting for this

phase. See also Figure S4 and Table S1.
Km4, the binding constant of kinase to S10, can be decreased

apparently without limit, whereas the maximum oscillatory value

of Km4 is limited by a supercritical Hopf bifurcation (Figure 4A).

Tight binding of the kinase by S10 (and of the phosphatase by

S01) is an important part of the design motif described above,

and the loss of sequestration rapidly abolishes oscillations.

Robustness of the Oscillation Period against Stochastic
Fluctuations
The mass-action approach assumes that chemical concentra-

tions are continuous variables that can take on any positive

value. At typical cellular volumes and concentrations, however,
Cell Reports 2, 938–950,
the discrete nature of molecules may be

important and a stochastic approach

becomes necessary. Stochastic simula-

tions also allow us to quantify the robust-

ness of oscillations against internal noise.

Noise tolerance is an important require-

ment for realistic biological models.

The results of stochastic simulations

for cluster 1 are shown in Figure 5 (see

Table S2; similar plots for cluster 2 are

shown in Figures S5A and S5B). For 600

molecules of each type of enzyme (main-

taining the concentrations used above for

a cell-like volume of 10�15 L), the oscilla-

tions are extremely robust. As the system

shrinks (i.e., the total number of mole-

cules decreases), the oscillator runs

slowly relative to the deterministic limit

(Figures 5A, S5C, and S5D; see also

Extended Experimental Procedures).
Even when only one of each type of enzyme was present, the

period length was surprisingly robust (the standard deviation of

the oscillation period was �2% of the mean period). These

results suggest that our model system is fairly robust to the

internal noise that will prevail at the cellular scale.

Coupling of Single-Molecule Oscillators Is a Design
Principle
Further insight can be gained by tracking the state of individual

molecules. Figure 5B shows the results of stochastic simula-

tions. The top panels show the bulk population behavior, and

the middle panels show smoothed trajectories of the four
October 25, 2012 ª2012 The Authors 943
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Figure 5. Coupling of Single-Molecule Oscillators Is a Design Principle

(A) Robustness of the oscillation period against stochastic fluctuations. Low-copy-number oscillations are slow (left) and variable (right) relative to larger systems.

In the continuous limit, the period is precisely 24 hr with zero variability.

(B) Top row: Plots of the bulk population for the cluster 1 oscillator (left), similar binding constants lacking a rate constant bias (middle), and similar rate constants

with a clockwise bias but no sequestration (right). Middle row: Smoothed traces showing the state of a single (arbitrarily chosen) substrate molecule. Bottom row:

Results for 100 individually tracked molecules, each shown as a horizontal raster line, color-coded as in the plots above. If synchronization by enzyme

sequestration is removed, the substrates still act as single-molecule oscillators but lack population-level coherence. If the unidirectional rate constant bias is

eliminated, the substrates become trapped and fail to progress around the cycle. See also Figure S5 and Table S2.
phosphorylation states of an arbitrarily chosen substrate mole-

cule. In the bottom panels of Figure 5B, each row of pixels repre-

sents a single substrate molecule, and different colors represent

the four phosphorylation states.

The middle panel of the ‘‘Cluster 1’’ column (Figure 5B) shows

cyclic transitions among the four phosphorylation states. Each

individual substrate molecule acts as a noisy oscillator, synchro-

nized with the rest of the population. In addition, the bottom
944 Cell Reports 2, 938–950, October 25, 2012 ª2012 The Authors
panel of the Cluster 1 column indicates clear bands of S11

(blue) and S00 (yellow) dominance; individual substrates experi-

ence S01 (cyan) transiently during the transition into the S11

band, and S10 (red) during the transition into the S00 band. Also

note that the S00/S01 and S11/S10 transitions seem fairly

sharp, whereas the S10/S00 and S01/S11 transitions are

more diffuse. This suggests that the population is coupled at

the S00/S01 and S11/S10 transitions, where they are



synchronized by enzyme sequestration. The same is true for

sequestration of phosphatase by S01.

We next observed single-molecule behaviors when either

one of the two design motifs was removed. When the unidirec-

tional motif was removed (by setting k1–k8 equal but main-

taining binding affinities), the individual substrate molecules

no longer cycled through phospho-states in a defined order

(the ‘‘No bias’’ column). When the sequestration motif was

removed (by setting all binding affinities equal), phospho-state

transitions failed to synchronize (the ‘‘No sequestration’’

column). Although the bulk population converged to a stable

fixed point, individual substrate molecules still transitioned

between phospho-states in a defined order (middle and

bottom panels). These results confirm that (1) the design motif

of unidirectional modification cycle constitutes a single-mole-

cule oscillator, and (2) the design motif of enzyme sequestra-

tion serves to synchronize noisy single-molecule oscillators,

suggesting that coupling of single-molecule oscillators is a

design principle.

The Period of a Simple PTO Can Be Temperature
Compensated
To qualify as a bona fide circadian clock, an �24 hr cellular

rhythm must also exhibit temperature compensation, meaning

that the oscillation period is fairly robust to changes in tempera-

ture. The temperature coefficient Q10 measures the factor by

which a process accelerates when the temperature is raised

by 10�C. Typical Q10 values for biochemical reactions range

from 2 to 3; measured values for circadian clocks range from

0.8–1.4 (Dunlap et al., 2003).

In our model system, one can calculate Q10 values for the

oscillation period by assuming temperature coefficients Q10
(E)

and Q10
(F) for the kinase and phosphatase, and rescaling the

rate constants in accordance with a given temperature

change (Extended Experimental Procedures; Figures 6A and

S6A–S6C). Q10
(E) and Q10

(F) do not uniquely determine the oscil-

lation Q10 (Q10
(cycle)); by analyzing a large number of parameter

sets, one can calculate a histogram of Q10 values (Figure 6B).

In general, larger values of Q10
(E) and Q10

(F) cause the peak of

Q10
(cycle) to be shifted to higher values, and the width of

the Q10
(cycle) distribution increases with the difference between

Q10
(E) and Q10

(F). We considered the case with Q10
(E) = 1 and

Q10
(F) = 3, corresponding to a temperature-insensitive kinase

(such as CKIε/d; Isojima et al., 2009) and a typical phosphatase.

The resulting histogram includes populations that are strongly

undercompensated (Q10 >> 1) as well as some that are overcom-

pensated (Q10 < 1; Figure 6C).

Different degrees of temperature sensitivity correlate with

changes in the distribution of individual parameters (Figures

6D, S6D, and S6E). In general, undercompensated oscillators

will have higher rates for the temperature-insensitive kinase

reactions and lower rates for the temperature-sensitive phos-

phatase reactions, such that the rate-determining steps are

strongly affected by temperature. For well-compensated oscilla-

tors, the opposite is true (Figure 6E), and temperature compen-

sation can be observed even in stochastic simulations (Figure 6F;

Table S3). See the Extended Experimental Procedures for

a more extensive discussion of this issue.
C

DISCUSSION

General Applicability of a Design Principle Composed
of Two Design Motifs
Although the model developed in this study is very simple, we

can extract a design principle of wider applicability. Two design

motifs appear to be required for robust oscillations (Figure 7A).

The first is a well-defined ordering of phosphorylation states, in

which the rate constants in the forward direction around the

loop are (in general) faster than those in the reverse direction.

The other design motif is the presence of synchronizing check-

points at which single-molecule oscillators that have progressed

more quickly must stop and wait for the others. This is accom-

plished by enzyme sequestration: the cycle cannot proceed

past a checkpoint until a strong-binding substrate population

has been sufficiently depleted to permit competing reactions.

The general design principles uncovered in this study can also

be applied to situations in which more than two phosphorylation

sites or more than one kinase (and phosphatase) are present

(Figure 7B). The principle may be also conserved when protein

degradation and synthesis are incorporated in an appropriate

position: if a substrate acts as a repressor for its own transcrip-

tion and is degraded depending on phosphorylation, then such

a transcription-degradation pathway will be compatible with

the role of phosphatase reaction (i.e., the disappearance of

phosphorylated substrate will lead to the appearance of unphos-

phorylated substrate; Figure 7C; Extended Experimental

Procedures).

In this study we considered the behavior of an isolated PTO;

oscillators in real biological systems are responsive to external

signals that can modify their behavior. In this context, the

relationship of our model to ‘‘integrators’’ (which accumulate a

response to incoming signals) and ‘‘resonators’’ (which respond

preferentially to signals with a given frequency) may be an inter-

esting avenue for future study (Conrad et al., 2008; Guantes and

Poyatos, 2006).

Two Design Motifs Are Present in the Natural Circadian
Clocks
The design principle mentioned above can easily be related to

known properties of substrates and enzymes involved in circa-

dian clock systems. In the cyanobacterial clock, the phosphory-

lation states of the clock protein KaiC have a well-defined cyclic

order (Nishiwaki et al., 2007; Rust et al., 2007), similar to the first

design motif (unidirectional modification cycle) in our model. In

higher eukaryotes, CKIε/d predominantly phosphorylates the

consensus sequence pS-x-x-S*, where pS is a phosphorylated

serine, x can be any amino acid, and S* is the target serine

(Flotow et al., 1990). This motif promotes ordered phosphoryla-

tion: if the substrate contains a pS-x-x-S-x-x-S sequence,

CKIε/d will tend to phosphorylate the second serine before the

third. In mammalian PER proteins, contiguous S-x-x-S motifs

have been shown to be important for period determination

(Toh et al., 2001; Vanselow et al., 2006; Xu et al., 2007).

For the second motif (enzyme sequestration), tight binding

between the enzyme and substrate is required. Tight enzyme-

substrate binding is found in several enzymes involved in circa-

dian clock systems. In mammals, CKIε/d forms a stable complex
ell Reports 2, 938–950, October 25, 2012 ª2012 The Authors 945
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Figure 6. The Period of a Simple PTO Can Be Temperature Compensated

(A) Workflow diagram.

(B) Histogram of Q10
(cycle) values with different combinations of Q10

(E) and Q10
(F); Q10 for binding/unbinding reactions is assumed to be 3.0 for all calculations.

(C) Histogram of Q10
(cycle) values when Q10

(E) = 1, Q10
(F) = 3. Parameter sets were separated into one of five groups depending on their degree of temperature

overcompensation (blue) or undercompensation (red).
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with PERs that is important for clock function (Akashi et al., 2002;

Camacho et al., 2001; Lee et al., 2004; Vielhaber et al., 2000).

PP1 also interacts strongly with PERs (Gallego et al., 2006b). It

is not known whether these tight bindings serve to synchronize

substrates in different phases of an oscillation cycle, but both

experimental and theoretical studies have highlighted enzyme

sequestration as a source of nonlinearity in biochemical reac-

tions (Blüthgen et al., 2006; Legewie et al., 2006, 2007; Marke-

vich et al., 2004).

Comparison with Other PTO Models
The design motifs uncovered in this study can also be seen in

other mathematical models of PTOs. MAPK is typically modeled

as a two-site system with strictly sequential phosphorylation,

such that only three states exist (Huang and Ferrell, 1996; Kho-

lodenko, 2000; Markevich et al., 2004). Feed-forward inhibition

interactions similar to those described in this study can generate

bistability, but oscillations require larger cascades or feedback

loops. The cyanobacterial circadian clock has also been

modeled extensively (Clodong et al., 2007; Hatakeyama and

Kaneko, 2012; Rust et al., 2007; van Zon et al., 2007). These

models also tend to converge on design features similar to

ours, in that they typically employ some mechanism (often

involving conformational changes or complex formation) to

ensure that individual KaiC hexamers visit phosphorylation

states in a well-defined order, and the oscillations of the indi-

vidual hexamers are synchronized through competition for

a limited pool of KaiA. A more detailed examination of individual

models can be found in the Extended Experimental Procedures.

Although previous studies generally focused on correctly

reproducing the behavior of a specific experimentally character-

ized system, here we focused on mapping out possible behav-

iors for a very general system. It is therefore quite striking that

our approach, which began with no constraining assumptions

about what kind of design features should promote oscillation,

should lead to fairly similar conclusions.

Strategies for Experimental Validation
Our modeling results can inform the design or discovery of PTOs

in several ways. No unusual substrate properties are necessary,

so a simple substrate, such as a short peptide, might be

adequate.

The low probability of finding oscillations in our nonbiased

search may raise questions about the feasibility of discovering

PTOs experimentally. Results from the constrained-parameter

search, however, show that one can increase the probability

>20-fold by requiring sequential (de)phosphorylation and tight

enzyme-substrate binding. These features are likely to be imple-

mented (at least in part) in substrates and enzymes found in

natural oscillatory systems. Accordingly, as a starting point for
(D) Examples of parameter histograms for different oscillator groups, color-code

network (Figure 1B) and would be equivalent if the roles of kinase and phosphat

(E) Schematic diagrams of the extremes of temperature sensitivity. In the underco

sensitive phosphatase, whereas in the overcompensated case (bottom) the tem

(F) Stochastic simulation results for a particular temperature-compensated param

See also Figure S6 and Table S3.

C

experimental investigation, CKIε/d, a PER-derived peptide, and

an appropriate phosphatase might be a suitable ex vivo PTO.

CONCLUSIONS

This study illustrates the potential for robust oscillations to exist

in a very simple kinase-phosphatase reaction system. This

requires two design motifs: a well-ordered sequence of phos-

phorylation states and synchronization by enzyme sequestra-

tion. Although the vastmajority of possible parameter sets exam-

ined here did not result in sustained oscillations, we were able to

construct a typical example of an oscillatory parameter set with

reaction rates and binding constants that were within a reason-

able range for polypeptide kinases. The ultimate test of the utility

of this proposed model, ‘‘proof by synthesis,’’ lies ahead.

EXPERIMENTAL PROCEDURES

Modeling the PTO with Two Phosphorylation Sites

The PTO can be described using a system of 14 coupled ordinary differential

equations (ODEs) describing the concentrations of four substrate phospho-

forms, eight substrate-enzyme complexes, and two unbound enzymes

(Figure 1B; the full system of equations is presented in Extended Experimental

Procedures). In the case of branching reactions (e.g., phosphorylation of S00 to

form either S01 or S10), it is assumed that two different types of enzyme-

substrate complexes are formed (ES00a or ES00b, respectively), consistent

with the presence of two distinct phosphorylation sites on the substrate

molecule. Calculations were also performed with the opposite assumption

(a single complex ES00 that can lead to either S01 or S10), and the results

were qualitatively similar (Figure S1).

Biased Parameter Search

When a forward bias in the rate constants was desired (Figure 3), numbers

were selected from the exponential distribution two at a time, with the larger

number being assigned to a forward (clockwise) reaction (k1, k3, k6, or k8)

and the smaller number assigned to the corresponding reverse (counterclock-

wise) reaction (k5, k7, k2, or k4, respectively; Figure 3A). Enzyme sequestration

was encouraged by selecting constrained binding constants from an exponen-

tial distribution over 0.01–0.05 mM rather than 0.01–1,000 mM (Figure 3B).

Defining ‘‘Typical’’ Parameter Sets

A stereotypical example was generated for each of the dominant clusters; the

parameter values chosen are listed in Table S1, and oscillations for the cluster

1 example are depicted in Figure 4A. These example clusters were designed to

exhibit symmetry, so that ki = kj and Kmi = Kmj for (i,j)˛ {(1,8),(2,7),(3,6),(4,5)}.

Rate constants were scaled to ensure an oscillation period of 24 hr.

Bifurcation Analysis

Beginning from these stereotypical parameter sets, each parameter was

systematically varied beyond the range of values over which oscillations are

possible, and concentrations at the fixed points and the oscillation extrema

were calculated. Although the starting parameter sets were symmetric, this

symmetry was not maintained during bifurcation calculations. Note that,

because of symmetry, bifurcation calculations were needed for only half of

the parameters. For example, the diagram for k8 can be obtained by
d as in (C). The parameters k1 and k8 are located at symmetric positions in the

ase were interchanged.

mpensated case (top) the rate-limiting steps are catalyzed by the temperature-

perature-insensitive kinase steps are rate limiting.

eter set.
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Figure 7. Generalizations of the PTO Model

(A) Simplified view of the PTO model examined in this work.

(B) The mechanisms outlined in this work could be realized in a more complex

system with a larger number of phosphorylation states and more than two

enzymes.

(C) Similar considerations could apply in a case in which the dephosphoryla-

tion of highly phosphorylated substrate is replaced by coupled processes of

degradation and gene expression.
exchanging S00 with S11 and S01 with S10 in the k1 calculation; the bifurcation

points and period dependence will be identical.

Stochastic Simulation

We studied the reaction networks using the stochastic simulation algorithm

(Gillespie, 1977) as implemented in SPPARKS (Plimpton et al., 2009). To
948 Cell Reports 2, 938–950, October 25, 2012 ª2012 The Authors
monitor the behavior of individual substrate molecules, we modified the

stochastic simulations so that in addition to a large pool of ‘‘ordinary’’ substrate

molecules, the system contains a smaller number of ‘‘labeled’’ substrate

molecules whose progression through the four phosphorylation states can

be tracked. The interactions of the four phospho-forms of these labeled

substrate molecules with the kinase and phosphatase are identical to their

unlabeled counterparts, but each can be followed in the stochastic simulation

as a separate molecular population, allowing us to observe how a single

substrate molecule experiences the oscillatory cycle.
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