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Abstract: Hydroelectric facilities impact water temperature; low velocities in a reservoir increase 
residence time and enhance heat exchange in surface layers. In this study, an unsteady 
three-dimensional model was developed to predict the temperature dynamics in the McNary Dam 
forebay. The model is based on the open-source code OpenFOAM. RANS equations with the 
Boussinesq approximation were used to solve the flow field. A realizable k-  model that accounts 
for the production of wind turbulence was developed. Solar radiation and convective heat transfer 
at the free surface were included. The result of the model was compared with the field data 
collected on August 18, 2004. Changes in diurnal stratification were adequately predicted by the 
model. Observed vertical and lateral temperature distributions were accurately captured. Results 
indicate that the model can be used as a numerical tool to assess structural and operational 
alternatives to reduce the forebay temperature.     
Key words: three-dimensional numerical simulation; water temperature; reservoir; thermal 
dynamics; OpenFOAM; McNary Dam forebay     

 

1 Introduction 

Hydropower, the most widely used form of renewable energy around the world, has been 
rapidly growing in prevalence over the past several decades. Hydropower is characterized by 
low costs, flexibility in power production, and reliability. According to the U.S. Department   
of Energy (DOE), about 40% of U.S. hydropower is derived from the Columbia River Basin,   
and up to 70% of the electricity supply in the Pacific Northwest region is generated        
from hydropower. 

In spite of all these benefits, hydropower also has negative impacts on the local 
environment and ecosystem due to the modification of rivers from free flow streams to 
impounded reaches. The construction of large dams and reservoirs, required for the operation of 
hydroelectric power stations, changes the natural flow conditions, pool elevation, and channel 
morphology, and blocks spatial connections and historic fish migration pathways in rivers.  

One negative impact of hydropower is the elevated water temperature in the reservoir 



 

Yu-shi Wang et al. Water Science and Engineering, Jul. 2013, Vol. 6, No. 3, 317-330 318

upstream of a dam during summer, which disrupts the natural temperature dynamics. 
Temperature models using a one-dimensional approach have been constructed over the last 
few decades. Stefan and Ford (1975) developed a deterministic, process-oriented, unsteady, 
one-dimensional lake water quality model. The model uses a one-dimensional vertical 
transport equation to predict temperature as a function of depth and time. The authors 
successfully applied the model to several lakes (Stefan et al. 1980; Ford and Stefan 1980). A 
later study by Hondzo and Stefan (1993) generalized the temperature model for a wide range 
of lakes and meteorological conditions. The surface wind mixing, vertical turbulent diffusion, 
convective heat transfer, and heat flux from solar radiation were incorporated into the model 
by regression analysis of field data. Kirillin (2010) coupled a global climate model with a 
one-dimensional lake temperature model to evaluate the impact of global warming on lakes. 
The model revealed relationships between daily or monthly mean air and water temperatures. 
This one-dimensional approach fails when the horizontal advective term cannot be neglected. 
Another commonly used one-dimensional approach assumes a well-mixed temperature for any 
cross-section. Gooseff et al. (2005) used this approach to evaluate the effects of climate 
change on water temperature in the lower Madison River. However, this approach cannot be 
used to predict thermal stratification in a reservoir. 

Multi-dimensional models accounting for the temperature distribution in both vertical and 
longitudinal directions have been extensively applied in many studies. Lei and Patterson (2002) 
used two-dimensional Navier-Stokes and energy equations with the Boussinesq approximation 
to study the natural convection in a reservoir sidearm subject to solar radiation. Bednarz et al. 
(2009) used a similar approach to investigate the transient flow response to periodic 
temperature changes at the water surface in a reservoir model. Their two-dimensional reservoir 
model consisted of a sloping bottom region and a uniform water depth region. The unsteady 
flow pattern and stable stratification obtained in the numerical simulations were validated with 
experiments (Bednarz et al. 2008). Fan et al. (2009) used a three-dimensional model to 
simulate the lateral and vertical water temperature distributions in the Fenhe Reservoir. The 
parameters of the model were calibrated with field data, and the simulation results were 
consistent with measurements. Liu and Chen (2012) used the three-dimensional circulation 
model developed by Zhang and Baptista (2008) to simulate the water temperature dynamics at 
a buoy station of Yuan-Yang Lake in north-central Taiwan. Water temperatures measured at 
different depths were used to calibrate and validate the model. Temporal and spatial 
distributions were satisfactorily predicted by the model.  

A fully three-dimensional model, assuming a non-hydrostatic approach was used to 
predict the hydrodynamics and temperature distribution at McNary Dam (Politano et al. 2008). 
The authors used the commercial code Fluent. The heat flux and solar radiation were included 
by using the user-defined functions (UDFs). The heat convection at the water-air interface was 
incorporated into the model to consider the air temperature and effects of the wind. Good 
agreement between the numerical results and field data measured on August 18, 2004 was 
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obtained except near the water surface. This model improved the prediction of temperature in 
large-scale flows. 

In this study, a three-dimensional numerical model was developed extending the 
approach of Politano et al. (2008) using the open-source code OpenFOAM. The model aims to 
more accurately simulate the temperature dynamics and distribution, particularly near the 
water surface. The effect of wind shear stress on the temperature distribution was negligible 
(Politano et al. 2006) and therefore was not considered in this study. Turbulence caused by 
wind was added to the realizable k-  model to account for the temperature mixing near the free 
surface. Simulation results were compared with the field data from August 18, 2004 and 
numerical results from Politano et al. (2008).  

2 Study area and data collection  
2.1 McNary Dam 

McNary Dam, one of the largest hydroelectric power facilities in the Pacific Northwest 
Region, is a concrete gravity dam that spans the main stream of the Columbia River. It is about 
2.25 km long and 56 m above the streambed, and located at river kilometer (rkm) 470 upriver 
from the mouth of the Columbia at Astoria, Oregon. The project is operated by the U.S. Army 
Corps of Engineers (USACE), Walla Walla District. Fig. 1 shows an aerial Google Earth photo 
of McNary Dam. Construction of McNary Dam began in 1947 and was completed with all 
powerhouse units operating in 1957. The dam comprises twenty-two spillway bays and a 
powerhouse that contains fourteen 70 MW generator units.  

 
Fig. 1 Aerial view of McNary Dam forebay (source: Google Earth) 

2.2 Data collection and simulation conditions 

Fig. 2 shows data collection stations along with bathymetric information in the study 
domain. Water temperature was measured at 46 stations along six transects (T1-T6) every     
15 minutes during the summer of 2004 by USACE. The model extended about 4 100 m upstream 
of the dam to minimize the influence of the boundary condition. Weather conditions including 
the air temperature, longwave radiation, incident shortwave radiation, and wind magnitude were 
collected every 10 minutes by the Walla Walla District/OA Systems Weather Station.  
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Fig. 2 McNary Reservoir bathymetry and data collection sites 

In this study, atmospheric and operational conditions on August 18, 2004 were used to 
simulate the flow field and temperature dynamics in the McNary Dam forebay. Hourly water 
temperature data collected at T6 were used as the inlet temperature condition. Temperature 
measurements at T6 were interpolated and imposed at the inflow boundary. Fig. 3 shows     
the inlet temperature contours along the vertical profile at 6:00 am, 12:00 am, 6:00 pm, and 
12:00 pm. The average river flow on August 18, 2004 was 4 380 m3/s. The measured air 
temperature and incident radiation are shown in Fig. 4. The incident radiation 0S

 
was 

calculated as the difference between the measured incoming and reflected solar radiation. Data 
collected between 9:00 am and 5:00 pm were distributed in a scattered way due to the effects 
of the reflection and absorption of clouds.  

 
Fig. 3 Inlet boundary temperature contours along vertical profile on August 18, 2004 

 
Fig. 4 Atmospheric conditions on August 18, 2004 
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3 Mathematical models 
3.1 RANS equations 

The river hydrodynamics were solved with the incompressible RANS equations with the 
Boussinesq approximation: 

 0∇ ⋅ =U                                (1) 

( ) ( ) ( )T
0 0 eff 0 01p T T

t
ρ ρ μ ρ β∂ + ∇ ⋅ = −∇ + ∇ ⋅ ∇ + ∇ + − −

∂
U UU U U g       (2) 

where U is the velocity;  t is time; p is the pressure; T is the water temperature; g is the 
acceleration due to gravity; β  is the thermal expansion coefficient; 0ρ  is the water density at 
the reference temperature 0 25T = ; and effμ  is the effective viscosity, and eff tμ μ μ= + , 
with μ  and tμ  denoting the molecular and turbulent viscosity, respectively. 

Studies have shown that the realizable -k ε model provides better results than standard or 
other traditional -k ε  models in many cases involving complex secondary flow features (Shih 
et al. 1995). In this model, the turbulent kinetic energy k  and the turbulent dissipation rate ε  
are obtained from 
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∂
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where kG  and bG  are the productions of turbulent kinetic energy by the mean velocity 

gradient and buoyancy, respectively; ν is the turbulent kinematic viscosity; 3 tanh v
u

C ε =  

where v  and u  are the velocity components parallel and perpendicular to the gravity, 
respectively; 1.0kσ =  and 1.2εσ =  are the turbulent Prandtl numbers for k  and ε , 

respectively; the coefficient 1C  is evaluated as 1 max 0.43,
5
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∂ ∂
; the -k ε model constants are 1 1.44C ε =  and 2 1.9C = ; 

and kS
 

and Sε  are the source terms for k  and ε  , respectively. 

The turbulent viscosity is given by  

 
2

t 0
kCμμ ρ
ε

=  (5) 

with the coefficient Cμ  
calculated from 

 *

0 s

1C
kUA A

μ

ε

=
+

  (6) 

where *U  is defined as ij ijij ijS S Ω Ω+ , with ijΩ  being the mean rate-of-rotation tensor. 



 

Yu-shi Wang et al. Water Science and Engineering, Jul. 2013, Vol. 6, No. 3, 317-330 322

0 4.0A =  and s 6cosA φ= , where ( )11 cos 6
3

Wφ −= , 3
ij jk kiS S S

W
S

= , and ij ijS S S= . 

The production of turbulent kinetic energy by the mean velocity gradient is evaluated 
with the Boussinesq hypothesis: 
 2

k tG Sμ=    (7) 
The buoyancy-induced production of both k  and ε  is given by  

 t
b

t

G g T
Pr
μβ= ∇    (8) 

where t 0.85Pr =  is the turbulent Prandtl number for energy. This term tends to suppress the 
turbulence if stratification is established, as in the case of this study. 

3.2 Wind-induced turbulence  

In a reservoir, the turbulence production due to wind can be important. Studies have 
shown that the vertical velocity profile near the free surface follows the law-of-the-wall, and 
the classical logarithmic-layer characteristic can be applied (Craig and Banner 1994). The 
effects of wind on k  and ε  can be included as source terms in Eqs. (3) and (4) following 
Wüest and Lorke (2003): 

 
3
*

*
k

k
uS

k z
=  (9) 

 1 kS C S
kε ε
ε=   (10) 

where kk  is the Von Kármán constant, and *z  is the vertical distance from the free surface. 

The friction velocity *u  is given as 0
*

0

u
τ
ρ

= , with 2
0 a w wD Uτ ρ= , where aρ  is the air 

density, wD  is the wind drag coefficient, and wU  is the wind speed. 

3.3 Energy equation 

The water temperature T  can be calculated from the energy conservation equation: 

( ) ( )0 p 0 p eff rad
TC C T T S
t

ρ ρ α∂ + ∇ ⋅ = ∇ ⋅ ∇ +
∂

U               (11) 

where pC  is the specific heat; and effα  is the effective thermal conductivity, where 

eff tα α α= + , with α  and tα being the molecular and turbulent thermal conductivity, 
respectively. Pressure work and the energy source due to viscous dissipation and kinetic energy 
are neglected. Modeling the temperature dynamics in a reservoir requires the incorporation of 
shortwave and longwave radiations and heat convection at the free surface. radS  is the 
temperature source due to the solar radiation, which can be calculated following Beer’s law as 
 ( )*

rad 0 expS S zϕ ϕ= −    (12) 

where 0S  is the incident radiation, and ϕ  is the absorption coefficient or attenuation 
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coefficient that describes the reduction of the solar radiation intensity through water. A typical 
range for ϕ  in a reservoir is from 0.02 to 2 m–1 (Smith and Baker 1981). Politano et al. (2006) 
performed a sensitivity study of this parameter and demonstrated that a value of 0.5ϕ = m–1 
matched the field data. In this study, 0.5ϕ = m–1 was used.  

4 Numerical simulation 
4.1 Computational grid 

The McNary Dam forebay was meshed with multi-block grids containing only 
hexahedral elements using the commercial grid generator Gridgen. The main features of the 
dam, including the powerhouse units, spillway bays, fish collection facilities, and a navigation 
lock were created with approximately 1.7 million grid points (Fig. 5). Nodes were clustered 
near the free surface to resolve the flow field and capture temperature distribution in the most 
dynamic zone. The grids at the bottom were created following the measured bathymetric data. 
Fig. 5(d) shows the grids for the inflow section (section A), middle section of the domain 
(section B), and the section near the structures (section C). The adequacy of the grids was 
tested by comparing results obtained with the original grid and a fine grid refined 20.5 times in 
all directions, and the temperature profiles obtained with these grids were almost identical 
(Wang et al. 2013).  

 
Fig. 5 Numerical grids of McNary Dam forebay and nearby dam structures 

4.2 Boundary conditions 

Free surface: The water surface was modeled with a rigid-lid approach, assuming a flat 
surface with zero shear stress. Water surface elevation was obtained from field data provided 
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by USACE. The heat flux q
 
at the free surface was modeled as a linear function of the 

difference between water and air temperatures (Edinger et al. 1968): 
 ( )aq h T T= −   (13) 

where aT  is the air temperature, and h  is the heat transfer coefficient calculated as in Ahsan 
and Blumberg (1999): 
 ( )w

26.9 0.345h C U+=   (14) 

where C is the Bowen coefficient, and 0.62C = mb/ , which relates the wind effect on 
sensible heat flux to that on latent heat flux. In this study an average measured wind speed of 
1.74 m/s was used. The measured air temperature aT  was fitted as 

 ( )2
a

5
10sin 21.4

24
t

T
π −

= +   (15) 

where t  is the time in hours. Fig. 4 shows the function used to adjust the air temperature on 
August 18, 2004. The heat flux at the free surface, given by Eqs. (13) through (15), was 
implemented in OpenFOAM using the library groovyBC developed for mixed boundary 
conditions.  

Walls and forebay bed: A non-slip condition and zero heat flux were used for all walls, 
river banks, and the river bed. The standard wall functions were used. 

Outflows: The powerhouse, spillway, and fishways were modeled as outlets with 
specified outflow discharges. Zero temperature gradients were imposed on the outflows. 

Inflow: A given total river flow and measured temperature were specified at the upstream 
inflow section. The velocity was assumed to be uniformly distributed. The turbulent variables 
were assumed to be zero at the upstream end. 

4.3 Numerical method 

The mathematical model described in section 3 was implemented in the control-volume 
open-source code OpenFOAM. OpenFOAM uses a co-located methodology. The PIMPLE 
algorithm, which is a mixture of the PISO (pressure implicit with splitting of operators) and 
SIMPLE (semi-implicit method for pressure-linked equations) algorithms, was used to couple 
pressure and velocity. The Euler blended Crank-Nicholson method was used to discretize the 
temporal term. This is a first-order, bounded implicit method. The convective terms were 
discretized using Gauss upwind, which refers to the standard finite volume discretization of 
Gaussian integration. The Lapacian terms used Gauss linear corrected interpolation to 
calculate values from cell centers to face centers. Due to the transient nature of the problem, 
an adaptive time-stepping technique based on the Courant number was employed. A maximum 
Courant number of 0.5 was adopted in this study. Numerical tests using Courant numbers of 1 
and 1.5 were also performed by Wang et al. (2013). Temperature profiles for these Courant 
numbers were almost identical. However, the model has been proved to be more unstable as 
the Courant number increases. 
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5 Numerical results 

The unsteady atmospheric conditions observed on August 18, 2004 were applied 
repeatedly over many diurnal cycles, and the model was run from a constant initial uniform 
temperature of 22  until a periodic solution was obtained. The daily flow pattern and 
temperature dynamics in the McNary Dam forebay on August 18, 2004 were then analyzed. 
The flow field in the forebay was unsteady and highly three-dimensional due to the influence 
of the dam structures, reservoir bathymetry, and dynamic atmospheric conditions. The flow 
was coupled with energy, and therefore changes in temperature resulted in an unsteady 
velocity distribution. The predicted velocity vectors in a horizontal slice 1 m beneath the free 
surface and near the river bed (20 m below the water surface) at 6:00 am, 12:00 am, 6:00 pm, 
and 12:00 pm are shown in Figs. 6 and 7, respectively. Since the spillway was not operating on 
the simulation day, a high velocity zone near the powerhouse region was observed. The 
influence zone of powerhouse intakes was noticed as far as 1 km upstream of the structures. 
The predicted vertical velocity profile was not uniformly distributed. Near the free surface, the 
flow curved toward the powerhouse and away from the Washington shore. On the other hand, 
the flow near the bottom tended to follow the bathymetry. Eddies with low velocity were 
created near the navigation lock due to both the structure and relatively shallow water close to 
the bank. This phenomenon decreases the temperature mixing of this region with the main 
channel and increases the residence time in this region.  

 
Fig. 6 Velocity distributions 1 m beneath free surface 

The spatial and temporal temperature cycles were a consequence of both convective heat 
transfer from the river upstream and periodic heating/cooling of the atmosphere (Fig. 4). 
Positive heat flux during the day warmed the water body. Longwave radiation along with a 
lower air temperature cooled the surface layer after sunset. Fig. 8 shows the predicted 
temperatures near the water surface at different times. The lowest and highest predicted 
temperatures were obtained at around 7:00 am and 5:00 pm, respectively. As a result of the non- 
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Fig. 7 Velocity distributions near river bed 

uniform vertical velocity field (Figs. 6 and 7), warm surface water was transported towards the 
Oregon side, while cool water at the bottom accumulated near the Washington shore. An 
overall higher temperature was predicted near the Oregon side of the reservoir, which is 
consistent with field observations. The predicted temperature around the navigation lock was 
about 1 to 2  lower than the temperature of water through the powerhouse. This low 
temperature zone is of great benefit to the Washington Fishway. Shallow water along with 
strong mixing predicted by the model raises the temperature near the Oregon Fishway.  

 
Fig. 8 Temperature contours 1 m beneath free surface 

Fig. 9 shows the predicted flow field and temperature distribution through unit 7 of the 
powerhouse at 6:00 am, 12:00 am, 6:00 pm, and 12:00 pm. A daily thermocline cycle was 
predicted by the model. The almost uniform vertical velocity in the McNary Dam forebay 
gradually accelerated at the powerhouse intake. Turbine units draw some warm water from the 
free surface, increasing the temperature in the units with the potential of imposing additional 
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stress to fish traveling towards the gate wells. After sunrise, warm superficial water heated by 
shortwave radiation and air convection was entrained into the powerhouse units.  

 
Fig. 9 Vertical profiles of flow field and temperature distribution through powerhouse unit 7 

Temperature dynamics in the simulation domain were compared with the field 
measurements from four stations, P1, P2, P3, and P4 (Fig. 2), to demonstrate the capability of 
the model to represent the temperature dynamics in the forebay. These stations were located in 
the main stream, where the temperature distribution was strongly affected by flow convection. 
The model was validated by determining the degree to which predictions provided an accurate 
representation of the forebay dynamics from the perspective of the intended use of the model. 
It is important to note that the validity of a model is confined within the area of study and 
restrained by inputs and parameters used. This fact limits the use of the model to this dam, and 
therefore its application to any other dam would require validation again.  

Figs. 10 and 11 show the vertical temperature profiles at 6-hour intervals predicted by the 
model for stations P1, P2, P3, and P4, along with the field data and simulation results 
presented by Politano et al. (2008). Good agreement between predicted and measured data was 
obtained with both models. Differences between numerical and field data were within 0.5  
in the hypolimnion. Below 15 m from the water surface, an undisturbed profile was predicted 
for all stations. This region presents the typical characteristics of the hypolimnion. 

The water temperature in the top layer, known as epilimnion, was more sensitive to the 
meteorological conditions. Higher temperatures were predicted by the model in the superficial 
layer of the McNary Reservoir than the measured data. A strong temperature gradient in the 
first 5 m beneath the free surface was predicted by both models. The general trends and daily 
temperature fluctuation were reproduced by the models. However, the temperature gradient 
was overestimated in this layer relative to the field measurements. With incorporation of the 
wind-induced turbulent diffusion and cloud albedo, thermal energy was more uniformly 
distributed, and physical processes were better represented by the model presented in this 
paper. Differences between numerical and field data were less than  in the epilimnion for 
all the four stations. In most cases, the predicted temperature profiles near the free surface with 



 

Yu-shi Wang et al. Water Science and Engineering, Jul. 2013, Vol. 6, No. 3, 317-330 328

 
Fig. 10 Temperature profiles at 6:00 am and 12:00 am for stations P1, P2, P3, and P4  

  
Fig. 11 Temperature profiles at 6:00 pm and 12:00 pm for stations P1, P2, P3, and P4 
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the present model are closer to the measured data than those obtained by Politano et al. (2008). 
However, the errors in the measurements near the free surface can be large due to difficulties 
in data acquisition under a strong vertical temperature gradient. In the transition zone between 
epilimnion and hypolimnion, the temperature gradient becomes less important. Results from 
both models fit well with the field data, and the overall agreement is satisfactory at all stations.  

6 Conclusions 

An unsteady three-dimensional numerical model was developed to study the 
hydrodynamics and temperature dynamics in the McNary Dam forebay. The model is based on 
the open-source code OpenFOAM, and solves the incompressible RANS equations with the 
Boussinesq approximation. The turbulence was modeled with a realizable -k ε  model with 
wall functions. Solar radiation and convective heat transfer at the free surface were 
incorporated into the model. Wind-induced turbulence was modeled by assuming a 
logarithmic boundary layer beneath the free surface. Simulation results were compared with 
field data and numerical results from a previous numerical study for a typical summer day. 
The main conclusions are as follows: 

(1) The model captures the observed spatial and temporal temperature fluctuation.  
(2) The flow pattern in the forebay is highly three-dimensional and coupled with 

temperature. 
(3) The incorporation of wind-induced turbulence improves the temperature predictions 

in the epilimnion.  
(4) The presented computational fluid dynamics model can be used to evaluate potential 

dam operational conditions or structural modifications.  
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