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Fusion rings for degenerate minimal models
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Abstract

We study fusion rings for degenerate minimal models(p= q case) forN = 0 andN = 1
(super)conformal algebras. We consider a distinguished family of modules at the level
c = 1 andc = 3/2 and show that the corresponding fusion rings are isomorphic to the
representation rings forsl(2,C) andosp(1|2), respectively.
 2002 Elsevier Science (USA). All rights reserved.

1. Introduction

The Virasoro algebra and its minimal models are a good source of interesting
vertex operator algebras. In [W] the rationality of the Virasoro vertex operator
algebrasL(cp.q ,0) was proved, wherecp,q = 1−6(p−q)2/(pq) and(p, q)= 1,
p,q � 2. This result is used for the construction of the corresponding vertex
tensor categories (cf. [H1]). A similar result is obtained forN = 1 case in
[A,HM].

In this paper we study a non-rational vertex operator algebraL(1,0) (p = q

case) and the corresponding fusion ring fordegenerateminimal models, i.e.,
the casep = q , with central chargec = 1. We also consider aN = 1 vertex
operator superalgebra version based onL(3/2,0) (see below). These cases are
substantially different for many reasons (let us focus on the caseL(1,0) since
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the same problem persists forL(3/2,0). The vertex operator algebraL(1,0) is
not rational (cf. [FZ]) but it has a distinguished family of irreducible modules
(those that are not irreducible Verma modules)F1, which consists of classes of
irreducible modules isomorphic toL(1,m2/4) for somem ∈ N. These modules
have a quite simple embedding structure [KR,FF2].

We show that the fusion ring for the familyF1 is isomorphic to the
representation ring Rep(sl(2,C)), i.e., we “formally” have

L

(
1,

n2

4

)
×L

(
1,

m2

4

)
= L

(
1,

(n+m)2

4

)
+L

(
1,

(n+m− 2)2

4

)
+ · · · +L

(
1,

(n−m)2

4

)
,

wherem,n ∈N andn� m.
This result seems to be known—in some form—for a while by physicists (also

in [FKRW] is stated as a part of more general conjecture concerning fusion rings
for W(glN) algebras—see also [FM]). The author of the current paper could not
trace any proof in the language of vertex operator algebras. Some computations
are done in [DG] but not complete. But instead of trying to patch missing proofs,
there are two more important reasons for seeking such a proof.

• So far, not many computations of the fusion coefficients has been known for
non-rational vertex operator algebras (here non-rational meansnon-rational
in any reasonable category). In particular, we offer a proof that uses universal
construction (induced modules), therefore it is very general.

• As noticed by H. Li in [L1,L2], Frenkel–Zhu’s formula [FZ] does not hold
for non-rational vertex operator algebras. The right formula was provided
in [L2] but it is a non-trivial matter to use it for computational purposes in
non-rational setting.

We believe that our method can be used for more complicated models—like
degenerate models associated toW-algebras.

We have to stress that the fusion coefficients are simply derived from the
space of intertwining operators among irreducible modules. In other words, it
is not true that the only modules which “fuse” withL(1, n2/4), andL(1,m2/4)
are completely reducible. This fact makes impossible to implementP(z)-tensor
product construction from [HL1,HL2]. The resolution might be to construct
(a new) tensor product which takes only irreducible modules into account, but
this approach will assume a good knowledge of matrix coefficients for product
of intertwining operators. A different approach would be working in the larger
family F1, which consists of all quotients of Verma modulesM(1,m2/4). The
possible constructions will be discussed elsewhere.
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We also provide a different proof of the fusion formulas by constructing
all intertwining operators from the lattice vertex operator algebraVL and its
irreducible moduleVL+1/2 (cf. [DG]).

A superN = 1 versions of the above result stems from theN = 1 Neveu–
Schwarz Lie superalgebra at the level 3/2. Again, there are essentially two
approaches: one which uses the lattice construction (extended with a suitable
fermionic Fock space) and the other which uses the singular vectors and
projection formulas. For the future purposes we use the latter approach. We
consider a set of equivalence classes of irreducible modules for theN = 1
superconformal algebra (see Section 3) with representativesL(3/2, q2/2) where
q ∈N . We proved (see Theorem 10.1 and Corollary 10.1) that the corresponding
fusion ring is isomorphic to the representation ring forosp(1|2), i.e., we formally
have:

L

(
3

2
,
r2

2

)
×L

(
3

2
,
q2

2

)
= L

(
3

2
,
(r + q)2

2

)
+L

(
3

2
,
(r + q − 1)2

2

)
+ · · · +L

(
3

2
,
(r − q)2

2

)
,

for every r, q ∈ N, r � q , where× stands for the fusion product (see the last
section).

In particular, as in the Virasoro algebra case, these fusion coefficients are 0
or 1. However in [HM] we showed that forN = 1 case has some interesting
features; for some vertex operator algebrasL(c,0), fusion coefficients might be 2.
In Proposition 11.1 we construct a non-trivial example withc= 15/2− 3

√
5.

At the very end, we construct an example of alogarithmic intertwining
operator(for the definition see [M]) for theN = 1 vertex operator superalgebra
L(27/2,0).

These results can be extended for a more general class of vertex operator
algebrasL(c,0) wherec 
= cp,q ; because of simplicity we treat only the case
c= 1 andc= 3/2.

2. Representations of the Virasoro algebra at the level c = 1

The representation theory for the Virasoro algebra has been studied intensively
in the last two decades [KR,FF1,FF2,FF3]. Kac’s determinant formula is the most
important tool in the highest (or lowest) weight theory. From the determinant
formula it follows that the lowest weight Verma module with the central charge
c(t)= 13− 6t − 6t−1 and the weight

hp,q(t)= 1− p2

4
t−1− 1− pq

2
+ 1− q2

4
t,
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has a singular vector of the weighthp,q(t) + pq , t ∈ C. We are interested in
the caset = 1, i.e., c = 1. It is easy to see thatM(1, h) is irreducible if and
only if h 
=m2/4 for somem ∈ N. In the caseh = m2/4 we have the following
description.

Proposition 2.1. The Verma moduleM(1,m2/4) has a unique singular vector of
weightm2/4+ (m+ 1). This vector generates the maximal submodule. In other
words, we have the following exact sequence:

0→M

(
1,

(m+ 2)2

4

)
→M

(
1,

m2

4

)
→ L

(
1,

m2

4

)
→ 0. (1)

Even though they do not exist in general, in the caseh1,q(t), if p = 1 there are
explicit formulas at each levelc(t) (in particulart = 1). Whenc = 1 Benoit and
S. Aubin’s formula [BSA1] implies that

Psingv1,q =
∑

I={i1,...,in}|I |=q

cq(i1, . . . , in)L(−i1) . . .L(−in)v1.q (2)

is a singular vector forM(1, h1,q(1)), where

cr(i1, . . . , in)=
∏

1<k<r
k 
=∑s

j=1 vij

k(r − k).

Remark 2.1. Note that every singular vector (2) has formL(−1)m+1 + · · · ,
where dots represent lower degree terms (with respect to the universal enveloping
algebra grading).

3. Vertex operator algebra L(1, 0)

3.1. Zhu’s algebra and intertwining operators

We will use the definition of vertex operator algebra and modules as stated in
[FHL] or [FLM]. Let L(1,0) =M(1,0)/〈L(−1)1〉 be a simple vertex operator
algebra associated to irreducible representation of the Virasoro algebra (cf. [FZ,
W]).

It is known that to every vertex operator algebraV , we can associate Zhu’s
associative algebraA(V ) (cf. [FZ,Z]). In the special caseV = L(1,0), we know
(see [FZ,W]) thatA(V ) ∼= C[y], wherey = [L(−2)− L(−1)]. We have chosen
the multiplication inA(V ) as in [W] (which is slightly different then the one in
[FZ]),

a ∗ b =Resx Y (a, x)
(1− x)deg(a)

x
b,
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wherea, b ∈A(V ).
By using standard techniques (see [FZ,W]) we have the following proposition.

Proposition 3.1. Every irreducible module for the vertex operator algebraL(1,0)
is isomorphic toL(1, h), for someh ∈C.

Proof. According to [Z], there is a one-to-one equivalence between equivalence
classes ofN-gradable irreducibleL(1,0)-modules and irreducibleC[y]-modules.
Every irreducibleL(1,0)-module is a Vir-module. Any such module isN-
gradable and isomorphic toL(1, h) for someh ∈ C. On the other hand every
finite-dimensional irreducibleC[y]-module is one-dimensional so the proof
follows. ✷

Since the notion of intertwining operator is more subtle we include here the
original definition [FHL].

Definition 3.1. Let W1,W2, andW3 be a triple of modules for vertex operator
algebraV . A mapping

Y �→W1⊗W2 →W3{x},
is called an intertwining operator of type

(
W3

W1W2

)
, if it satisfies the following

properties:

1. Thetruncationproperty: For anywi ∈Wi , i = 1,2, (w1)nw2= 0, forn large
enough.

2. TheL(−1)-derivative property: For anyv ∈ V ,

Y
(
L(−1)w1, x

)= d

dx
Y(w1, x).

3. TheJacobi identity: In Hom(W1⊗W2,W3){x0, x1, x2}, we have

x−1
0 δ

(
x1− x2

x0

)
Y (u, x1)Y(w1, x2)

− x−1
0 δ

(
x2− x1

−x0

)
Y(w1, x2)Y (u, x1)

= x−1
2 δ

(
x1− x0

x2

)
Y
(
Y (u, x0)w1, x2

)
(3)

for u ∈ V andw1 ∈W1.

We denote the space of all intertwining operators of the type
(

W3
W1W2

)
by

I
(

W3
W1W2

)
. The dimension of the space of intertwining operators (also known as

“fusion rule”) of the type
(

W3
W1W2

)
we denote byNW3

W1,W2
.
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Our goal is to find the fusion rules for the degenerate minimal models, i.e.,

dimI

(
L
(
1, r2/4

)
L
(
1,p2/4

)
L
(
1, q2/4

)) .

Since our modules are irreducible we want to introduce Frenkel–Zhu’s formula
which gives us (roughly) a prescription for calculating fusion rules. It is not hard
to see, by using the Jacobi identity, that the space

I

(
L
(
1, r2/4

)
L
(
1,p2/4

)
L
(
1, q2/4

))
is at most one-dimensional.

Now for every moduleM, we associate anA(V )-bimodule A(M) :=
M/O(M) (cf. [FZ]), whereO(M) is spanned by the elements of the form

Resx Y (u, x)
(1− x)deg(a)

x2
v,

u ∈ V , v ∈M. In the caseM =M(c,h),

O
(
M(c,h)

)
= {(L(−n− 3)− 2L(−n− 2)+L(−1)

)
v: n� 0, v ∈M(c,h)

}
. (4)

If we let

y = [L(−2)−L(−1)
]
, x = [L(−2)− 2L(−1)+L(0)

]
,

then it follows from the formulas[
L(−n)v]= [(ny − x +wt(v)

)
v
]

and [x, y]w= 0 modO
(
M(c,h)

)
([x, y] = xy − yx) that

A
(
M(c,h)

)∼=C[x, y],
as aC[y]-bimodule (cf. [L2]) where the lowest weight vector is identified with
1∈C[x, y] and the actions of are

y ∗ p(x, y)= xp(x, y), p(x, y) ∗ y = yp(x, y),

for everyp(x, y) ∈C[x, y].
The Frenkel–Zhu’s formula [FZ] states that it is possible to calculate the

dimension of the space
(

M3
M1 M2

)
by knowingA(V ), A(M1), M2(0), andM3(0).

Instead of giving the original statement from [FZ], we state the following
refinement obtained in [L1,L2].

Theorem 3.1. Let M1, M2, andM3 be lowest weightV -modules. Suppose that
M2 andM ′

3 are generalized VermaV -modules(see Section3.2). Then we have

NM3
M1M2

= dim HomA(V )

(
A(M1⊗A(V ) M2(0),M3(0)

)
,

whereMi(0), i = 1,2,3, is the “top” level ofMi , respectively, equipped with the
A(V )-module structures.
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This theorem is not so useful as it stands. On the other hand, its proof is
important. Hence it will be necessary to understand a little bit deeper assumptions
onM2 andM3 in our situation. For warm up let us start with the “easy-half” of
the Frenkel–Zhu’s formula which says:

Lemma 3.1. LetM3 be an irreducible lowest weightV -module. Then

NM3
M1M2

� dim HomA(V )

(
A(M1)⊗A(V ) M2(0),M3(0)

)
.

Define an infinite-dimensional Lie algebraL spanned by

L(−n− 2)− 2L(−n− 1)+L(−n),
for n � 1. In the case of minimal models—which is the most interesting case—
the homology groupsHq(L,L(c,h)) where calculated in [FF2]. For the Verma
modules the 0th homology,H0(L,M(1, h)) with the coefficients in the Verma
modules is isomorphic toC[x, y] as anA(L(1,0))-bimodule (cf. [W]).

The following result is an application of a more general theory [FF1].

Theorem 3.2. We have:

(a) H0

(
L,L

(
1,

m2

4

))
, is infinite-dimensional.

(b) H0
(
L,L

(
1,m2/4

))
is finitely generated as a(left) A(L(1,0))-module.

(c) Ext1Vir,O

(
L

(
1,

m2

4

)
,L

(
1,

n2

4

))
=
{

C if |m− n| = 2,
0 otherwise,

where Ext1Vir ,O stands for the relativeExt with respect to the one-
dimensional abelian subalgebra generated byL(0).

Proof. (a) Since the maximal submodule ofM(1,m2/4) is generated by
one vector, in the projection (or homology)A(L(1,m2/4)) is isomorphic to
C[x, y]/I , where I is a cyclic submodule (with respect to the left and right
actions) generated by some polynomialp(x, y) which is a projection ofv1,m in
C[x, y]. It is clear that this space is infinite-dimensional.

(b) Note first that[L(−1)v] = (y − x + deg(v))[v]. By using Remark 2.1 it
follows that

[vsing] = p(x, y)=
m+1∏
i=1

(x − y + i)+ q(x, y),

where deg(q) < (m+ 1). Thus, the pure monomials inp(x, y) with the highest
powers arexm+1 andym+1. Since,I is spanned byp(x, y)C[x], here we consider
only the left action, it follows thatC[x, y]/I finitely generated. The similar
argument holds for the right action.
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(c) The idea is the same as in [FF1]. The result is however different. It is known
that

Ext∗Vir,O(M,N)∼=H ∗(Vir ,O,Hom(M,N)
)
.

Therefore

H ∗(Vir ,O,Hom(M,N)
)∼= TorVir,O∗ (N∗,M),

whereN∗ is the dual module. Hence we can compute our cohomology by using
the tensor product of complexes

M

(
1,

(m+ 2)2

4

)
−→M

(
1,

m2

4

)
,

M

(
1,

(n+ 2)2

4

)opp

−→M

(
1,

n2

4

)opp

,

whereM(c,h)opp is the opposite Verma module (cf. [FF1,FF2]). The correspond-
ing spectral sequenceEp,q

2 collapses at the second term. Therefore

TorVir,O
1

(
L

(
1,

n2

4

)∗
,L

(
1,

m2

4

))
∼=E

1,0
2
∼=C or 0,

where non-trivial homology occurs only if the Verma moduleM(1,m2/4) embeds
insideM(1, n2/4) as the maximal submodule or vice-versa. This happens if and
only if |n−m| = 2. Therefore we have the proof.2 The corresponding short exact
sequences are clearly

0→L

(
1,

(m+ 2)2

4

)
→M

(
1,

m2

4

)/
M

(
1,

(m+ 4)2

4

)
→L

(
1,

m2

4

)
→ 0,

(5)

and the one obtained from (5) by applying (exact) functor( )′ taking modules to
the corresponding contragradient modules.✷

For everym,n ∈ N (we exclude the casemn = 0), fix a multisetJm,n =
{m+ n,m+ n− 2, . . . ,m− n}. LetFλ,µ be a “density” module for the Virasoro
algebra.Fλ,µ is spanned bywr , r ∈ Z, and the action is given by

Ln.wr =
(
µ+ r + λ(m+ 1)

)
wr−n.

In [FF1] the projection formula for the singular vectors (considered as an element
of the enveloping algebra) onFλ,µ (more preciselyw0) was found. We want to
relate the projection of the singular vectors onFλ,µ with the projection inside
A(M(1,m2/4))⊗C[y] L(1, n2/4). It is easy to see that

2 It is crucial to notice that our cohomology is relative one, otherwise our extension are not
controllable inside categoryO. Such (non-relative) extensions are studied in [M].
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[
L(−j1) . . .L(−jk)vm2/4

] = k∏
r=1

(
jr
n2

4
− y + β(r, k)

)
.[vm2/4]

=
k∏

r=1

(
jr
n2

4
− x + β(r, k)

)
.[vm2/4] (6)

wherevm2/4 is the lowest weight vector and

β(r, k)= jr+1+ · · · + jk + m2

4
.

But the last factor in (6) is the same as theP(j1, . . . , jk) where

L(−j1) . . .L(−jk).w0= P(j1, . . . , jk)wj1+···+jk ,
and the projection is inFλ,µ for λ=−n2/4 andµ= n2/4+m2/4− x.

In the remarkable paper [FF2], projection formulas for all singular vectors on
the density modules were found. In the slightly different notation, for the singular
vectors we consider, these formulas appeared in [KA]. The result is

v1,m+1.w0=
∏

i∈Jm,n

(
x − i2

4

)
wm+1, (7)

up to a multiplicative constant.
Now, by using (7) fact and the discussion above (cf. [W]) we obtain

Lemma 3.2. As aA(L(1,0))-moduleA(L(1,m2/4))⊗A(L(1,0)) L(1, n2/4)(0) is
isomorphic toC[x]/〈∏i∈Jm,n

(x − i2/4)〉.

If n � m notice that as anA(L(1,0))-module

A

(
L

(
1,

m2

4

))
⊗A(L(1,0)) L

(
1,

n2

4

)
(0)∼=

⊕
i∈Jm,n

Cvi, (8)

wherevi is an irreducibleA(L(1,0))-module such thaty.vi = i2/4vi . But if
m < n, then we have two-dimensional submodule in the above decomposition
(and this module isnot completely reducible). Thus, (8) isnot symmetric if we
switchm andn.

The similar failure was already noticed in [L1]. Anyhow, by using Lemmas 3.2
and 3.1 we obtain the following proposition.

Proposition 3.2. Let L(1,m2/4), L(1, n2/4), and M be irreducibleL(1,0)-
modules. Then we have the following upper bounds:

dim I

(
M

L
(
1, m

2

4

)
L
(
1, n

2

4

))�
{

1 if M ∼= L
(
1, r

2

4

)
for r ∈ Jm,n,

0 otherwise
(9)

whereJm,n = {m+ n, . . . ,m− n}.
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Now, we shall show that the equality holds in Eq. (9). We will provide two
different proofs. One which uses the properties of Verma modules and the other
which uses free field realization of the modulesL(1,m2/4).

3.2. Lie algebrag(V )

Let V be a vertex operator algebra. LetV̂ = V ⊗C[t, t−1], d = L(−1)⊗ 1+
1⊗ d

dt , andg(V )= V/dV . It has been noticed by several authors that the space
g(V ) has a Lie algebra structure if we let

[
a(m), b(n)

]= ∞∑
i=0

(
m

i

)
(aib)(m+ n− i).

If we define the grading with dega(m)= n−m−1, wherea ∈ V(n), then we have
the corresponding triangular decompositiong(V ) = g(V )− ⊕ g(V )0 ⊕ g(V )+.
Let U be anyg(V )0-module. We let (as in [L2])

F(U)= IndU(g)

U(g(V )+⊕g(V )0)
U,

such thatg(V )+ acts as zero. We define also the quotientF(U) = F(U)/J (U)

(the so-called generalized Verma module [L2]), whereJ (U) is the intersection
of all kernels of allg(V )-homomorphisms fromF(U) to weak modules. Now,
the assumption in Theorem 3.1 onM2 andM ′

3 means thatM2 ∼= F(M2(0)) and
M3= F(M∗

3(0))
′.

In [L1,L2] it was shown that everyA(V ) homomorphism fromA(W1)⊗A(V )

W2(0) to W3(0) does not necessary lead to an intertwining operator of the type(
W3

W1W2

)
but rather to

(
F(W3(0)∗)′
W1F(W2(0))

)
(actually F(W2(0)) might be replaced by

F(W2(0))).
In the case whenV is rational,F(W2(0))∼=W2 andF(W3(0)∗)′ ∼=W3 [L2].

But if the vertex operator algebraV is not rational, the main difficulty is that the
generalized Verma moduleF(W2(0)) may not be isomorphic toW2 (let alone
F(W2(0))!) (cf. [L2]). Also, the spacesF(U) andF(U) are extremely difficult
to analyze explicitly. Still, because we are dealing with a particular example,
Virasoro vertex operator algebra, we can make use of singular vectors and Verma
modules to simplify the whole construction.

Let V = L(1,0). Pick ω = L(−2)1 ∈ L(1,0). Then, insideg(L(1,0)), we
have [

ω(m+ 1),ω(n+ 1)
]= (m− n)ω(m+ n+ 1)+ δm+n,0

m3−m

12
,

i.e., these operators close the Virasoro algebra. From the construction ofF(U) it
is clear thatU(Vir−)⊗U ↪→ U(g(V )−)⊗U ∼= F(U). In particular,M(1, h) ↪→
F(M(1, h)(0)).
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3.3. The fusion rules computations

Assume first that

m� n. (10)

First we replace the “big” spaceF(M(1, h)) with the smaller Verma module for
the Virasoro algebra (we have seen already that the latter is a subspace inside
F(M(1, h))).

Now, let us pick a non-trivialA(L(1,0)) homomorphism fromA(L(1,m2/4))
⊗A(L(1,0))L(1, n2/4)(0) toL(1, r2/4)(0). Also letT = L(1,m2/4)⊗C[t, t−1]⊗
M(1, n2/4) be a g(L(1,0))-module as in [L2]. Then the construction in
[L2] implies that there is a bilinear pairing betweenT and M(1, r2/4) ↪→
F(M(1, r2/4)(0)∗). This implies (again by applying Li’s construction in the proof
of Theorem 2.11 in [L2]) that the corresponding intertwining operatorlands in
M(1, r2/4)′, i.e., it is of the type(

M
(
1, r2/4

)′
L
(
1,m2/4

)
M
(
1, n2/4

)) .

HereM(1, r2/4)′ is the contragradient Verma module (cf. [FF2]). The contragra-
dient moduleM(1, r2/4)′ is notof the lowest weight type (becauseM(1, r2/4) is
reducible). In particular, ifv′ is the lowest weight vector

U(Vir )v′ ∼= L

(
1,

r2

4

)
,

i.e., we can “paste” the whole irreducible module by acting on the lowest weight
subspace, but not the whole moduleM(1,m2/4)′. Now, the question is

How to descend fromM(1,m2/4)′ to L(1,m2/4)?

Here is the proof. We have eithern � r or r < n. For each of these two cases
we consider

I

(
M
(
1, r2/4

)′
L
(
1,m2/4

)
M
(
1, n2/4

)) , (11)

or

I

(
M
(
1, n2/4

)′
L
(
1,m2/4

)
M
(
1, r2/4

)) , (12)

respectively. Notice that these two spaces are isomorphic because of

I

(
M3

M1M2

)
∼= I

(
M ′

2
M1M

′
3

)
.

Suppose thatn � r.
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Now the aim is to construct intertwining operator of the type

I

(
M
(
1, r2/4

)′
L
(
1,m2/4

)
M
(
1, n2/4

)) .

Therefore if we can check〈
w′3,Y(w1, x)w

〉= 0, (13)

for every w ∈ M(1, (m + 2)2/4) ↪→ M(1,m2/4), w′3 ∈ M(1, r2/4)′′ =
M(1, r2/4), andw1 ∈L(1, n2/4), then by definingY(w1, x)[w2] := Y(w1, x)w2
where[w2] ∈ M(1,m2/4)/M(1, (m + 2)2/4), we obtain a (well-defined) non-
trivial intertwining operator of the type(

M
(
1, r2/4

)′
L
(
1,m2/4

)
L
(
1, n2/4

)) .

Let us check that (13) holds. First of all, because of the Jacobi identity and the
fact thatM(1, r2/4) is lowest weight module, it is enough to show that〈

w′3,Y(w1, x)vsing
〉= 0, (14)

wherew′3 ∈ M(1, r2/4)′′(0) = M(1, r2/4)(0) is the lowest weight vector and
vsing is the singular vector that generates the maximal submodule ofM(1,m2/4).〈

w′3,Y(w1, x)L(−j1) . . .L(−jk)w
〉

=
k∏

i=1

−
(
x−ji+1∂x + (1− ji)x

−ji n
2

4

)〈
w′3,Y(w1, x)w

〉
=

k∏
i=1

−
(
x−ji+1∂x + (1− ji)x

−ji m
2

4

)
Cx

r2
4 −m2

4 − n2
4

= (−1)
∑

i ji

k∏
i=1

(
r2

4
− m2

4
− n2

4
−

k∑
s=i+1

js + (1− ji)
m2

4

)
Cx

r2
4 −m2

4 − n2
4

= C

k∏
i=1

(
ji
m2

4
− r2

4
+

k∑
s=i+1

js + n2

4

)
Cx

r2
4 −m2

4 − n2
4 −

∑
i ji , (15)

whereC is a constant that depends onY (we may assume thatC is equal to 1). If
we compare (15) with (6) we see that products appearing in both expressions
are the same if we interchangex with r2/4 and m2/4 with n2/4. In other
words, the expression〈w′3,Y(w1, x)vsing〉 = 0 if and only if the corresponding
projection insideA(L(1, n2/4))⊗A(L(1,0))A(L(1,m2/4)) is zero (notice that now
L(1, n2/4) andL(1,m2/4) changed positions). We know that

A

(
L

(
1,

n2

4

))
⊗A(L(1,0)) A

(
L

(
1,

m2

4

))
∼= C[x]∏

i∈Jn,m〈x − i2/4〉 .
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Because of (10),Jn,m ⊂ Jn,m (as multisets). Therefore〈
w′3,Y(w1, x)vsing

〉= 0

holds. Thus we obtain a non-trivial intertwining operatorY of the type(
M
(
1, r2/4

)′
L
(
1,m2/4

)
L
(
1, n2/4

)) .

Now,

I

(
M
(
1, r2/4

)′
L
(
1,m2/4

)
L
(
1, n2/4

))∼= I

(
L
(
1, n2/4

)
L
(
1,m2/4

)
M
(
1, r2/4

)) .

Because of our initial assumptionn � r, andm−n� r � m+n it follows that
m− r � n � m+ r, therefore we can repeat the whole procedure forM(1, r2/4)
so we end up with a non-trivial intertwining operator of the type(

L
(
1, n2/4

)
L
(
1,m2/4

)
L
(
1, r2/4

)) .

If r < q then we pick the intertwining operator (12) and the same reasoning leads
to a non-trivial intertwining operator of the type(

L
(
1, r2/4

)
L
(
1,m2/4

)
L
(
1, n2/4

)) .

This also follows from the duality property for the intertwining operators. If we
summarized everything we obtain

Theorem 3.3.

dim I

(
L
(
1, r2/4

)
L
(
1,m2/4

)
L
(
1, n2/4

))= 1

if and only ifr ∈ {m+ n, . . . , |m− n|}.

Theorem 3.4. LetA be a free Abelian group on the set{a(m): m ∈N} and

× :A×A→A

a binary operation defined by the formula

a(m)× a(n)=
∑

r∈N∪0

NL(1,r2/4)
L(1,m2/4)L(1,n2/4)

a(r).

ThenA is a commutative associative ring with the multiplication

a(m)× a(n)= a(m+ n)+ a(m+ n− 2)+ · · · + a(|m− n|),
i.e.,A is isomorphic to the representation ringRep(sl(2,C)).
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Remark 3.1. In general, ifM is anyL(1,0)-module and

Y ∈ I

(
M

L
(
1,m2/4

)
L
(
1, n2/4

)) ,

thenM is not necessary completely reducible. Also, note that we excluded the
casemn= 0. If m or n are equal to zero then we deal with intertwining operators
among two irreducible modules and vertex operator algebras, which are well
known.

Another interesting fact is that in the case (10) the module

A
(
L
(
1,m2/4

))⊗A(L(1,0)) L
(
1, n2/4

)
(0)

is not completely reducible. This fact was exploited in [M] where we study
logarithmic intertwining operators.

Note that in our proof we actually analyzed more carefully the failure of
Frenkel–Zhu’s formula. One should not expect to apply our procedure in the more
general setting, because our Virasoro vertex operator algebra has a quite simple
structure. Certainly it would be interesting to study a class of vertex operator
algebra for which

A(W1)⊗A(V ) W2(0)∼=A(W2)⊗A(V ) W1(0), (16)

for any choice of irreducible modulesW1 andW2. Then we hope that for this
class of vertex algebras some version of Frenkel–Zhu’s formula indeed apply.
Assumption (16) turns out to be very natural since

I

(
W3

W1 W2

)
∼= I

(
W3

W2 W1

)
. (17)

4. Construction of all intertwining operators for the family F1

4.1. VL vertex operator algebra and its irreducible modules

Let L be a rank one even lattice with a generatorβ normalized such that
〈β,β〉 = 1 and letα = √

2β . Thus〈α,α〉 = 2. As in [FLM,DL] we defineVL

as a vector space

VL =M(1)⊗C[L],
where M(1) is the level one irreducible module for Heisenberg algebraĥZ
associated to one-dimensional abelian algebrah= L⊗Z C andC[L] is the group
algebra ofL with a generator eα . Putω = 1

2β(−1)2. ThenVL is a vertex operator
algebra (see [FLM]) with the Virasoro elementω. We have a decomposition

VL =
⊕
m∈Z

M(1)⊗ emα.
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Let Lo be a dual lattice,Lo/L ∼= Z/2Z. Then (as in [DL]), for a nontrivial
coset representative, we obtain an irreducibleVL-moduleVL+1/2, which can be
decomposed as

VL+1/2=
⊕
m∈Z

M(1)⊗ emα+1/2α.

Moreover,VL+1/2, VL is (up to equivalence) complete list of irreducibleVL-
modules. Furthermore, one can equip the spaceW = VL ⊕ VL+1/2 (as in [DL])
with the structure of the generalized vertex operator algebra. We will neglect this
fact in our considerations.

For every moduleW for the Virasoro algebra on whichL(0) acts semisimple
we define a formal character (or aq-graded dimension) by

chq (W)=
∑

n∈SpecL(0)

dim(Wn)q
n.

From the Proposition 2.1 it follows that

chq

(
L

(
1,

m2

4

))
= qm

2/4− q(m+2)2/4

q−1/24η(q)
.

Then it is not hard to obtain

chq (VL)=
∑
n�0

(2n+ 1)chq
(
L
(
1, n2)),

chq (VL+1/2)=
∑
n�0

(2n+ 2)chq

(
L

(
1,

(2n+ 1)2

4

))
. (18)

Consider the vectors

x = eα, y = e−α, h= α(−1)ι(0),

which span(VL)1. These vectors span a Lie algebra isomorphic tosl(2,C). x0, y0,
andh0 act as derivatives onW . The following result was obtained in [DG].

Proposition 4.1. As(L(1,0), sl2)-module

VL
∼=
⊕
m�0

L
(
1,m2)⊗ V (2m),

whereV (2m) is an irreducible(2m+ 1)-dimensionalsl2-module.

The proof uses the result from [DLM,DM1,DM2] about the decomposition
of the vertex operator algebraV with respect to a “dual” pair(V G,G) where
G = Aut(G) is a compact (or finite) group andV G is a G-stable subvertex
operator algebra. This can be modified when instead of groupG we work with
the Lie algebra.
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SinceVL+1/2 is a module for the pair(V sl2
L , sl2) then by using (18) we derive

VL+1/2∼=
⊕
m�0

L

(
1,

(2m+ 1)2

4

)
⊗ V (2m+ 1), (19)

whereV (2m + 1) is a (2m + 2)-dimensionalsl2-module. It easy to see that
V (2m+ 1) is irreduciblesl2-module.

Remark 4.1. Note thatV sl2 (sl2—stable vertex operator algebra) is exactly
V G whereG ∼= SO(3) is a (full) group of automorphisms ofVL. It is well
known that every irreducible representation can be obtain as a representation of
SL(2,C), sincePSL(2,C) ∼= SO(3). In particular, every such finite-dimensional
representation is odd-dimensional.

Since,VL+1/2 is an irreducibleVL-module we have the Jacobi identity

x−1
0 δ

(
x1− x2

x0

)
Y (u, x1)Y (v, x2)w− x−1

0 δ

(
x2− x1

−x0

)
Y (v, x2)Y (u, x1)w

= x−1
2 δ

(
x1− x0

x2

)
Y
(
Y (u, x0)v, x2

)
w, (20)

for everyu ∈ VL, v ∈ VL+1/2, andw ∈W . Also, for

Y ∈ I

(
VL

VL+1/2 VL+1/2

)
,

we have

x−1
0 δ

(
x1− x2

x0

)
Y (u, x1)Y(v, x2)w− x−1

0 δ

(
x2− x1

−x0

)
Y(v, x2)Y (u, x1)w

= x−1
2 δ

(
x1− x0

x2

)
Y(Y (u, x0)v, x2)w. (21)

Remark 4.2. Note thatW can not be equipped with a vertex operator superalge-
bra structure. Ifu,v ∈ VL+1/2 then we do not get Jacobi identity in the form (20)
or (21), but rather generalized identity where the delta function is suitably mul-
tiplied with the terms of the type((x1 − x0)/x2)

1/2. Studying this (generalized)
Jacobi identity is useful for studying convergence and the extension properties for
the intertwining operators (cf. [H1]).

4.2. Intertwining operators for the familyF1

Let V (i), i ∈ N, be an irreduciblesl2-module considered as a subspace
of W which corresponds to the decompositions in Proposition 4.1 and (19). Fix
a positive integerj . We introduce a basisuj (m),m ∈ {j, j−2, . . . ,−j } for V (j),
such that the following relations are satisfied:
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h.uj (m)=muj (m),

x.uj (m)=
√
(j +m+ 2)(j −m)

2
uj (m+ 2),

y.uj (m)=
√
(j +m)(j −m+ 2)

2
uj (m− 2), (22)

whereuj (k) = 0 for k /∈ {j, . . . ,−j }. Also, we choose a dual basisu∗j (m) for
V (j)∗ such that〈u∗j (m),uj (n)〉 = δm,n. Define 〈g.u∗, v〉 = −〈u∗, g.v〉. Then
V (j)∗ became asl2-module and an isomorphism fromV (j) to V (j)∗ is given
by µ(uj (m))= (−1)j−mu∗j (−m). By using this identification, forj1, j2, j3 ∈ N

and−ji � mi � ji , i = 1,2,3, we introduce real numbers (Clebsch–Gordan
coefficients)(

j1 j2 j3
m1 m2 m3

)
,

such that

uj1(m1)⊗ uj2(m2)=
j3=j1+j2∑
j3=|j1−j2|

(
j1 j2 j3
m1 m2 m3

)
uj3(m1+m2). (23)

First we need an auxiliary result which is slightly modified result from [DM1,
DG].

Proposition 4.2. Suppose thatV is a vertex operator algebra andW1, W2,
and W3 three irreducibleV -modules. Letvi ∈ W1, wi ∈ W2, i = 1, . . . , k, be
homogeneous elements such thatvi 
= 0 andwi are linearly independent. Then

k∑
i=1

Y(vi , x)wi 
= 0.

Now let us go back to our vertex operator algebraVL. Let Y be any
intertwining operator of the type(

VL

VL+1/2 VL+1/2

)
,

(
VL+1/2

VL VL+1/2

)
, or

(
VL

VL VL

)
. (24)

By using the Proposition 4.2 the map

Y(·, x) :V (j1)⊗ V (j2)→W {x}
is injective, and for everym1, m2, andj1, j2 there is ap ∈C such that

uj1(m1)puj2(m2)=
j3=j1+j2∑
j3=|j1−j2|

k(j1, j2, j3,m1,m2,m1+m2)uj (m1+m2),
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wherek(j1, j2, j3,m1,m2,m1+m2) is a (non-zero) multiple of(
j1 j2 j3
m1 m2 m1+m2

)
(in the special caseY = Y this fact was noticed in [DG]).

Now it is clear that if(
j1 j2 j3
m1 m2 m1+m2

)

= 0,

then theL(1,0)-module generated byY(uj1(m1), x)uj2(m2) contains a copy
of L(1, j2

3/4). SinceL(1,0) is contained inVL, andL(1,m2/4) is anL(1,0)-
module then we obtain the following Jacobi identity:

x−1
0 δ

(
x1− x2

x0

)
Y (u, x1)Y(v, x2)w− x−1

0 δ

(
x2− x1

−x0

)
Y(v, x2)Y (u, x1)w

= x−1
2 δ

(
x1− x0

x2

)
Y
(
Y (u, x0)v, x2

)
w, (25)

for u ∈ L(1,0), v ∈ L(1, j2
1/4) andw ∈ L(1, j2

2/4) (herev andw lie in Vir-
submodules generated byuj1(m1) anduj2(m2), respectively).

Now we can push downY to L(1, j2
3/4), which is generated by the vector

uj3(m1+m2), since for everyj1, j2 and|j1− j2|� j3 � j1+ j2 we can choose
a pairm1, m2, and aY of the appropriate type (24) such that(

j1 j2 j3
m1 m2 m1+m2

)

= 0.

We obtain an intertwining operator of the(
L
(
1, j2

3/4
)

L
(
1, j2

1/4
)
L
(
1, j2

2/4
)) ,

and this is the end of the construction.

5. Lie superalgebra osp(1|2) and Rep(osp(1|2))

The Lie superalgebraosp(1|2) is a graded extension of the finite-dimensional
Lie algebrasl(2,C). It has three even generatorsx, y and h, and two odd
generatorsϕ andχ that satisfy:

[h,x] = 2x, [h,y] = −2y, [x, y] = h,

[x,χ] = χ, [x,ϕ] = −ϕ, [y,χ] = −χ, [y,ϕ] = ϕ,

[h,ϕ] = −ϕ, [h,χ] = χ,

{χ,ϕ} = 2h, {χ,χ} = 2x, {ϕ,ϕ} = 2y.
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Generators{x, y,h} span a Lie algebra isomorphic tosl(2,C), and this fact makes
the representation theory ofosp(1|2) quite simple. All irreducibleosp(1|2)-
modules can be constructed in the following way. Fix a positive half integerj

(2j ∈ N) and a(4j + 1)-dimensional vector spaceV (j) spanned by the vectors
{vj , vj−1/2, . . . , v−j }, with the following actions:

x.vi =
√[j − i][j + i + 1]vi+1,

y.vi =
√[j + i][j − i + 1]vi−1,

h.vi = 2ivi . (26)

If 2(i − j) ∈ Z then we define

ϕ.vi =−
√
j + ivi−1/2, χ.vi =−

√
j − ivi+1/2, (27)

otherwise

ϕ.vi =
√
j − i + 1/2vi−1/2, χ.vi =−

√
j + i + 1/2vi+1/2. (28)

In all these formulasvj = 0 if j /∈ {j, j − 1/2, . . . ,−j }. It is easy to see that
eachV (j) is an irreducibleosp(1|2)-module and that every finite-dimensional
irreducible representation ofosp(1|2) is isomorphic toV (j) for somej ∈N/2.

The representations withj ∈ N we call even, and the representations with
j ∈ N + 1/2 we callodd. We extend this definition for an arbitrary element of
V ∈Rep(osp(1|2)). The corresponding decomposition isV = Veven+ Vodd.

It is a pleasant exercise to decompose the tensor productV (i) ⊗ V (j). The
following result is well-known:

V (i)⊗ V (j)∼=
i+j⊕

k=|i−j |, k∈N/2

V (k). (29)

6. N = 1 Neveu–Schwarz superalgebra and its minimal models

TheN = 1 Neveu–Schwarz superalgebra is given by

ns=
⊕
n∈Z

CLn ⊕
⊕
n∈Z

CGn+1/2⊕CC,

together with the followingN = 1 Neveu–Schwarz relations:

[Lm,Ln] = (m− n)Lm+n + C

12

(
m3−m

)
δm+n,0,

[Lm,Gn+1/2] =
(
m

2
−
(
n+ 1

2

))
Gm+n+1/2,

[Gm+1/2,Gn−1/2] = 2Lm+n + C

3

(
m2+m

)
δm+n,0,

[C,Lm] = 0, [C,Gm+1/2] = 0
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for m,n ∈ Z. We have the standard triangular decompositionns = ns+ ⊕
ns0⊕ ns− (cf. [KWa]). For every(h, c) ∈ C2, we denote byM(c,h) Verma
module forns algebra. For each(p, q) ∈ N2, p = q mod2, let us introduce a
family of complex ‘curves’(hp,q(t), c(t)):

hp,q(t)= 1− p2

8
t−1+ 1− pq

4
+ 1− q2

8
t,

c(t)= 15

2
+ 3t−1+ 3t .

Then from the determinant formula (see [KWa]) it follows thatM(c,h) is
reducible if and only if there is at ∈ C andp,q ∈ N, p = q mod2 such that
c= c(t) andh= hp,q(t). In this caseM(c,h) has asingular vector(i.e., a vector
annihilated byns+) of the weighth+pq/2. Any such vector we denote byvpq/2.

In this paper we are interested in the caset = −1. Thenc(−1) = 3/2 and
hp,q(−1) = (p − q)2/8. hp,q(−1) = h1,p−q+1(−1), so we consider only the
caseh1,q := h1,q(−1) (hereq is odd and positive). Hence, each Verma module
M(3/2, h1,q) is reducible.

The following result easily follows from [D] (or [AA]) and [KWa].

Proposition 6.1. For every oddq , M(3/2, h1,q) has the following embedding
structure:

· · ·→M

(
3

2
, h1,q+4

)
→M

(
3

2
, h1,q+2

)
→M

(
3

2
, h1,q

)
→ 0. (30)

Moreover, we have the following exact sequence:

0→M

(
3

2
, h1,q+2

)
→M

(
3

2
, h1,q

)
→ L

(
3

2
, h1,q

)
→ 0, (31)

whereL(3/2, h1,q) is the corresponding irreducible quotient.

Benoit and Saint-Aubin (cf. [BSA2]) found an explicit expression for the
singular vectorsPsingv1,q ∈M(3/2, h1,g) that generates the maximal submodule:∑

N;k1,...,kN

∑
σ∈SN

(−1)
q−N

2 c(kσ(1), . . . , kσ(k))G(−k1/2) . . .G(−kN/2)v1.q ,

(32)

whereSN is a symmetric group onN letters and the first summation is over all
the partitions ofq into the odd integersk1, . . . , kN and

c(kσ(1), . . . , kσ(k))=
N∏
i=1

(
ki − 1

(ki − 1)/2

) (N−1)/2∏
j=1

4

σ2j ρ2j
,

whereσj =∑j

l=1 kl andρj =∑N
l=j kl .
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In the special case:q = 1,h1,1= 0,M(3/2,0) has a singular vectorG(−1/2)v
which generate the maximal submodule. By quotienting we obtain avacuum
moduleL(3/2,0)=M(3/2,0)/〈G(−1/2)v3/2,0〉.

7. N = 1 superconformal vertex operator superalgebra and intertwining
operators

We use the definition ofN = 1 superconformal vertex operator superalgebra
(with and without odd variables) as in [B] (cf. [KV]) and [HM] (see also [KW]).

Let ϕ be a Grassman (odd) variable such thatϕ2 = 0. Every N = 1
superconformal vertex operator superalgebra(V ,Y,1, τ ) can be equipped with
a structure ofN = 1 superconformal vertex operator algebra with an odd variable
via

Y
(·, (x,ϕ)) :V ⊗ V → V

(
(x)
)[ϕ],

u⊗ v �→ Y
(
u, (x,ϕ)

)
v,

where

Y
(
u, (x,ϕ)

)
v = Y (u, x)v+ ϕY

(
G(−1/2)u, x

)
v

for u,v ∈ V .
The same formula can be used in the case of modules for the superconformal

vertex operator superalgebra(V ,Y,1, τ ) (see [HM]).
It is known (see [KW]) thatV (c,0) :=M(c,0)/〈G(−1/2)vc,0〉3 is aN = 1

superconformal vertex operator superalgebra. Also, every lowest weightns-
module with the central chargec is aV (c,0)-module. Ifc= 3/2 thenV (3/2,0)=
L(3/2,0).

Proposition 7.1. Every irreducibleL(3/2,0)-module is isomorphic toL(3/2, h),
for someh ∈C.

Proof. The proof is essentially the same as the one of Proposition 3.1.✷
Among all irreducibleL(3/2,0)-modules we distinguish modules isomorphic

to L(3/2, h1,q), q ∈ 2N− 1. These representations we calldegenerate minimal
models.

7.1. Intertwining operators and its matrix coefficients

The notation of an intertwining operators forN = 1 superconformal vertex
operator algebras is introduced in [KW,HM].

3 We writeL(c,0) if V (c,0) is irreducible.
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Let W1,W2, andW3 be a triple ofV -modules andY an intertwining operator
of type

(
W3

W1, W2

)
. Then we consider the corresponding intertwining operator with

an odd variable (cf. [HM]):

Y
(·, (x,ϕ)) :W1⊗W2 → W3{x}[ϕ],

w(1)⊗w(2) �→ Y
(
w(1), (x,ϕ)

)
w(2),

such that

Y
(
w(1), (x,ϕ)

)
w(2) = Y(w(1), x)w(2)+ ϕY

(
G(−1/2)w(1), x

)
w(2).

Letw1 be a lowest weight vector for the Neveu–Schwarz algebra of the weighth.
From the Jacobi identity we derive the following formulas:[

L(−n),Y(w1, x2)
]= (x−n+1

2
∂

∂x2
+ (1− n)h

)
Y(w1, x2),[

G(−n− 1/2),Y(w1, x2)
]= x−n2 Y

(
G(−1/2)w1, x2

)
,[

L(−n),Y(G(−1/2)w1, x2
)]

=
(
x−n+1

2
∂

∂x2
+ (1− n)

(
h+ 1

2

))
Y
(
G(−1/2)w1, x2

)
,[

G(−n− 1/2),Y
(
G(−1/2)w1, x2

)]
=
(
x−n2

∂

∂x2
− 2nhx−n−1

2

)
Y(w1, x2). (33)

In the odd formulation we obtain[
L(−n),Y(w1, (x2, ϕ)

)]
= (x−n+1

2 ∂x2 + (1− n)x−n2 (h+ 1/2ϕ∂ϕ)
)
Y
(
w1, (x2, ϕ)

)
,[

G(−n− 1/2),Y
(
w1, (x2, ϕ)

)]
= (x−n2 (∂ϕ − ϕ∂x2)− 2nx−n−1

2 (hϕ)
)
Y
(
w1, (x2, ϕ)

)
, (34)

where∂ϕ is the odd (Grassmann) derivative.

7.2. Even and odd intertwining operators

In [HM] we proved that every intertwining operator

Y ∈ I

(
L(c,h3)

L(c,h1) L(c,h2)

)
is uniquely determined by the operatorsY(w1, x) andY(G(−1/2)w1, x), where
w1 is the lowest weight vector ofL(c,h1). This fact will be used later in
connection with the following definition.
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Definition 7.1. Let | | denote the (Z/2Z-valued) parity operator from the union of
odd and even subspaces forV -modulesWi , i = 1,2,3. An intertwining operator
Y ∈ I

(
W3

W1 W2

)
is:

• even, if |CoeffxSY(w1, x)w2| = |w1| + |w2|,
• odd, if |CoeffxSY(w1, x)w2| = |w1| + |w2| + 1,

for everys ∈C and everyZ/2Z-homogeneous vectorsw1 andw2.

The space of even (odd) intertwining operators of the type
(

W3
W1 W2

)
we denote

by I
(

W3
W1 W2

)
even

(
I
(

W3
W1 W2

)
odd

)
. In general, we do not have a decomposition of

I
(

W3
W1 W2

)
. into the even and odd subspaces.

7.3. Frenkel–Zhu’s theorem for vertex operator superalgebras

According to [KW] (after [Z]), to every vertex operator superalgebra we can
associate the Zhu’s associative algebraA(V ). If V = L(c,0), A(L(c,0))∼=C[y],
wherey = [(L(−2) − L(−1))1] = [L(−2)1] (because of the calculations that
follow it is convenient to usey = [(L(−2) − L(−1))1]). Also to everyV -
moduleW we associate aA(V )-bimoduleA(W) (cf. [KW]). In a special case
W =M(c,h), we have

A
(
Mns(c,h)

)=Mns(c,h)/O
(
Mns(c,h)

)
,

where

O
(
Mns(c,h)

)= {L(−n− 3)− 2L(−n− 2)+L(−1)v,

G(−n− 1/2)−G(−n− 3/2)v: n� 0, v ∈M(c,h)
}
.

(35)

It is not hard to see that, asC[y]-bimodule,

A
(
M(c,h)

)∼=C[x, y] ⊕C[x, y]v,
wherev = [G(−1/2)vh] and

y = [L(−2)−L(−1)
]
, x = [L(−2)− 2L(−1)+L(0)

]
.

Let W1, W2, andW3 be threeN/2-gradable irreducibleV -modules such that
SpecL(0)|Wi ∈ hi + N, i = 1,2,3, and Y ∈ I

(
W3

W1 W2

)
. We defineo(w1) :=

Coeffxh3−h1−h2Y(w1, x). Because the fusion rules formula in [FZ] needs some
modifications (cf. [L1]) the same modification is necessary for the main theorem
in [KW] (this can be done with a minor super-modifications along the lines of
[L1]). Nevertheless (cf. [KW]) we have the following theorem.
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Theorem 7.1. The mapping

π : I

(
W3

W1 W2

)
→HomA(V )

(
A(W1)⊗A(V ) W2(0),W3(0)

)
,

such that

π(Y)(w1⊗w2)= o(w1)w2, (36)

is injective.

8. Some Lie superalgebra homology

In this section we recall some basic definition from the homology theory of
infinite-dimensional Lie superalgebras which is in the scope of the monograph [F]
(in the cohomology setting though).

LetL be an any (possibly infinite-dimensional)Z/2Z-graded Lie superalgebra
with the Z/2Z-decompositionL = L0 ⊕ L1 and letM =M0 ⊕M1 be anyZ2-
gradedL-module, such that the gradings are compatible. Then, we form a chain
complex(C,d,M) (for details see [F]),

0
d0←− C0(L,M)

d1←− C1(L,M)
d←− · · · ,

where

Cq(L,M) =
⊕

q0+q1=q
M ⊗Λq0L0⊗ Sq1L1,

C
p
q (L,M) =

⊕
q0+q1=q

q1+r=p mod2

Mr ⊗Λq0L0⊗ Sq1L1,

for p = 0,1. The mappingsd are super-differentials. Forq ∈N andp = 0,1, we
defineq th homology with coefficients inM as

H
p
q (L,M)= Ker

(
dq
(
C
p
q (L,M)

))
p
/
(
dr+1

(
C
p
q+1(L,M)

))
p
. (37)

In a special caseq = 0, we have

H 0
0 (L,M)=M0/(L0M0+L1M1)

and

H 1
0 (L,M)=M1/(L1M0+L0M1).

We want to calculateHq(Ls,L(3/2, h1,q)) for the Lie superalgebra

Ls =
⊕
n�0

Ls(n),
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whereLs (n) is spanned by the vectorsL(−n− 3)− 2L(−n− 2)+ L(−n− 1)
andG(−n − 1/2) − G(−n − 3/2), n ∈ N. From (35) we see (cf. [HM]) that
H0(Ls ,M(c,h)) is aC[y]-bimodule such that

H0
(
Ls,M(c,h)

)∼=A
(
M(c,h)

)∼=C[x, y] ⊕C[x, y]v. (38)

Remark 8.1. It is more involved to calculateH0((Ls,L(c,h)), so we consider
only the special casec = 3/2, h = h1,q , q odd. As in the Virasoro case, it is
easy to show that the spaceHp(Ls ,L(3/2, h1,q)) is infinite-dimensional for very
p,q, s ∈ N, and finitely generated as aA(L(3/2,0))-module. Moreover, it is not
hard to see (by using the same method as in the Virasoro case) that

Ext1
ns,O

(
L

(
3

2
, h1,q

)
,L

(
3

2
, h1,r

))
is non-trivial (and one-dimensional) if and only if|r − q| = 2.

In the case of minimal models we expect a substantially different result
(cf. [FF1]).

Conjecture 8.1. Let

cp,q = 3

2

(
1− 2

(p− q)2

pq

)
and hm,n

p,q =
(np−mq)2− (p− q)2

8pq
.

Then

dimHq

(
Ls ,L

(
cp,q, h

m,n
p,q

))
<∞,

for everyq ∈N.

There is strong evidence that Conjecture 8.1 holds based on [A] and an
examplec=−11

14 treated in Appendix of [HM].
The main difference between the minimal models and the degenerate models

is the fact that the maximal submodule for a minimal model is generated by
two singular vectors, compared toM(3/2, h1,q) where the maximal submodule
is generated by a single singular vector.

9. Benoit–Saint-Aubin’s formula projection formulas

9.1. Odd variable formulation

We have seen before how to derive the commutation relation between
generators ofns superalgebra andY(w1, x) wherew1 is a lowest weight vector
for ns. We fix

Y ∈ I

(
L(3/2, h)

L(3/2, h1,r) L(3/2, h1,q)

)
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and consider the following matrix coefficient:〈
w′3,Y(w1, x,ϕ)Psingw2

〉
, (39)

wherePsingw2= v1,q (cf. (7), deg(Psing)= q/2) andwi , i = 1,2,3, are the lowest
weight vectors.

Since all modules are irreducible, by using a result from [HM, Proposition 2.2],
we get〈

w′3,Y(w1, x,ϕ)w2
〉= c1x

h−h1,q−h1,r + c2ϕx
h−h1,q−h1,r−1/2,

wherec1 andc2 are constants with the property

c1= c2= 0 implies Y = 0. (40)

From the formula (34),〈
w′3,Y(w1, x,ϕ)Psingw2

〉= P(∂x2, ϕ)
〈
w′3,Y(w1, x,ϕ)w2

〉
,

whereP(∂x2, ϕ) is a certain super-differential operator such that

deg(Psing)= degP(∂x2, ϕ)= q/2.

Therefore

P(∂x2, ϕ)c1x
h−h1,q−h1,r = ϕC1(h1,q , h1,r , h)x

h−h1,q−h1,r−q/2

and

P(∂x2, ϕ)ϕc2x
h−h1,q−h1,r−q/2= C2(h1,q , h1,r , h)x

h−h1,q−h1,r−q/2.

ConstantsC1(h1,q , h1,r , h) andC2(h1,q , h1,r , h) (in slightly different form, but
in more general setting) were derived in [BSA2]. Considering these coefficients
was motivated by deriving formulas for singular vectors from already known
singular vectors. By slightly modifying result from [BSA2] we obtain the
following proposition.

Proposition 9.1. Suppose that

Y ∈ I

(
L(3/2, h)

L(3/2, h1,r ) L(3/2, h1,q)

)
andP(∂x,ϕ) are as the above. Then, up to a multiplicative constant,

C1(h1,q, h1,r , h)=
∏

−j�k�j

(h− h1,q+4k)

and

C2(h1,q, h1,r , h)=
∏

−j+1/2�k�j−1/2

(
h+ 1

2
− h1,q+4k

)
,

for j = (r − 1)/4, j > 0 (whenj = 0, C2(h1,1, h1,r , h)= 1).
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Proof. The superdifferential operatorP(∂x,ϕ) is obtained by replacing genera-
torsL(−m) andG(−n− 1/2) by the superdifferential operators

L(−m) �→ −(x−m+1
2 ∂x2 + (1−m)x−m2 (h1+ 1/2ϕ∂ϕ)

)
(41)

and

G(−n− 1/2) �→ (
x−n2 (∂ϕ − ϕ∂x2)− 2nx−n−1

2 (h1ϕ)
)
, (42)

acting on 〈w′3,Y(w1, x,ϕ)w2〉. This action was calculated in [BSA2]. Their
results [BSA2, Formula 3.10] implies the statement.4 ✷
9.2. BSA formula without odd variables

Since Frenkel–Zhu’s formula does not involve odd variables we need a version
of Proposition 9.1 without odd variables (which is of course equivalent). Again

Y ∈ I

(
L(3/2, h)

L(3/2, h1,r) L(3/2, h1,q)

)
is the same as the above. Then〈

w′3,Y(w1, x)Psingw2
〉= P2(∂x)

〈
w′3,Y

(
G(−1/2)w1, x

)
w2
〉

and 〈
w′3,Y

(
G(−1/2)w1, x

)
Psingw2

〉= P1(∂x)
〈
w′3,Y(w1, x)w2

〉
,

whereP1 andP2 are certain differential operators. If

P2(∂x)c2x
h−h1,q−h1,r−1/2= c2K2(h1,q , h1,r , h)x

h−h1,q−h1,r−q/2

and

P1(∂x)c1x
h−h1,q−h1,r = c1K1(h1,q , h1,r , h)x

h−h1,q−h1,r−q/2,

then, by comparing corresponding coefficients, we obtain

K1(h1,q , h1,r , h)= C1(h1,q, h1,r , h),

K2(h1,q , h1,r , h)= C2(h1,q, h1,r , h). (43)

Let us mention that the projection formulas from Proposition 9.1 have a simple
explanation terms ofsuper density modulesfor the Neveu–Schwarz superalgebra.

4 In [BSA2] a different sign was used in Eq. (41). Still, we obtain the same result if we consider an
isomorphic algebra with the generatorsL̃(n) := −L(n). The same generators were used in [FF2].
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10. Fusion ring for the degenerate minimal models

In order to obtain an upper bound for the fusion coefficients (cf. Theorem 7.1),
we first compute

A

(
L

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0).

Z/2Z-grading of the 0th homology group (37) enables us (see Theorem 10.1)
to study odd and even intertwining operators (see Definition 7.1). For that purpose
we introduce the following splitting:

A0
(
L

(
3

2
, h1,q

))
:=H 0

0

(
Ls ,L

(
3

2
, h1,q

))
∼= C[x, y]

I1
,

A1
(
L

(
3

2
, h1,q

))
:=H 1

0

(
Ls ,L

(
3

2
, h1,q

))
∼= C[x, y]v

I2
, (44)

whereI1 andI2 are cyclic submodules (the maximal submodule forM(3/2, h1,q)

is cyclic!). It seems hard to obtain explicitly these polynomials. First we obtain
some useful formulas. InsideA(M(c,h)) (cf. [W]),[

L(−n)v] = [(
(n− 1)

(
L(−2)−L(−1)

)+L(−1)
)
v
]

= [(
n
(
L(−2)−L(−1)

)− (L(−2)− 2L(−1)+L(0)
)

+L(0)
)
v
]

= (
ny − x +wt(v)

)[v] (45)

for everyn ∈N and every homogeneousv ∈M(c,h). Therefore in

A

(
M

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0)

we have[
L(−n)v]= (nh1,q − x +L(0)

)[v],[
G(−n− 1/2)v

]= [G(−1/2)v
]
. (46)

Also, we have:[
G(−n− 1/2)G(−m− 1/2)v

]
= [G(−1/2)G(−m− 1/2)v

]
= [(2L(−m− 1)−G(−m− 1/2)G(−1/2)

)
v
]

= [(2L(−m− 1)−L(−1)
)
v
]= ((2m+ 1)y − x +wt(v)

)[v]. (47)

By using (45) and (47) we obtain
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[
G(−m− 1− 1/2) . . .G(−m2r − 1/2)L(−n1) · · ·L(−ns)v1,q

]
=

r∏
i=1

(
(2m2i + 1)h1,r − x +

2r∑
p=2i+1

(mp + 1/2)+ h1,q

)

·
s∏

j=1

(
njh1,r − x +

s∑
p=j+1

np + h1,q

)
[v] (48)

inside

A

(
M

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0).

It is easy to obtain a similar formula for the vector[
G(−m1− 1/2) . . .G(−m2r+1− 1/2)L(−n1) . . .L(−ns)v1,q

]
.

Lemma 10.1. Let [Psingv1,q ] =Q1(x)[G(−1/2)v1,q] and[G(−1/2)Psingv1,q ] =
Q2(x)[v1,q] be the projections inside

A

(
M

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0).

Then

Q1(h)=K2(h1,q, h1,r , h), Q2(h)=K1(h1,q , h1,r , h), (49)

for everyh ∈C.

Proof. We use the notation from the Section 6.2, where

Y ∈ I

(
L(3/2, h)

L(3/2, h1,r) L(3/2, h1,q)

)
.

By using (33), we obtain〈
w′3,Y(w1, x)G(−m1− 1/2) . . .G(−m2r − 1/2)L(−n1) . . .L(−ns)w2

〉
=

r∏
i=1

−
(
x−m2i−1−m2i

∂

∂x
− 2m2ih1,rx

−m2i−1−m2i−1
)

·
s∏

j=1

−
(
x−nj+1 ∂

∂x
+ (1− nj )h1,rx

−nj
)〈
w′3,Y(w1, x)w2

〉
= c1

r∏
i=1

(
(2m2i + 1)h1,r − h+ h1,q +

2r∑
p=2i+1

(mp + 1/2)

)

·
s∏

j=1

(
njh1,r − h+

s∑
p=j+1

np + h1,q

)
x
h−h1,q−h1,r−r−∑mi−∑j nj ,

(50)
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for the constantc1 (see Sections 6.1 and 6.2) that depends only onY . There is a
similar expression for〈

w′3,Y(w1, x)G(−m1− 1/2) . . .G(−m2r+1− 1/2)L(−n1) . . .L(−ns)w2
〉
.

(51)

If we compare (48) with (50) (and corresponding formulas for (51)) it follows
thatQ1(h) is, up to a non-zero multiplicative constant, equal toK2(h1,r , h1,q , h)

(singular vector is odd!) andQ2(h) is, up to a multiplicative constant, equal to
K1(h1,r , h1,q, h). ✷

Thus, Proposition 9.1 and Theorem 10.1 gives us the following theorem.

Theorem 10.1. (a)As aA(L(3/2,0))-module

A
(
L(3/2, h1,q)

)⊗A(L(3/2,0)) L(3/2, h1,r )(0)

∼= C[x]〈∏
−j�k�j (x − h1,q+4k)

〉
⊕ C[x]〈∏

−j+1/2�k�j+1/2(h+ 1/2− h1,q+4k)
〉 . (52)

(b) The space

I

(
M(3/2, h)′

L(3/2, h1,q) L(3/2, h1,r )

)
is non-trivial if and only ifh= h1,s for somes ∈ {q + r − 1, q + r − 3, . . . , q −
r + 1}.

(c) The space

I

(
L(3/2, h)

L(3/2, h1,q) L(3/2, h1,r )

)
is one-dimensional if and only ifh = h1,s , s ∈ {q + r − 1, q + r − 3, . . . ,
|q − r| + 1}.

Proof. (a) From Lemma 10.1 it follows that

A
(
L(3/2, h1,r)

)⊗A(L(3/2,0)) L(3/2, h1,q)∼= C[x]
〈Q1(x)〉 ⊕

C[x]
〈Q2(x)〉 . (53)

Now we apply (43) and Proposition 9.1.
(b) As in the Virasoro case, by examining carefully the main construc-

tion of intertwining operators in [L1] with a minor super-modifications, for
everyA(L(3/2,0))-morphism fromA(L(3/2, h1,q))⊗A(L(3/2,0)) L(3/2, h1,r ) to
L(3/2, h)(0) we can construct a non-trivial intertwining operator of the form

I

(
M(3/2, h)′

L(3/2, h1,q) L(3/2, h1,r )

)
.
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(c) The proof and all the arguments involved are the same as in Section 3, so
we omit the details. We obtain a non-trivial intertwining operator of the type(

L(3/2, h)
L(3/2, h1,q) L(3/2, h1,r )

)
if h= h1,s for

s ∈ {q + r − 1, q + r − 3, . . . , q − r + 1}
∩ {r + q − 1, r + q − 3, . . . , r − q + 1},

i.e.,s ∈ {q + r − 1, r + q − 3, . . . , |q − r| + 1}. ✷
Theorem 10.2. Suppose thatq � r.5

dimI

(
L(3/2, h1,s)

L(3/2, h1,q) L(3/2, h1,r )

)
even

= 1 (54)

if and only ifs ∈ {q + r − 1, q + r − 5, . . . , q − r + 1};

dimI

(
L(3/2, h1,s)

L(3/2, h1,q) L(3/2, h1,r )

)
odd

= 1 (55)

if and only if

s ∈ {q + r − 3, q + r − 7, . . . , q − r + 3}.

Proof. By using (52) we obtain the following decomposition:

A0
(
L

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0)

∼=Cvq+r−1⊕Cvq+r−5⊕ · · · ⊕Cvq−r+1,

A1
(
L

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0)

∼=Cvq+r−3⊕Cvq+r−7⊕ · · · ⊕Cvq−r+3, (56)

whereCvi is aC[y]-module such that

y.vi = (i − 1)2

8
vi .

5
(

W3
W1 W2

)
∼=
(

W3
W2 W1

)
.
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Claim. Let

ψ ∈HomA(L(c,0))

(
A0
(
L

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0),

L

(
3

2
, h1,s

)
(0)

)
,

then the corresponding intertwining operator is even. Similarly if we start from

ψ ∈HomA(L(c,0))

(
A1
(
L

(
3

2
, h1,q

))
⊗A(L(3/2,0)) L

(
3

2
, h1,r

)
(0),

L

(
3

2
, h1,s

)
(0)

)
,

the corresponding intertwining operator is odd.

Proof (of the Claim). Let us elaborate the proof whenψ is “even.” From
the construction in [FZ,L2]Y is obtained by liftingψ to a mapping from
L(3/2, h1,q)⊗L(3/2, h1,r )(0) to L(3/2, h1,s)(0), such that

L(3/2, h1,q)odd⊗L(3/2, h1,r )(0) �→ 0.

To extend this map to a mappingL(3/2, h1,q)⊗M(3/2, h1,r)→M(3/2, h1,s)
′

one uses generators and PBW so the sign is preserved. Because the isomorphism

I

(
W3

W1 W2

)
∼= I

(
W ′

2
W1 W ′

3

)
preserves the sign, i.e., odd intertwining operators are mapped into odd and even
into even, the result follows from the construction of intertwining operators. When
ψ is odd a similar argument works.✷

Let us summarize everything.

Corollary 10.1. LetAs be a free abelian group with generatorsb(m),m ∈ 2N+1.
Define a binary operation× :As ×As →As ,

b(q)× b(r)=
∑
j∈N

dimI

(
L(3/2, h1,j )

L(3/2, h1,q) L(3/2, h1,r)

)
b(j).

ThenAs is a commutative associative ring, and the mappingb(m) �→ V ((m−
1)/4) gives an isomorphism to the representation ringRep(osp(1|2)).

Proof. The proof follows from Theorem 10.1(c) and (29).✷
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11. Multiplicity 2 fusion rules and super logarithmic intertwiners

11.1. A multiplicity 2 case

We have seen that in thec= 3/2 case all fusion coefficients are 0 or 1. Still, we
expect (according to [HM]) that for some vertex operator superalgebrasL(c,0),
fusion coefficients are 2.

Here is one example. Ifc= 0, as in the case of the Virasoro algebra, the vertex
operator superalgebra

L(0,0)= M(0,0)

〈G(−1/2)v0,G(−3/2)v0〉
is trivial. Still we can consider a vertex operator superalgebra

V (0,0) := M(0,0)

〈G(−1/2)v〉 .

Clearly, for everyh ∈ C, we have (all modules are considered to beV (0,0)-
modules):

dimI

(
L(0,0)

L(0, h) L(0, h)

)
= 2. (57)

The previous example is little bit awkward. Here is a nice example with irrational
central charge.

Proposition 11.1.

dimI

(
L
(15

2 − 3
√

5,
√

5
2 − 1

)
L
(15

2 − 3
√

5, 3
4

(√5
2 − 1

))
L
( 15

2 − 3
√

5, 3
4

(√5
2 − 1

))
)
= 2. (58)

Proof. It is not hard to see (by using a result from [AA] or [D]) that

M

(
15

2
− 3

√
5,

3

4

(√
5

2
− 1

))
has the unique submodule that is irreducible (the case II+ in [AA]). If we analyze
the determinant formula [KWa], singular vectors, and then use Theorem 9.1, we
obtain (58). ✷
11.2. A logarithmic intertwiner

In [M] we studied several examples of logarithmic intertwining operators.
Roughly, logarithmic intertwiners exist if matrix coefficients yield some loga-
rithmic solutions. Our analysis can be extended for vertex operator superalgebras:
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dimI

(
W2
(27

2 , −3
2

)
L
( 27

2 , −3
2

)
L
( 27

2 , −3
2

))= 2, (59)

whereW2(27/2,−3/2) is certain logarithmic module (cf. [M]). The proof of this
result and the discussion will appear in a separate publication.

12. Future work and open problems

• We know that it is possible to obtainintertwining operator algebras
(see [H2]) from the rational vertex operator algebras (satisfying some
natural convergence and extension condition and an additional condition
involving generalized modules). Since the notation of intertwining operator
algebra can be (obviously) generalized such that fusion algebra is an
infinite-dimensional associative, commutative algebra, one hopes that it is
possible to construct tensor categories for degenerate minimal models. In
the language of conformal field theory this involves explicit calculations of
correlation functions for both products and iterates of intertwining operators
(cf. Remark 4.2).

• Open problem: For rational vertex operator algebras, construct acanonical
isomorphism

A(M1)⊗A(V ) M2(0)∼=A(M2)⊗A(V ) M1(0).

• (N = 1 case) For which triplesL(c,h1), L(c,h2), andL(c,h3) do we have

dimI

(
L(c,h3)

L(c,h1) L(c,h2)

)
= 2?

• Determine the fusion ring for degenerate minimal models forN = 2
superconformal algebra by using our method (it should be related to
Rep(osp(2|2)).

• Construct an analogue of the vertex tensor categories constructed in [HM]
(by using the main result in [A]), for the models studied in this paper.
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