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1. INTRODUCTION 

In [S], the main result (Theorem 10.1, p. 51) is that for a two-person 
zero-sum differential game which ends at a predetermined time T and 
satisfies the Isaacs condition (and other reasonable conditions), its value 
function V= v(t, X) (in the sense of Friedman) exists. These games are the 
ones studied in the present paper. Roughly, P’(to, x0) is the payoff if the 
game starts at time t, 6 T in state x0 E Iw” and both players play optimally 
thereafter. A broad class of optimal control problems which end at time T 
constitute a special case of this situation, since adding a powerless fictitious 
second player (to the one player in the optimal control problem) guaran- 
tees that the Isaacs condition will be satisfied. The results of this paper 
seem to be new even in this case. 

The existence and nature of optimal controls has never been adequately 
established. What one is really looking for (see [9, p. 271) is a pair of BP- 
valued functions @(t, X) and Y(t, x), such that if at any time t and any 
state x the first player always plays the control @(t, x) and the second 
plays the control Y(t, x), then both will be playing optimally. 

We will call the set of all points (t, x) at which V, V= (8 v/ax, ,..., 
av/ax,) fails to be continuous the singular set for the differential game (this 
corresponds to the singular surfaces of [ 11, p. 661). Study of the singular 
set is absolutely crucial for the problem of determining optimal controls, 
since different regimes of optimal control are separated by the singular set 
(see [3, pp. 35333561 and [9, p. 433) and since optimal control in regions 
where V., V is continuous is comparatively easy (see [9, p. 411). 
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If the result of the conjecture stated in this paper is correct, then 
w/ax,,..., av/ax, are each of bounded variation on the (t, x)-space, so 
that for the first time strong theorems about the discontinuity set of BV 
functions (e.g., [6, Theorem 4.5.9; compare Sect. 4.5.7 with Lemma 2 of the 
present paper to understand the change of notation] and [16]) can be 
applied to study the singular set. This paper proves that the conjecture is 
true in case m = 1. The proof given generalizes to the m > 1 case at every 
point but one (in the proof of Lemma 7, since there is no maximum prin- 
ciple available for strongly coupled parabolic systems of equations), giving 
some support to the conjecture. 

The only hypothesis in the conjecture which is not reasonably standard 
is that the Hamiltonian function H = H(t, x, p) has mild x-variation. This 
concept is defined and argued for near the beginning of Section 4. 

Lemma 10 is of some independent interest. It shows for the first time that 
(at least in the m = 1 case with mild x-variation) 8 W”/i?x converges in L:,, 
to 8 W/ax as k -+ cc, where (apart from a time-reversal) W is the value 
function of the game ( W( f, x) = V( T- t, x)) and lVk is an approximation 
to W obtained by applying the method of vanishing viscosity to the 
Hamilton-Jacobi equation W satisfies. 

2. SOME BASIC ASSUMPTIONS, 
TERMINOLOGY AND ESTIMATES 

Let T be a positive number, fixed throughout the paper. This paper deals 
with a zero-sum differential game between two players, TV and P=:, which 
ends at time t = T. Compact spaces Y and Z are given, the control sets for 
qV and P:‘;, respectively. (For simplicity, assume that they are subsets of 
some Euclidean space R?‘.) At any time t, x(t) E R” denotes the state of the 
game at time t. Starting at any initial time t,~ [0, T] and at any initial 
state x0 E R”, x(t) evolves according to the following initial-value problem 
for a system of ordinary differential equations: 

g(t)=f(f,x(t),y(f),z(f)) a.e.fort,<t<T (2.1) 

x(0) =xg. (2.2) 

Here f: [0, T] x R” x Y x Z + 0%“’ is a given continuous function, ,v(.) is a 
measurable function with values in Y (the control function for Py), and z(.) 
is a measurable function with values in Z (the control function for g=). It is 
required that x(.) be absolutely continuous so that dxjdt is well defined a.e. 
for to < t d T. We assume that 

505/59/3-2 
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(A) There is an integrable function k(.) on [0, T] such that 

x.f(t, x, y, z)Gk(t)(l+ 1x1’) for te [0, T], XE R”, YE Y, and ZEZ, 

where . and ) ( denote the dot product and norm in R”, respectively. 
(B) For every R > 0 there exists a constant AR > 0 such that 

lf(t,~,Y,Z)-f(t,X*,Y,Z)Id~~lX-x*l, whenever t E [O, r], 

x~lR”‘with (xI<R,x*E(W” with Jx*(<R, JIEY, andzEZ. 

By [9, p. 21, the assumptions above insure that (2.1) and (2.2) have a uni- 
que solution. 

LEMMA 1. Let 6 > 0 he chosen so that over any subinterval of [0, T] of 
length less than 6 the integral of k(.) is less then b. Let N be an integer larger 
than T/6. Then for any R 2 1, any t, E [0, T], and any solution x(.) of 
equations (2.1) and (2.2), 

Jx(tO)J < R implies that Ix(t)] d 2NR for to < t 6 T. 

Idea of Proof 

Assumption (A) is used together with 

lx(t)12 = lx(t,)12 + 1“ 2x(s) .f(s, x(s), Y(S), 4s)) ds. 
m 

It is shown that Ix(t,)J 6 R implies that Ix(t)1 G2R for 
to 6 t 6 t, + (T- to)/N, and so on by induction, considering an interval of 
the form to + n( T- tO)/N < t d t,, + (n + 1 )( T- t,)/N in each induction step, 
for O<n6N-1. 

Let g: R” + R’ and h: [0, T] x R” x Y x Z + R! be continuous functions. 
For given control functions y(.) and z(.) as above, define the payoff 
functional P[ y, z] as follows: 

KY, zl= x(x(T))+ jk 4th y(t)> z(t)) dt. 
f0 

(2.3) 

The aim of Py is to maximize this payoff. The aim of P= is to minimize this. 
We will always assume that the Zsaacs condition holds, i.e., that for each 

fixed (t, x, p) E [0, TJ x R” x R” we have (with . indicating the dot product 
in lRm) 

yei; yEa; Cf(t, x, Y, ~1. P + h(t, x, Y, ~11 

= gay" $g Cf(t, x, Y, ~1. P + Nt, x, Y, ~11. (2.4) 
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The common value of both sides of (2.4) defines H(t, x, p), the 
Hamiltonian function of the differential game. Under the assumptions 
stated above the value function V: [0, T] x [w” -+ [w of the game (in the 
sense of Friedman) is defined [9, p. 131. Roughly, V(to, x,,) is the 
maximum payoff that ?, can force, given that the game starts at time t, in 
state x0, 

We will also assume for every R > 0 that the constant AR of assumption 
(B) above also satisfies 

((3 lg(x)-g(x*)l GA.lx-x*1, 
CD) INt, x, Y, z)-h(c x*, Y, z)l <A.lx-~“1, 

whenever XE [w” with 1x1 <R, x* E Iw” with Ix*1 d R, CE [0, T], ye Y, and 
z E Z. Then, defining V( T, x) = g(x) for each x E [w”, V is continuous on 
[0, T] x [w” and uniformly Lipschitz continuous on compact subsets of 
[0, T) x Iw” [9, p. lo]. Also, V satisfies the Hamilton-Jacobi equation (or 
Isaacs equation) 

av 
%+H t,x,g ,..., g 

I > 
=o 

m 
(2.5) 

at almost all points (t, X)E [0, T] x 53”’ [9, p. 121. 
It turns out in what follows that we are interested in the values of V(t, x) 

only for 1x1 <Q, where Q 2 1 is some (arbitrarily) large number. Clearly 
we can modify the definitions of f(t, x, y, z), g(x), and h(r, x, y, z) for 
Ix/ >2NQ so that for some P> 2”Q we have f(t, x, y, z) = g(x)= 
h(t, x, y, z) = 0 whenever 1x1 > P, t E [0, T], y E Y, and z E Z. Clearly the 
values of V(t, x) and H(t, x, p) are unchanged by this for 1x1 < Q, but that 
V(t, x) = H(t, x, p) = 0 whenever 1x1 3 P, t E [0, T], and p E [Wm. Clearly we 
can do this so that the modified functions f, g, and h are continuous on 
their respective domains, with assumptions (A), (B), (C), and (D) giving 
(for some constants A and B) that 

IAt, x, Y, z)l < B, Idx)l 64 IN4 x, Y, z)l f 4 (2.6) 

lf(GXt Y>z)-f(4x*, Y>z)l6~Ix-x*l, (2.7) 

I&)-g(x*)lG4x-x*l, (2.8) 

Ih(t,x,y,z)-h(t,x*,y,z)ldAlx-x*1, (2.9) 
whenever t E [0, T], x E W, x* E [w”, YE Y, and z E Z. With some effort, 
one can obtain the following estimates: 

IH(f, x, 011 d B, (2.10) 

IH(~,x,~)-H(~,x,P*)~BI~-P*I, (2.11) 

IH(f, x, PI - WC x*, P)I G(AIPI +A)l=x*l, (2.12) 
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whenever t E [0, T], x E R”, x* E R”, p E R”, and p* E R”. For t > T, define 
f(t, x, y, z) = f( T, x, y, z) and h( t, x, y, z) = h( T, x, y, z) for all x E R”, 
YG y, and ZEZ. For t < 0, define f(t, x, y, z) = j(O, x, y, z) and 
h(t, x, y, z) = h(0, x, y, z) for all XE R”, ye Y, and ZE 2. The resulting 
functionsJ; h, and H are continuous on their new domains, and properties 
(2.6)(2.12) continue to hold (with t E [w replacing t E [0, T]). 

Let ~EC”(R) with I(x)>0 for all XER, I(x)=0 for Ixlal, 
pm l(x)dx= 1, and Z(x) = /( -x) for all XE R. For any E > 0, define 
4(x) = 4 / Y f x E E or all x E R. For any locally integrable function F= 
F(t, x, p) defined on lR3, we define its .z-mollijkation [F], = [F],(t, x, p) as 
follows: 

CFlAt, 1, P) = IR3 4(t - r) 4(x - 0 UP - 71) F(z, 5, n) dr dt ‘hr. 

We define s-mollifications of functions of a different number of variables 
similarly. 

Define 

X(t,x,p)=MT-4x7 P) and Jr’= Cal,,, 

for each t E R, x E R”, p E R”, j = 1,2 ,... . Clearly each X’E P’(R*“‘+ ‘) and 
Xj -+ 2 uniformly on any compact subset of R*” + ’ as j -+ co. Clearly 
each of the z?’ vanishes for 1x13 P + m ‘I2 Fairly easy estimates show that . 

I&‘j(t,x,p)-%j(t,x*, p)(~4(~p(+m”~+l)I~-x*l, (2.13) 

I~‘(t,x,P)-~-i(t,x,P*)16BlP-P*l (2.14) 

for all t E R, x E R”, x* E R”, p E R”, p* E R”, and j= 1, 2 ,... . We can use 
the above estimates to apply [ 10, Theorem 2.11 to get for any 0 < E < 1 and 
for j = 1, 2,..., a unique bounded solution WE,’ of 

t,x,F ,..., F)=ulWc,i forO<t<T,xEW”, (2.15) 
1 m 

wyo, x) = g(x) for x E R”. (2.16) 

Following the proof of [ 10, Theorem 2.11 we obtain constants K0 and K, 
independent of 0 < E < 1 and j = 1,2,..., such that 

I W’(t, x)1 d Kc,, (2.17) 

(2.18) 
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for 0 <E < 1, j= 1, 2,..., 0 < t < T (Caution: There is a time-reversal when 
going from our situation to that of [lo].), x E R”, and i = 1,2,..., m. In fact, 
defining y = B + Bm”‘, yR = max(A + Arnli2, B), y A = max(A, B), any 6 
such that 6 > y + y/(y * + 1 ), any y’ such that 2y,( 1 + (~1) fu/ < y’( 1 + 1~1’) 
for all u E R”, and any q with yl> 3~’ + y’/m(y h )2, we may take 
&,= (y” + 1) eaT and K=m’~2yr,earJ2. 

3. FUNCTIONS OF CLASS BV 

The following definition is that of [ 16, p. 2261: 

DEFINITION. Let 52 be an open subset of R”. Then a locally integrable 
function f: 52 -+ R is of bounded variation if and only if there exist set 
functions P, ,..., p .--each of which is a signed measure of finite total 
variation when restricted to the Bore1 subsets of any compact subset of 
Q-such that 

I,/$dx,...dx,= -j” d 44x) 
I n 

(3.1) 

for every 4 F C?(Q) and i = l,..., n. The set of all such functions is denoted 
B V(Q). 

Thus, roughly, f E BV(Q) if and only if its first order derivatives (in the 
sense of distribution theory) are signed measures. If A and B are Bore1 sub- 
sets of Q which are not contained in a compact subset of 52, it could hap- 
pen that (e.g.) pLI(A) = cc and pl(B) = -co, so that ,a,(AuB) cannot be 
defined; this explains the awkwardness in the description of pi,..., ~1, above. 

Compare the following lemma with [6, Sect. 4.5.71: 

LEMMA 2. Let f be a real-valued function which is locally integrable on 
an open subset 52 of R”. Then f E BV(Q) if and only tf there exists a sequence 
fiE Cm(Q), j= 1, 2 ,..., with 

~~~s,lf,-fW=O and li,m $f 5 IV&l dx < 00 (3.2) 
K 

for every compact KcQ, where lVl;.i = [(8f,/ax,)2 + ... + (Clfi/a~,)~]~‘~. 

Idea of Proqf 

(a) Assume that f E BP’(Q). Let K,, K,,... be a sequence of compact 
subsets of Q, with Q as their union and with each Ki containing all 
previous ones in its interior. For j= 1, 2,..., define f, to be the jP i- 
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mollification of the function which is identically equal to f on Kj and iden- 
tically equal to 0 elsewhere. The first part of (3.2) can be proved by show- 
ing that each of the three integrals on the right-hand side of 

can be made arbitrarily small, where h is a continuous function with hj as 
its j-’ -mollification. To prove the second part of (3.2) it suffices to obtain a 
bound for each SK l@JaxJ dx. Replacing fi by its integral formula, taking 
a/ax, inside that integral, using (3.1) finding a simple upper bound involv- 
ing Ipi1 (the total variation measure which comes from pi), applying the 
Fubini theorem, and using the fact that Ipi1 is finite on compact subsets of 
Sz gives the second part of (3.2). 

(-z=) Assume the existence of a sequence f, E Coo(Q) with the properties 
stated. Let W be any bounded open set with closure ~IQ. We may 
assume (by choosing a subsequence if necessary) that there is a constant C 
such that SW IVfjl dx < C for j= 1,2,... Fix i with 1 6 i < n. For any 
cp E Cg’( W) define 

L(q)= -s,$fdx. 

An easy estimate shows that for any cp and (p* E Cz( W) we have 
IL(q)-L(cp*)l 6 Cllq-cp*ll, where 11. I( denotes the supremum norm. Let 
C,(W) denote the completion of Cr( W) under the norm II . )I. Since L is 
uniformly continuous on Cr( W), it has a unique extension to C,(W). The 
Riesz representation theorem (Cl& Theorem 6.191, e.g.) then gives the 
existence of a unique regular Bore1 signed measure pi I ,+, for which (3.1) 
holds for every cp E Cr( W). If W c U c i7 c Q for some bounded open set 
U, then the uniqueness portion of the above result shows that piI w and 
piI U agree on any Bore1 subset of W. Thus a set function pi as required is 
defined. 

Compare the following lemma with [12, p. 2181: 

LEMMA 3. Let f be a real-valued function which is locally integrable on 
an open subset D of I??‘. Then f E BV(Q) if and only if for every compact 
Kc 0 there exist positive constants C, and 6, such that 

s KIf(x+~)-f(~)I dxdC,lyl (3.3) 

for every y E R” with I yl < 6, 
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Idea of Proof 

(3) Assume that f E BV(sZ). Let Kc 52 be compact. Select any com- 
pact K* c Q having K in its interior, and take 6, to be the distance from K 
to the boundary of K*. Using Lemma 2, select a sequence fin C?(Q), 
j = 1, 2,..., with lim ,--x&c* If;-fl dx=O and SK* \Vf,\ dx < C for some 
constant C and j= 1, 2,.... Starting with 

for IYI <a,, we easily see after simple estimations that we can take 
c, = nc. 

(c;) Assume that for every compact Kc Q there exist C, and 6, so 
that (3.3) holds. For each j = 1, 2,..., detinef, as in the first part of the proof 
of Lemma 2. Tedious but straightforward calculations show that (3.2) 
holds for every compact Kc Q. Thus by Lemma 2, f~ SV(Q). 

4. A CONJECTURE AND SOME ESSENTIAL LEMMAS 

DEFINITION. We say that H = H( t, x, p) has mild x-variation if and only 
if H,, = dH/ax, is continuous for i = 1,2,..., m and there is a constant C such 
that 

for i = 1, 2 ,..., m, t E R, x E R”, x* E R”, p E R”, and p* E R”. 

CONJECTURE. Make the assumptions of Section 2. Assume that H has 
mild x-variation. Assume that g has Holder continuous second derivatives. 
Then for i= 1, 2 ,..., m, 

$BV((O, T)x W). 

Our main result (in Sect. 5) is that the conjecture is true for m = 1. Since 
we will use the characterization of BV functions given in Lemma 3 to prove 
this, clearly our consideration (a few lines after (2.5)) of the values of 
V(t, x) only for 1x1 < Q is justified. 

It is almost certain the requirement that H have mild x-variation is not a 
best-possible assumption in the conjecture. However, the proof given here 
requires essentially this assumption, the assumption is true in the impor- 
tant case in which the Hamiltonian function H(t, x, p) is independent of x, 
and some assumption about the functions H,(t, x, p) must be made for the 
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conclusion of the conjecture to be true, as the following counterexample 
shows: 

COUNTEREXAMPLE. Let F be a Lipschitz function of compact support in 
KY”, with (for some i with 1 6 i 6 m) aF/i3x, not in BV(Rm). Consider the 
differential game with .f = 0, g E 0, and h(t, x, y, z) = F(x). Then 
H(t, X, p) z F(x), SO H,( t, X, p) E (aF/ax,)(x). We will show that ZJV/axi 
is not in BV((0, T) x Rm). Suppose, for contradiction, that 
aV/ax,E BV((0, T) x KY). Let K be any compact subset of R”. Let 
K* = ((t, x); T/3 < t < 2T/3, x E K}. By Lemma 3 there exist constants C* 
and 6* such that 

for every y E R” with lyl <6*. Since f=O and g=O, we clearly have 
v(t, X) E (T- t) F(X), SO aV’/ax, E (T- t)(aF/axi). Substituting this into the 
above integral and performing the t-integration, we obtain 

for every y E IF!” with ( yl < 6*. Since this can be done for every compact set 
Kc R”, by Lemma 3 we have (aF/dx,) E TV, a contradiction. 

If H has mild x-variation, it is quite easy to show that 

a* a2 
ax, axi %’ and ~ Xi 

ah ax, 
are bounded uniformly for j= 1, 2,..., 

(4.1) 

for t E 58, x E R”, p E R”, i = 1, 2 ,..., m, and k = 1, 2 ,..., m. This is the form of 
the assumption we will use in what follows. 

Since our final result will be proved only for the m = 1 case, we will 
assume that m = 1 from now on, using x for x1 and p for p,. There appears 
to be only one point in what follows for which a generalization of the proof 
to the m > 1 case can not be made. That point will be identified when it 
occurs (Lemma 7). 

LEMMA 4. Make the assumptions of the conjecture for m = 1. Then 

(a) each W&3’= Wj(t, x) is a C” function on (0, T] x R. 

(b) We*‘, 8 Wc~j/ax, a2 W”~J/ax2, and 8 WE-j/at are bounded and Hiilder 
continuous on [0, T] x IX (The bounds depend on 0 < E < 1 and j = 1,2,... .) 
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(c) For any E and j with O<E < 1 and j= 1,2,..., there is a constant 
C,,j such that for 0 d t < T and x E R with Ix/> P + 2 we have 

Proof For (a), apply [8, Theorem 11, p. 741. For (b), apply 113, 
Theorem 8.1, p. 4951. For (c), let uC~i=d2WE3i/8~2. From (2.15) and (2.16) 
for m = 1 and the fact that $5” and g vanish for 1x1 > P+ 1, we have after 
two differentiations that 

&f,~ &pi 
T=E,,z for O<t<T, \xl>P+l, 

iJC.‘(O, x) = 0 for 1x12 P+ 1. 

But we have the explicit formulas 

,l x 1’ 1 -2x 
‘20’/2JO (t-@4&(t--) 

- e - 9/4df - “(qt) & 

for the unique bounded solution of aU,/ijat = sa2U&x2 for 0 c t 9 T, x > 0, 
U(0, x) = 0 for x b 0, and U(t, 0) = G(t) for 0 6 t < T, provided that 
@: (0, r] + R is continuous with @(O)=O. Making the appropriate 
changes of coordinates (Q(t) E tPj(t, P + 1) for one of them, 
(P(t) E dt’(t, - (P + I )) for the other) and using the boundedness of @ gives 
(c) after some tedious but straightforward estimates. 

DEFINITION. For 0 <E < 1 and j= 1, 2,..., let uEsi= 8 WEJ,@x and let 
g.j = 3 wGlax2. 

LEMMA 5. Make the assumptions of the conjecture for m = 1. Let 
0 < z < T. Let G = G(t, x) be continuous on LO, r] x R and let G, &?/ax, 
d’G/ax’, and aG/dt be continuous and bounded on (0, T) x R. Then 
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0= - jR (tP'G)I,=.dx+ jR (~"~'G)J,=odx 

(t, x, u”~‘)G dx dt 

+j~j~v&,J[~+~~-~(t,x,~&,j)~ 

d2S' 
+ ap ax 

- (t, x, u”~‘)G 
I 

dx dt. (4.2) 

Proof: Differentiate (2.15) twice with respect to x (with m = 1) to 
obtain 

a+i a 8% i 
--- - 
at L ax ax (t, x, zP*j) + F(t, x, ~.j) g,j 1 

a+i -&-=O 
a2 

for 0 < t < T and XE R. Multiplying both sides of the above by G, 
integrating over (6, r - 6) x ( - M, M), doing several integrations by parts, 
and taking the limit first as M -+ cc and then as 6 + O+ (using (a), (b), and 
(c) of Lemma 4 and the fact that 2’ E 0 for 1x1 3 P + 1) gives (4.2). 

For O-CC< 1, j= 1, 2,..., and O<r < T, define P(x)=/~“~‘*‘(x) = 
sign[u”,‘(r,x)] for all XER. (For any y>O, sign y= tl. For any y<O, 
sign y = -1. For y = 0, sign y = 0.) For each h > 0, let [Plh denote the h- 
mollification of /?. For the G of Lemma 5 we take G = G’x~.‘,~ which is the 
solution of 

ac a% axi 
at+“ax’- ap 

- (t, x, ZF) - + E s (t, x, u”-‘)G=O, (4.3) 

G(z, x) = [Dlhtx), (4.4) 

where (4.3) holds for 0 d t -C z, x E R and where (4.4) holds for x E R. 

LEMMA 6. For each E, j, z, and h with 0 < E < 1, j = 1, 2 ,..., 0 < z < T, and 
h > 0, the solution G = GE,j,S,h of (4.3) and (4.4) above exists and satisfies the 
conditions for the G of Lemma 5. 

ProojY Apply [ 13, Theorem 8.1, p. 4951 after a time-reversal. 

LEMMA 7. Let M be a constant such that la’%j/ap 8x1 < A4 for aff 
j= 1, 2,..., t E R, x E R, and p E R. Let G = GE,.i,‘,h be the function described 
above. Then 

IG c,Arxh(t, x)1 < eMT (4.5) 

foraffh>O,O<~<l,j=1,2 ,..., O<T<T,O<t<r,andxER. 
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Proof: Let 5Pj[G] be defined by the left-hand side of (4.3). For any 
F= F( t, x), let 

Q’,‘[F]=F,+i$-F(r,x, u’sj)g+2MF. 

Then for any h > 0, 0 < E < 1, j = 1, 2 ,..., 0 < z < T, we have for G = GE,j,7,h 
that 

Q”,‘[G*] > 2GY~‘[ G] = 0. (4.6) 

Using a maximum principle (e.g., [ 14, Theorem 10, p. 1831 with time direc- 
tion reversed, with u = e - ‘MC’ ~ ‘)G2 - 1 and taking L [ F] = F, + &FX;, - 
X$t, x, &) F, and h = 0, so that L[u] = e- 2M(r--r)Qe,j[G2] > 0) together 
with the fact that IG’x~,‘,~ (7, x)1 6 1 for all x E [w, we obtain the estimate 
(4.5). 

Remark. It is here that a generalization to the m > 1 case seems not to 
be possible. In the m > 1 case, a parabolic system of equations, coupled in 
the first derivative terms, replaces (4.3). No maximum principle seems to be 
available in this situation [ 14, p. 192, Remark (ii)]. 

LEMMA 8. There is a constant E such that 

s Iuc3j(z, x)1 dxd E (4.7) R 

for all 0 < F < 1, j = 1, 2 ,..., and 0 < T < T. 

Proof. Substituting (4.3) and (4.4) into (4.2) and using (4.5) (4.1), and 
(2.16) together with the fact that Xi= 0 and g= 0 for 1x1 > P+ 1 shows 
the existence of a constant E such that 

s 
D”‘(T, x)[Sign @]h(T, X) dx < E (4.8) R 

fOrall~<E<l,j=l,2,...,O<T<~,andh>O.Takingthelimit as h-+0+ 
and using the dominated convergence theorem applied to &(T, .) E L’(R) 
on {x E [w; ucsi(z, x) # 0}, we obtain (4.7). 

LEMMA 9. Select any sequence E,, Ed,..., with ~~ + 0 +, Define Wi = W+j 
for j= 1, 2,... . Then 

(a) the functions Wj(t, x) converge as j -+ 00 to a limit function 
W(t, x), untformly on compact subsets of [O, T] x iw, and there is a constant 
M, such that 

IW(t*,x*)- W(t,x)(<M,[lt*-t11’2+Ix*-xl] (4.9) 
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for all t E [O, T], t* E [0, T], x E R, and x* E R, and 

W(0, x) = g(x) for all XE R. (4.10) 

(b) W is a viscosity solution of 

(4.11) 

forO<t<Tandx~R. 
(c) W is the unique bounded uniformly continuous viscosity solution of 

(4.11) (for O<t<Tandx~R) and (4.10). 
(d) V( T - t, x) is a bounded uniformly continuous viscosity solution of 

(4.11) (for 0 < t 6 T and x E R) and (4.10), where V is the value function of 
the differential game in the sense of Friedman (after the mod$cations in Sec- 
tion 2 are made which ensure that f = g = h = 0 for 1x1 3 P). Thus 

W(t,x)= V(T-t,x) (4.12) 

for OGtdTandxER. 

ProoJ From [7, the first two paragraphs of p. 1004 and the sentence 
just after Theorem 4 on p. IOOI], we obtain (a). From [4, Proposition IV.1 
on p. 41 and Proposition V.l on p. 481, we obtain (b). From [4, 
Theorem V.2(ii) on pp. 49 and 503, we obtain (c). In [2, Theorem 3.11, (d) 
is proved under slightly stronger hypotheses than ours. To obtain (d) 
under our assumptions, because of [4, Proposition IV.l, p. 411 it suffices to 
show that (after time-reversal) V(t, x) is the limit of vanishing viscosity 
approximate solutions of problems of the type [4, (4.1),, p. 411. Using the 
construction on p. 23 of [9] we may get for a given (to, x0) an 
approximate game with upper value Vk+n(tO, x,,) close to V(to, x0). 
Lemma 3.2 of [9] applies to this approximate game so that vanishing 
viscosity approximate solutions WE+ (to, x0) are close to Vkf,(to, x0) and 
hence close to V(to, x,), say 1 Wz(t,,, x0)- V(t,, x,,)J <S (for some 6>0). 
This estimate is valid for a (t, x)-neighborhood about (t,, x0), so by using 
compactness arguments, we can get a sequence of vanishing viscosity 
approximate solutions WE+ which converge to V uniformly on every com- 
pact subset of (0, T) x R. 

LEMMA 10. Fix any 6 with 0 < 6 < T and any a and b with a < b. Then 

lim j~1~l~(~,x)-~(~,x)ld~dx=O. (4.13) 
k-+m u 6 
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Proof: Since IV(t, x) E V( T- t, x), W is uniformly Lipschitz continuous 
onthesetS={(z,x);6~2~T,a-l6x~b+l},saywithLipschitzcon- 
stant M* (see [9, Theorem 2.3, p. lo]). By Rademacher’s theorem, aW/ax 
is defined almost everywhere on S. Since 8 W/ax is bounded and 
measurable on S, it is integrable there. For j = 1, 2,..., let J(j) be chosen so 
that for all (7, x) E S and all k > J(j) we have 1 Wk(z, x) - W(z, x)1 d l/j’. 
For j = 1, 2,..., and any (z, x) E S, define 

g (5 x) = WC x + l/j) - W5 xl 
/ ’ l/j 

An easy estimate shows that for j = 1, 2,..., k > .I( j), a < x < 6, and 6 d t f T 
we have 

gjbt x, - 
Wk(T, x + l/j) - Wk(r, x) 

l/j 

Since J Iw 1 (a2 wkjax2)( z, x)1 dx < E for 0 < z < T (by Lemma 8) we have for 
all k and j (with x* below denoting a real number depending on k, j, x, 
and z, but with x < x* <x + l/j) that 

Wk(t, x+ l/j)- W“(T, x) aWk 
--(T,x)/ dTdx ax 

~(,,x)l drdx 

But jS: jb’ I gj(T, xl - (aW/ax)(T, x)1 d z d x + 0 as j --) cc follows from the 
bounded convergence theorem, since g,(t, x) + (a W/dx)(z, x) almost 
everywhere on S as j + cc and since 1 gj(r, x) - (a W/ax)(z, x)1 6 2M*. 

We can now complete the proof. Let E > 0 be given. Select j so that 
SS: sl( gj(r, x) - (a W/ax)(z, x)1 dz dx < s/3, so that (T- 6)(b - a) 2jp ’ < ~/3, 
and SO that (T - 6) Ej- ’ < ~/3. We clearly have then for k 2 max( j, J(j)) 
that 
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LEMMA 11. Foranya<b,anyhwithO<h<l,andany6withO<6<T 
we have 

&;(q y+h)-$F(r, y) dydz<(T-6)Eh. (4.14) 

Proof: We have for k = 1,2,..., that 

Taking k + cc and using Lemma 10, we have (4.14). 

The sequence of lemmas we have just completed (Lemmas 5, 6, 7, 8, 10, 
and 11) was suggested by a somewhat similar argument in [12, Sect. 41. 

LEMMA 12. For any a<b and any 6 and 6* with 0<6*<T-6<T 
there is a constant C such that 

y)-g(r, y) dydzdCh* (4.15) 

for all h* with O<h*<6. 

ProoJ Because of (4.12) (2.5), and the fact that W is locally Lipschitz 
continuous, we know that i3 W/at = X( t, x, a W/ax) almost everywhere. 
Thus for small E > 0 we have for every t E (E, T- E) and every x E [w that 
[dW/at], = [X(t, x, aW/ax)],, where [ 1, denotes the s-mollification 
described in Section 2, and thus 

(4.16) 

holds for (t, x) E (E, T-E) x R, since [a W/at], = a[ W],/at on this same set 
(see Cl, Theorem 1.8, p. 63, e.g.) and since mollified functions are of class 
C”. 

It suffices to prove (4.15) with W replaced by [W], for all sufficiently 
small E > 0 (where C is independent of E and where 0 <h* < 6 is replaced 
by 0 < h* < 6 - E), since the fact that a[ W],px = [a W/ax], -+ a W/ax in 
L’([6*, T-6+h*] x [a, b]) as E+O+ for each fixed h* with O<h*<S 
(see [ 1, Theorem 1.7, p. 53, e.g.) then clearly allows us to prove (4.15). For 
convenience in the remainder of this proof, write W” = [WI,. 
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Since for 0 < h* < 6 - E we have 

it suffices to show that this last integral is less than some constant C 
independent of E and h*. In view of (4.16), it clearly suffices to show that 

is bounded by some constant C independent of E, h*, and h (for h small 
and positive). Denoting by q,(t, x) = I,(t) I,(x) the mollification kernel, the 
integrand of (4.17) is equal to 

[cpc(i” - 5, Y + h - Y) - (~,:(5 - ~3 Y - Y)l 
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< (AK+ A)h + jy, jy, CPA< - z, Y - YjB 

x >p, Y+h)-$7, Y) dYdz, 

where the (AK+A)h part of this last estimate comes from (2.12) and 
(2.18), and where the remainder of the estimate uses (2.11). Substituting 
this last bound into (4.17), it clearly suffices to obtain an upper bound 
independent of E, h*, and h for 

x B $, Y+h)+, Y) dYdzdyd& 

which under the substitution z = y - Y and t = t - r is easily seen to be 

jm jm cp,(t,z)B 
-cc -00 

-+y(Er,v-r)~dydqdzdt. 

But for 1 tl < E and IzI < E (otherwise q,(t, z) = 0) we have the expression in 
square brackets above bounded by 

1 
s 

T-b+h*+r: 

h **-E 
r,x+h)-;~(T,x) dxds, 

which is bounded independently of E, h*, and h by Lemma 11. 

5. THE MAIN RESULT 

THEOREM. Make the assumptions of Section 2. Assume that m = 1. 
Assume that H has mild x-variation. Assume that g has locally Hiilder con- 
tinuous second derivatives. Then 

$ BV((0, T) x W), 

where V is the (Friedman) value function of the original differential game 
(before the modifications which made f = g = h = 0 for 1x1 > P). 



DIFFERENTlAL GAMES AND BV FUNCTIONS 313 

Proof Lemmas 11 and 12 show that 13 V/ax satisfies the conditions of 
Lemma 3 for Sz = (0, T) x R. 
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