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Abstract

Retail industry has evolved. Nowadays, companies around the world need a better and deeper understanding of their customers. In

order to enhance store layout, generate customers groups, offers and personalized recommendations, among others. To accomplish

these objectives, it is very important to know which products are related to each other.

Classical approaches for clustering products, such as K-means or SOFM, do not work when exist scattered and large amounts of

data. Even association rules give results that are difficult to interpret. These facts motivate us to use a novel approach that generates

communities of products. One of the main advantages of these communities is that are meaningful and easily interpretable by retail

analysts. This approach allows the processing of billions of transaction records within a reasonable time, according to the needs of

companies.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Introduction

Large amounts of data are stored by companies for various reasons, such as increasing retention rates thanks to

Customer Relationship Management (CRM)14,19; for recommender systems8; for understanding of consumer behav-

ior and generating customer profiles2 from transactional and factual information. In fact, 4, explains that profiling

customers usually generates a description of the behavior and often, will lead us to a good explanation for it.

The retail industry generates huge amounts of transactional information. Indeed, this work is focused generating

valuable customer information to complement existing information.

We will generate groups of products based on the novel extension of market basket analysis proposed by Videla–

Cavieres and Rı́os18 and then, we studied the stability of the communities found over different time windows. Videla–

Cavieres and Rı́os18 introduced the concept of overlapped communities of products, allowing a product to belong to

more than one community. This approach has proved to be useful to retail analysts, generating groups of products

purchased together that are easily interpreted.
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2. Definitions and related work

One of the uses classical of the graph mining techniques is in Social Network Analysis (SNA). We can find some

examples in21,23,22 where the main purpose it is to understand the underlying structure and content inside it..

Videla–Cavieres and Rı́os18 work is focused on generating frequent item sets of products based on transactional

data generated by a retail chain. Their main idea is to obtain sets of meaningful products that are interpretable by

analysts. Now, we will generate groups of products following their approach and then we will study the stability of

the communities over time.

In the following sections we will explain the datasets over which we apply our method; the approach proposed by

Videla–Cavieres and Rı́os18 in detail and how we finally studied the stability of communities of products.

2.1. Data

We have transactional records from a retail chain in Chile. In terms of volume, we have around half billion records

gathered within a period of twenty months, approximately 2, 200, 000 customers and over 42, 000 SKUs1 globally.

2.2. Transactional data

We have a set of products and transactions. Products are defined formally as P = {p1, p2, . . . , pn} where each pi

represents an available specific SKU available. Indeed |P| = number of distinct SKUs. A transaction T is defined

according to Agrawal and Srikant3 as a set of items (products in this case) purchased in the same buying opportunity,

such that T ⊆ P.

In our datasets, products are organized in three hierarchical level structures. Each level belongs to its predecessor

based on an ad–hoc developed taxonomy by the retailer. Figure 1 shows a subset of one of our taxonomy and table

1 shows an example of product information with its hierarchy. In total we have 73 product families, 487 lines of

products and 1, 447 sublines of products.

Table 1. Products characterization available

SKU Product name Product Family Product Line Product Sub-line

13231 Milk ”The Happy Cow” Dairy Yogurt & Milk Milk

13201 Yogurt ”Fancy Yogurt” Dairy Yogurt & Milk Classic Yogurt

13245 Yogurt ”Smoothiest” Dairy Yogurt & Milk Smoothie Yogurt

   Product FamilyPerfume

Product

   Product Lines

   Product Sublines

Dairy Wines Bakery

Ice-Cream
Yogurt & 

Milk

Smoothie
YogurtMilk

Classic 
Yogurt

   SKU13203 1320513201

Fig. 1. Hierarchy of products.

1 SKU : Stock Keeping Unit
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Each transaction is identified by a unique number. An example of a transaction set is shown in table 2 where we

see that 925 is a transaction composed of three products: P1, P2 and P4. These products were bought by customer

10021 on the date May 7th, 2009. Suppose SKU of P1 is 13, 231. On table 1, that would mean that the product is a

Milk named ”The Happy Cow” which belongs to Dairy Family, to Yogurt & Milk Line and to Liquid Milk Sub-line.

On the other hand, transaction 926 has a customer ID equal to −1, which means that the retailer does not have that

customer registered or that the customer does not want to give their identifier.

Table 2. Example of a transaction set.

Transaction ID Date SKU Customer ID Quantity Price Total Price

925 05-07-2009 P1 10021 1 350 350

925 05-07-2009 P2 10021 3 500 1500

925 05-07-2009 P4 10021 2 500 1000

926 05-07-2009 P3 -1 4 600 2400

926 05-07-2009 P4 -1 9 500 4500

927 05-07-2009 P1 1308 4 350 1400

927 05-07-2009 P3 1308 7 600 4200

Table 2 presents the set of data available and how that information is stored. Another way to store that information

is by the one expressed in table 3 which is a matrix whose rows are vectors of purchases. Each vector is composed of

transactions and the set of products available. The first column store the transactional ID and in the following columns

stored a number 1 or 0 which represents whether the product was purchased or not in that particular transaction.

Table 3. Example of a transaction set as a vector of purchase.

Transaction ID P1 P2 P3 P4

925 1 1 0 1

926 1 0 1 1

927 1 0 1 0

An approach to the profiling problem where user profiles are learned from transactional histories using data mining

techniques is presented by Adomavicius and Tuzhilin1. They also explain that profiles are constructed from two

models. The first one is a Data Model, where we can have different types of data about customers, but this data can

be classified in two basic types: -demographic and transactional, where demographic describes who the customer is
and transactional describes what the customer does. Examples of these kinds of data are: name, gender, salary, etc. in

the case of demographic. Table 2 is an example of transactional. The second model, Profile Model, is a collection of

information that describes a customer. It can be classified in two groups – factual and behavioral–, factual contains

specific facts based on information that can be derived from transactional data. Behavioral profiles model the behavior

of a user, using conjunctive rules3. We built our profile based on a mix of Data and Profile models.

3. Product network and graph construction

We will expose the work developed by Videla–Cavieres and Rı́os18, because it is necessary to explain our charac-

terization approach. They generated overlapped communities of products. This means, that a product can belong to

more than one community at the same time. This is an important fact, because some products can not be confined to

only one community. For example, a carbonated beverage can belong to a community of soft drinks and alcoholic
beverages. The first case represents soft drinks for kids and the second, part of the community of products used to

produce drinks for adults only. If we just allow this carbonated beverage to belong to one community we would be

missing important information about that product. In fact, we will be losing half of the information available.

To study the stability of communities of products we have to generate the network of products following the

Videla–Cavieres and Rı́os18 approach.

A product network is defined as a network (represented by a graph) where nodes represent products and edges

represent relationships between a pair of them. In this case, an edge between two products represents that both

products are present in the same ticket from the same buyer opportunity.
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3.0.1. Network configuration
Literature presents two approaches for network generation, one is introduced by Sarwar et al. and Kim et al. 17,15,9,16,

where a bipartite customer product network is built. This network links transactions with products, as depicted in fig-

ure 2(a). The second approach is introduced by Raeder and Chawla12, based only on transactions where each product

is linked to others because they appear in the same ticket from the same buyer opportunity. This kind of network is

named co–purchased product network and is depicted in figure 2 (b). In this work the co–purchased product network
will be used.

T1 T2 T3

P1 P2 P3 P4

P1

P2

P3

P4

a) b)

Fig. 2. Bipartite transaction products network (a) and co–purchased product network (b).

3.0.2. Network construction
The network will be built considering all the transactions T that occurred during a certain period of time k. In this

case, k can be a particular day, week, month, quarter, semester and year. We will review each transaction t ∈ T , for

which the transaction will be composed by a subset of products Psubset. For each pair of products (pi, p j) ∈ Psubset an

arc ai j will be created. After this process is done, the graph G(N, E) is obtained called a Temporally Transactional
Weighted Product Network. The process recently described generated over forty thousand Temporally Transactional

Weighted Product Networks in our case. Then, each product network is filtered according the process described in

section 3.0.3.

3.0.3. Network filtering
The idea is to generate and apply a filter over the product networks produced in 3.0.2. The filter is a threshold θ

where each edge have to be at least, bigger or equal to this threshold in order to remain in the product network and not

be removed. The idea behind this process is to remove edges that represent spurious and non–frequent relationships;

relationships that are not lasting over time.

The process recently described requires iterating over the complete set of edges, looking for those that do not

meet the threshold θ. Previous approaches12,9 to filter a network are not standard and although it can be replicated

we believe that are subjective methods. For that reason, threshold setup is generated following the exact approach

proposed by Videla–Cavieres and Rı́os18, which has proven to be an objective method, and it is depicted next.

Threshold setup methodology
Threshold θ is generated based on a process denominated by top three heavy edges threshold (tthet). This approach

consists in ranking the edges E = {E1, E2, ..., Em} based on the weight of these in a descending order. Then tthet is

equal to the average of the top three edges.

tthet =
Emax + E2nd max + E3rd max

3
(1)

In equation 1, Emax makes reference to the heaviest edge, E2nd max and E3rd max to the second and third heaviest

edges respectively.
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If we apply the obtained tthet to its corresponding network, only one or two elements would satisfy the minimum

edge weight imposed by the threshold. This is explained because tthet keep the most relevant part of the Temporally
Transactional Weighted Product Network, making useless the analysis.

This fact prompted them to generate a set of filters using the tthet, that allow gradually incorporating relevant edges

and nodes into the analysis. These filters are a proportion of the top three heavy edges threshold (a proportion is a

percentage of the threshold). The percentages are: Percentage = {5%, 10%, . . . , 95%, 100%}; these percentages give

20 filters (or new thresholds), as a result of a dot product between percentage and tthet resulting in:

f ilters = percentage × tthet (2)

equal to:

f ilters = {0.05 ∗ tthet, 0.1 ∗ tthet, . . . , 0.95 ∗ tthet, tthet} (3)

This process generates over fifty thousand new networks called, Filtered Temporally Transactional Weighted Prod-
uct Network. If the filtered network is plotted, several zones appeared as we can see in figure 3. This figure was

obtained after we applied a filter equal to the 10% of the top three heavy edges threshold.

Fig. 3. Product–to–Product Network with a 10% filter.

Once the networks are filtered it is necessary to apply the overlapped community discovery algorithms to obtain

and analyze the resulting communities. In the following section this process will be depicted.

3.1. Overlapping community discovery

We applied the same algorithms as Videla–Cavieres and Rı́os18 to discover overlapped communities. These are

COPRA6 and SLPA (GANXiS nowadays)20. Both are based on the label propagation algorithm13, in which nodes

with the same label form a community. COPRA updates its belonging coefficients by averaging the coefficients

from all its neighbors. Otherwise SLPA is a general speaker-listener algorithm based in the process of information

propagation. SLPA spreads labels between nodes according to pairwise interaction rules. SLPA provides each node

with a memory to store received information in difference to COPRA where a node forgets knowledge gained in the

previous iterations.

The results obtained for a particular Temporally Transactional Weighted Product Network in October, 2010, after a

5% tthet was applied are depicted in table 4. The description was given by retail analysts after analyzing the obtained

results.
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Table 4. 10 largest communities discovered (order by number of products inside) which account for 85% of the products in the network.

Community # of products Description

1 172 Groceries

2 25 Soft Drinks & Beers

3 15 Convenience Food

4 7 Juice Powder Brand A

5 6 Juice Powder Brand B

6 5 Liquid Juice Brand C

7 4 Yoghurt Brand D

8 4 Yoghurt Brand E

9 3 Liquid Juice Brand F

10 3 Cookies Brand G

In section 3.0.2 we showed that we generated product networks over different time windows. Now, the question is:

which is a good time window?. This question will be answered in the following section 4.

4. Communities stability

With the description and interpretation of the communities found, the recreation of the work made by Videla–

Cavieres and Rı́os18 is concluded. We have been able to recreate their work, with excellent results. We had faced

the same problems as they and this methodology allows us to generate communities of products that can be managed,

analyzed and interpreted. Now, we explain how we carry out the stability analysis of communities.

One important aspect when communities are studied is their stability over time. We studied the evolution of

communities, in terms of the underlying similarity between communities from different periods. This information

will help to determine which is a representative period of time, containing communities that do not vary over time.

The process –to analyze the stability– consist in compare a particular Temporally Transactional Weighted Product
Network from a specific time window (TW1), for example a day, with another Temporally Transactional Weighted
Product Network from a time window, for instance a week, (TW2), and then iterate over different communities from

TW1 and TW2 searching for the most similar community. This is defined as the community ci that contains the larger

number of products both in c1 and c2. This process is repeated for all the time windows considered, for example day,

week, month, quarter, semester and year.

Fig. 4. Similarity between three communities from day d1 compared to different time window.

Mathematically, we have a set TW = {tw1, tw2, . . . , twn} of Temporally Transactional Weighted Product Network
indexed by a particular time window. Each twi contains a set Ci of communities and each community C j

i contains a

set Pj of associated products.
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Fig. 5. Similarity between three communities from week w1 compared to different time window.

We calculated the Jaccard Index7 between the common products from two communities C j
i and Cq

r . We then

defined the similarity between those two communities C j′
i and Cq′

r as the maximum Jaccard Index. It is important to

note that community Cq′
r is the most similar to community C j′

i .

To obtain the most representative community over different time windows, it is necessary to calculate the similarity

between communities. Figure 4 depicts the similarity of three communities from a particular day d1 in comparison

with the rest of the periods.

We then repeated the process for the each time window, comparing the three most important communities with the

three most relevant communities of the following periods. Figure 5 shows the similarity between a particular week

(December 7th, 2009 to December 13th, 2009) and the rest of the time window.

Fig. 6. Similarity between three communities from December 2009 compared to different time window.

In figure 6, the information is depicted from December 2009, in figure 7 the information of a quarter (October

2009 to December 2009). Finally, in figure 8 a semester (July 2009 to December 2009). Year 2009 (January 2009 to

December 2009) is used as a pivot to make comparisons respectively.

We presented this information to analysts, who studied the results and concluded that the best time window found

is a month, because the percentage is relatively similar over time. We analyzed the results obtained and what is rep-

resented by the products contained in each community, discovering that month is the best time window. For instance,

communities from day time window, had mixed products that make impossible the analysis and the interpretation by

the retail’s analyst. Modularity11 found, in communities from month time window, has values higher than 0.7 which

is a value above those found in social networks5. It is also a very manageable time window and aligned with the time

window used by the retail. Every model used by the retail is re–calibrated each month.
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Fig. 7. Similarity between three communities from Quarter 4 (October to December 2009) compared to different time window.

Fig. 8. Similarity between three communities from Semester 2 (July to December 2009) compared to different time window.

5. Conclusions and future work

We have demonstrated and validated the method proposed by Videla–Cavieres and Rı́os18, in order that their novel

approach can be replicated, generating results of good quality, according to retail analysts. The method can be applied

over large volumes of data, producing results aligned to the business needs in time and form. The methodology was

successfully tried over real transactional data from two retail chains.

Our method it is based in an objective method that depends only on the previous purchases of a customer and

communities are generated in a factual way. These methods do not need human intervention during the process-

ing. Analysts take part only for studying the results obtained. We have shown an objective method for obtaining a

representative time window, according to the needs of the retailer.

In future work, a personalized recommender system that uses this customer characterization and overlapped com-

munities of products can be developed. A customer characterization based on the degree of membership to each

community of products can be generated from previous purchases of a customer.
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