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Abstract The Lattice Boltzmann Method (LBM) is introduced in the Computational Fluid

Dynamics (CFD) field as a tool for research and development, but its ultimate importance lies in

various industrial and academic applications. Owing to its excellent numerical stability and consti-

tutive versatility it plays an essential role as a simulation tool for understanding micro and macro

fluid flows. The LBM received a tremendous impetus with their spectacular use in incompressible

and compressible fluid flow and heat transfer problems. The applications of LBM to incompressible

flows with simple and complex geometries are much less spectacular. From a computational point

of view, the present LBM is hyperbolic and can be solved locally, explicitly, and efficiently on par-

allel computers. The present paper reviews the philosophy and the formal concepts behind the lat-

tice Boltzmann approach and gives progress in the area of incompressible fluid flows, compressible

fluid flows and free surface flows.
� 2015 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

1.1. General background

The continuous growth of computer power has motivated the
scientific community to use CFD for numerical solution of
the governing equations of fluid dynamics [1]. Generally the

mathematical models used in CFD include convective and dif-
fusive transport of some variables. These mathematical models
consist of governing equations in the form of ordinary or par-

tial differential equations (ODEs or PDEs). As a great number
of such model equations like the Navier–Stokes equations do
not possess analytical solutions, one has to resort to numerical

methods [2]. The difficulty in solving the Navier–Stokes equa-
tions is due to their nonlinear terms. In conventional numerical
methods, the macroscopic variables of interest such as velocity

and pressure are usually obtained by solving the Navier–Stokes
equations [3].

Over the years, the finite differencemethod (FDM) and finite
volume method (FVM) are frequently being used in CFD [4].

FDM consists in essentially setting up a uniform rectangular
grid in the problem domain, discretizing the governing
equations with respect to the grid by replacing the derivatives

with their finite-difference approximations and solving the
resulting algebraic equations numerically [5]. For non-uniform
grids FDM requires a transformation of the physical space onto

a computational space with an uniform grid. FVM requires no
such transformation as it solves the integral form of the
governing equations that are integrated over (generally)
irregularly-shaped finite volumes. The finite element method

(FEM) has not gained as much popularity in fluid mechanics
as it has in structural mechanics.

In the last two decades, a different kind of numerical

method for applications in CFD, namely, the Lattice Boltz-
mann Method (LBM) has gained popularity [6]. The LBM
has emerged as a new effective and alternative approach of

CFD and it has achieved considerable success in simulating
fluid flows and heat transfer problems [7]. In the LBM
approach, one solves the kinetic equation for the particle dis-

tribution function. The macroscopic variables such as velocity
and pressure are obtained by evaluating the hydrodynamic
moments of the particle distribution function [8]. One of the
most popular and simple approaches in the LBM is lattice

Boltzmann equation with linearized collision operator based
on the Bhatnagar–Gross–Krook (LBM-SRT) collision model.
It is known that, through a Chapman–Enskog analysis, one
can recover the governing continuity and momentum equa-

tions in the low Mach number limit [9].

1.2. Overview of LBM

In the past few years, researchers have been using lattice Boltz-
mann method for simulating and modelling in physical, chem-
ical, social systems including flows in magnetohydrodynamics

[10], immiscible fluids [11], multiphase flows [12], heat transfer
problems [13–15], porous media [16] and isotropic turbulence
[17]. Historically, LBM originated from the method of Lattice

gas automata (LGA), which was first introduced in 1973 by
Hardy, Pomeau and de Pazzis (HPP) [18]. In LGA, the term
Lattice implies that one is working on a lattice which is d-
dimensional and usually regular. Gas suggests that a gas is

moving on the lattice. The gas is usually represented by Boo-
lean particles (0 or 1). Automata indicate that the gas evolves
according to a set of rules. In the LGA model, the space, time

and particle velocities are all discrete. The iteration of an LGA
consists of a collision and propagation step. But, the major
drawbacks of the LGA were intrinsic noise, non-Galilean

invariance, an unphysical velocity dependent pressure and
large numerical viscosities. In 1986, Frisch, Hasslacher and
Pomeau (FHP) obtained the correct Navier–Stokes equations

using a hexagonal lattice. Lattice Boltzmann equations has
been used at the cradle of Lattice Gas Automata (LGA) by
Frisch et al. [19] to calculate viscosity. To eliminate statistical
noise, in 1988 McNamara and Zanetti [20] did away with the

Boolean operation of LGA involving the particle occupation
variables by neglecting particle correlations and introducing
averaged distribution functions giving rise to the LBM.

Higuera and Jimenez [21] brought about an important sim-
plification in LBMby presenting a Lattice Boltzmann Equation
(LBE) with a linearized collision operator that assumes that the

distribution is close to the local equilibrium state. A particu-
larly simple version of linearized collision operator based on
the Bhatnagar–Gross–Krook (BGK) [22] collision model was
independently introduced by several authors including Koel-

man [23] and Chen et al. [24]. The lattice BGK (LBGK) model
[25,26] utilizes the local equilibrium distribution function to
recover the macroscopic Navier–Stokes equations.

Boundary condition plays a crucial role in lattice Boltz-
mann simulations [27–34]. The bounce-back boundary condi-
tion is a popular boundary condition in LBM. It is derived

from LGA and has been extensively applied in LBM
simulations. In this scheme, the particle distribution function
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at the wall lattice node is assigned to be the particle distribu-
tion function of its opposite direction. The easy implementa-
tion of this no-slip velocity condition supports the LBM is

ideal for simulating fluid flows. Noble et al. [27] proposed
hydrodynamic boundary condition on no-slip walls by enforc-
ing a pressure constraint to replace the bounce-back boundary

condition. They simulated steady flow of an incompressible
fluid between two infinite parallel plates and demonstrated
accurate results by LBM. Inamuro et al. [28] suggested that

a slip velocity near wall nodes could be induced by the
bounce-back scheme and proposed to use a counter-slip veloc-
ity to cancel that effect. Filippova and Hanel [31] proposed
curved boundary treatment using Taylor series expansion in

both space and time for particle distribution function. In addi-
tion, curved boundary treatment was independently intro-
duced by Mei et al. [32] and Bouzidi et al. [33]. A unified

scheme for second order accurate curved wall treatment was
proposed by Yu et al. [34].
1.3. History of LBM

In the past few decades, the relation between the Boltzmann
Equation and Navier–Stokes equation for the study of fluid

dynamics has been an active and popular topic of research
[35]. The Boltzmann equation relates the time evolution and
spatial variation of a collection of molecules to a collision
operator that describes the interaction of the molecules. It is

known that, the Boltzmann equation provides a more efficient
representation of gaseous flows for a whole range of flow
regimes than the Navier–Stokes equation. But researchers gen-

erally prefer to use the conventional numerical methods (finite
difference method, finite volume method, finite element
method, etc.) based on the discretization of partial differential

equations (Navier–Stokes equations) in continuum regime
than solving the Boltzmann equations. This is because solution
of the Boltzmann equation is a non-trivial task owing to the

complexity of the collision term.
The development of Lattice Gas Automata (LGA) and Lat-

tice Boltzmann Method (LBM) are the promising methods
that use different kind of nonconventional techniques for

applications in CFD. The LGA, however, suffered from some
drawbacks such as lack of Galilean invariance, statistical noise
and unphysical solution (pressure depends on velocity). Inves-

tigators overcame the difficulties of LGA through the LBM
using the simple model of linearized collision operator based
on the Bhatnagar–Gross–Krook (LBGK) collision model [9].

The justification for the LBM approach is the fact that the col-
lective behaviour of many microscopic particles is behind the
macroscopic dynamics of a fluid and this dynamics is not par-
ticularly dependent on the details of the microscopic phenom-

ena exhibited by the individual molecules. It is the solution of a
minimal Boltzmann kinetic equation, rather than the dis-
cretization of the Navier–Stokes equations of continuum

mechanics. It provides stable and efficient numerical calcula-
tions for the macroscopic behaviour of fluids, although
describing the fluid in a microscopic way.

The latticemodel in LBMnotation follows aDxQy reference,

where x is the number of dimensions and y denotes the number
of particle velocities. As an example popular one-dimensional
(1-D) model is referred to as the one-dimensional two-velocity

ðD1Q2Þ model. Other 1-D models are the one-dimensional
three-velocity ðD1Q3Þ and one-dimensional five-velocity
ðD1Q5Þ models. Two-dimensional lattice models are two-
dimensional seven-velocity ðD2Q7Þ and two-dimensional nine-

velocity ðD2Q9Þ models. The three-dimensional counterparts
are the three-dimensional fifteen-velocity ðD3Q15Þ, three-
dimensional nineteen-velocity ðD3Q19Þ and three-dimensional

twenty-seven-velocity ðD3Q27Þmodels. In all the above models,
the particles move according to a finite, discrete set of velocities.

It is now observed that an increasing number of researchers

simply use the LBM as an alternative to conventional numerical
methods for the Navier–Stokes equation. As a computational
tool, the lattice Boltzmann method differs from incompressible
Navier–Stokes equations-based methods as follows [36]:

1. Navier–Stokes equations are second-order partial differen-
tial equations (PDEs); the discrete velocity model from

which LBM is derived consists of a set of first-order PDEs
(kinetic equations).

2. Navier–Stokes equations have nonlinear convection terms;

the convection terms in LBM are linear.
3. Lattice Boltzmann Equation (LBE) is a discretized kinetic

equation; Navier–Stokes equations can take integral or dif-

ferential forms.
4. LBM depends on lattice structure; Navier–Stokes equa-

tions are in vector form that is independent on the coordi-
nate and grids.

5. The Navier–Stokes solver usually employs iterative proce-
dures to obtain a converged solution; the LBM is explicit
in form and do not need iterative procedures.

6. Boundary conditions involving complicated geometries
require careful treatments in both Navier–Stokes
equations-based and LBM solvers. In LBM, the boundary

condition is in the form of particle distribution functions.
7. Due to the kinetic nature of the Boltzmann equation, the

physics associated with the molecular level interaction can

be incorporated more easily in the LBE model.

Also it is known that there is no continuum assumption
involved in the LBM; therefore, its prospect in simulating

microflows is quite evident and the choice of using LBM for
microflow simulation is a good one owing to the fact that it
is based on the Boltzmann equation which is valid for the

whole range of the Knudsen number (which is the ratio of
the mean free path of molecules to the characteristic length)
[37]. The dimensionless Mach number is defined by

Ma ¼ u0
cs

ð1Þ

which must fulfil Ma < 0:3 to be within incompressible limit.

Here, cs is the speed of sound. TheReynolds number is defined as

Re ¼ u0L

t
ð2Þ

L ¼ Ndx being the characteristic length, N the number of lat-
tice nodes in the characteristic length, dx the lattice spacing

and u0 the reference velocity of the flow. The lattice spacing
dx and lattice timing dt determine the lattice dimensions.

1.4. Boltzmann equation

Historically the lattice Boltzmann method evolved from Lattice
Gas Automata (LGA); an alternative interpretation of LBM is



Figure 1 Two-dimensional nine-velocity square lattice model.
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obtained by considering the Boltzmann equation directly. The
Boltzmann equation, also known as the Boltzmann transport
equation describes the statistical distribution of particles in a

fluid. It is an equation for the time evolution of fðr; c; tÞ; the par-
ticle distribution function in the phase space. Phase space can be
viewed as a space in which coordinates are given by the position

and momentum vectors at the time. The distribution function
fðr; c; tÞ gives the probability of finding a particular molecule
with a given position and momentum. The classic continuum

Boltzmann equation is an integro-differential equation for a sin-
gle particle distribution function fðr; c; tÞ and written as [38]

@f

@t
þ c � @f

@r
þ F � @f

@c
¼ Q fð Þ ð3Þ

where c is the particle velocity, F is the body force and Qð f Þ is
the collision integral. For the two-particle collision one may
write

Q f f1; f2ð Þð Þ ¼
Z

dc2

Z
r Xð Þ c1 � c2j j f 01f 02 � f1f2

� �
dX ð4Þ

where r Xð Þ is the differential collision cross section for the two

particle collision which transforms the velocities from fc1; c2g
(incoming) into c01; c

0
2

� �
(outgoing). One of the major problems

when dealing with the Boltzmann equation is the complicated
nature of the collision integral Qð f Þ. To facilitate numerical
and analytical solutions of the Boltzmann equation, this colli-

sion integral is replaced by a simpler expression proposed by
He and Luo [9]. This widely used replacement is called the lat-
tice Boltzmann with BGK approximation or single-relaxation-
time model and is given by

QBGKð f Þ ¼ � f� f eq

s
ð5Þ

where s is a typical single-relaxation-time associated with col-
lision relaxation to the local equilibrium. It may be noted that
alternative formulations based on lattice Boltzmann with

multi-relaxation-time is also available.

2. LBM methodology

2.1. Lattice Boltzmann Single-Relaxation-Time (LBM-SRT)
model

The LBGK model with single-relaxation-time (LBM-SRT),
which is a commonly used lattice Boltzmann method, is given

by [39]

fiðxþ ciDt; tþ DtÞ � fiðx; tÞ ¼ � 1

s
fiðx; tÞ � f

ð0Þ
i ðx; tÞ

� �
ð6Þ

where fiðx; tÞ and f
ð0Þ
i ðx; tÞ are the particle and equilibrium dis-

tribution functions at ðx; tÞ; ci is the particle velocity along the

ith direction and s is the single-relaxation-time parameter that
controls the rate of approach to equilibrium. Above Eq. (6) is
updated in the following two steps:

Collision step : ~fi x; tð Þ ¼ fi x; tð Þ � 1

s
fi x; tð Þ � f eq

i x; tð Þ� � ð7Þ

Streaming step : fi xþ ciDt; tþ Dtð Þ ¼ ~fi x; tð Þ ð8Þ
where fi and ~fi denote the pre- and post-collision states of
the distribution function, respectively. For simulating two-
dimensional flows, the two-dimensional nine-velocity model

ðD2Q9Þ with nine discrete velocities ciði ¼ 0; 1 . . . ; 8Þ is com-
monly used. In a D2Q9 square lattice each node has eight
neighbours connected by eight links as shown in Fig. 1. Parti-

cles residing on a node move to their nearest neighbours along
these links in unit time step. The occupation of the rest particle
is designated as f0. The occupation of the particles moving
along the x- and y-axes is designated as f1; f2; f3 and f4, while

the occupation of diagonally moving particles is designated
as f5; f6; f7 and f8. The macroscopic quantities such as density
q and momentum density qu are obtained as velocity moments

of the distribution function fi as follows:

q ¼
XN
i¼0

fi; ð9Þ

qu ¼
XN
i¼0

fici ð10Þ

where N = 8. In LBM, pressure can be directly computed
from the equation of state

p ¼ qc2s ð11Þ
where cs is equal to 1=

ffiffiffi
3

p
. The density is determined from the

particle distribution function. The density and the velocities

satisfy the Navier–Stokes equations in the low-Mach number
limit. This can be demonstrated by using the Chapman-
Enskog expansion. In the D2Q9 square lattice, a suitable equi-

librium distribution function that has been proposed is [39]

f
ð0Þ
i ¼ qwi 1� 3

2
u2

	 

; i ¼ 0

f
ð0Þ
i ¼ qwi 1þ 3ðci � uÞ þ 4:5ðci � uÞ2 � 1:5 u2

h i
; i ¼ 1; 2; 3; 4

f
ð0Þ
i ¼ qwi 1þ 3ðci � uÞ þ 4:5ðci � uÞ2 � 1:5 u2

h i
; i ¼ 5; 6; 7; 8

ð12Þ
where the lattice weights are given by w0 ¼ 4=9;w1 ¼ w2 ¼
w3 ¼ w4 ¼ 1=9 and w5 ¼ w6 ¼ w7 ¼ w8 ¼ 1=36. The relaxation
time that fixes the rate of approach to equilibrium is related to

the viscosity by [39]

s ¼ 6tþ 1

2
ð13Þ
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where t is the kinematic viscosity measured in lattice units. It is

seen that s = 0.5 is the critical value for ensuring a non-
negative kinematic viscosity. Numerical instability can occur
for a s close to this critical value. This situation takes place

at high Reynolds numbers. For simulating three-dimensional
flows, the fifteen-velocity model ðD3Q15; i ¼ 0; 1; . . . ; 14Þ the
nineteen-velocity model ðD3Q19; i ¼ 0; 1; . . . ; 18Þ and the
twenty-seven-velocity model ðD3Q27; i ¼ 0; 1; . . . ; 26Þ are

used. Fig. 2 shows the D3Q15, D3Q19 and D3Q27 cubic lattice
models. All the above 3D LBM models incorporate a rest par-
ticle in the discrete velocity set cif g, because the LBM models

with a rest particle have better computational stability and reli-
ability. We now give the discrete particle velocities and weights
associated with the commonly used models.

For the D2Q9 model the discrete velocity set cif g is written
as [39]

ci ¼
0; i ¼ 0

cðcosðði� 1Þp=4Þ; sinðði� 1Þp=4Þ; i ¼ 1; 2; 3; 4;ffiffiffi
2

p
cðcosðði� 1Þp=4Þ; sinðði� 1Þp=4Þ; i ¼ 5; 6; 7; 8

8><
>:

ð14Þ
Figure 2 Three-dimensional lattice models:
and the lattice weights are

wi ¼
4=9; i ¼ 0;

1=9; i ¼ 1; 2; 3; 4;

1=36; i ¼ 5; 6; 7; 8

8><
>: ð15Þ

For the D3Q15 model the discrete velocity set cif g can be

expressed as [40]

ci ¼
ð0; 0; 0Þ; i ¼ 0;

cð�1; 0; 0Þ; cð0;�1; 0Þ; cð0; 0;�1Þ; i ¼ 1; 2; . . . ; 6;

cð�1;�1;�1Þ; i ¼ 7; 8; . . . ; 14

8><
>:

ð16Þ
and the lattice weights are

wi ¼
2=9; i ¼ 0;

1=9; i ¼ 1; 2; . . . ; 6;

1=72; i ¼ 7; 8; . . . ; 14

8><
>: ð17Þ

For the D3Q19 model the discrete velocity set cif g can be
expressed as [40]
(a) D3Q15, (b) D3Q19, and (c) D3Q27.
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ci ¼
ð0;0;0Þ; i¼ 0;

cð�1;0;0Þ; cð0;�1;0Þ; cð0;0;�1Þ; i¼ 1;2; . . . ;6;

cð�1;�1;0Þ; cð�1;0;�1Þ; cð0;�1;�1Þ; i¼ 7;8; . . . ;18

8><
>:

ð18Þ
and the lattice weights are

wi ¼
2=9; i ¼ 0;

1=18; i ¼ 1; 2; . . . ; 6;

1=36; i ¼ 7; 8; . . . ; 18

8><
>: ð19Þ

For the D3Q27 model the discrete velocity set cif g can be
expressed as [40]

ci ¼

ð0;0;0Þ; i¼ 0;

cð�1;0;0Þ;cð0;�1;0Þ;cð0;0;�1Þ; i¼ 1;2; . . . ;6;

cð�1;�1;0Þ;cð�1;0;�1Þ;cð0;�1;�1Þ; i¼ 7;8; . . . ;18;

cð�1;�1;�1Þ; i¼ 19;20; . . . ;26

8>>><
>>>:

ð20Þ
and the lattice weights are

wi ¼

8=27; i ¼ 0;

2=27; i ¼ 1; 2; . . . ; 6;

1=54; i ¼ 7; 8; . . . ; 18;

1=216; i ¼ 19; 20; . . . ; 26

8>>><
>>>:

ð21Þ
2.2. Lattice Boltzmann Multi-Relaxation-Time (LBM-MRT)
model

Lallemand and Luo [41] showed the robustness of the Lattice

Boltzmann Method with multi-relaxation-time (LBM-MRT)
model and presented high accuracy results and numerical sta-
bility of high Reynolds numbers. They have performed the
detailed theoretical analysis on the dispersion, dissipation

and stability characteristics of a generalized Lattice Boltzmann
Equation model proposed by d’Humieres [42]. For simulating
2D flows a D2Q9 model is used and the discrete particle veloc-

ities are represented as ciji ¼ 0; 1; . . . ;Nf g and the particle dis-
tribution function is represented as fiðx; tÞji ¼ 0; 1; . . . ;Nf g.
M ¼

1 1 1 1 1 1 1 1 1 1 1

�2 �1 �1 �1 �1 �1 �1 1 1 1 1

16 �4 �4 �4 �4 �4 �4 �4 1 1 1

0 1 �1 0 0 0 0 1 �1 1 �1

0 �4 4 0 0 0 0 1 �1 1 �1

0 0 0 1 �1 0 0 1 1 �1 �1

0 0 0 �4 4 0 0 1 1 �1 �1

0 0 0 0 0 1 �1 1 1 1 1

0 0 0 0 0 �4 4 1 1 1 1

0 2 2 0 �1 �1 �1 �1 0 0 0

0 0 0 1 1 �1 �1 0 0 0 0

0 0 0 0 0 0 0 1 �1 �1 1

0 0 0 0 0 0 0 1 1 �1 �1

0 0 0 0 0 0 0 1 �1 1 �1

0 0 0 0 0 0 0 1 �1 �1 1

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
The discretized particle distribution function in a vector space
R can be written as

fiðxi; tnÞj i ¼ f0f ðxi; tnÞ; f1ðxi; tnÞ; . . . ; fNðxi; tnÞgT ð22Þ
The lattice Boltzmann multi-relaxation-time (LBM-MRT)
model evolution equation can be written in discretized form

[43]

fiðxi þ ciDt; tn þ DtÞj i � fiðxi; tnÞj i
¼ �M�1S mij ðxi; tnÞi � meq

ij ðxi; tnÞið Þ ð23Þ
where S is the diagonal matrix, M for the D2Q9 model is a

9 � 9 transformation matrix that linearly transforms the veloc-
ity distribution functions fi to the macroscopic moments. The
transformation matrix M for the D2Q9 model can be written
as

M ¼

1 1 1 1 1 1 1 1 1

�4 �1 2 �1 2 �1 2 �1 2

4 �2 1 �2 1 �2 1 �2 1

0 1 1 0 �1 �1 �1 0 1

0 �2 1 0 �1 2 �1 0 1

0 0 1 1 1 0 �1 �1 �1

0 0 1 �2 1 0 �1 2 �1

0 1 0 �1 0 1 0 �1 0

0 0 1 0 �1 0 1 0 �1

0
BBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCA

ð24Þ

The moments for the D2Q9 model are

mij i ¼ ðq; e; e; jx; qx; jy; qy; pxx; pxyÞT. Here q is the fluid density,

e is the energy, e is related to square of energy, jx and jy are the

momentum density (mass flux), qx and qy are the energy flux,

pxx and pxy correspond to the diagonal and off-diagonal com-

ponent of the viscous stress tensor. Diagonal matrix ðSÞ can be

written as S ¼ ð0; s2; s3; 0; s5; 0; s7; s8; s9Þ. The transformation
matrix M for the D3Q15 model can be written as [41]
The moments for the D3Q15 model are

mij i ¼ ðq; e; e; jx; qx; jy; qy; jz; qz; 3pxx; pww; pxy; pyz; ;pzx; txyzÞT.
The relaxation rates set as follows S ¼ ð0; se; se; 0; sq; 0; sq; 0;
st; st; st; st; st; st; stÞ.
1 1 1 1

1 1 1 1

1 1 1 1

1 �1 1 �1

1 �1 1 �1

1 1 �1 �1

1 1 �1 �1

�1 �1 �1 �1

�1 �1 �1 �1

0 0 0 0

0 0 0 0

1 �1 �1 1

�1 �1 1 1

�1 1 �1 1

�1 1 1 �1

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð25Þ
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The transformation matrix M for the D3Q19 model can be
written as [41]
The moments for the D3Q19 model are
M ¼

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

�30 �11 �11 �11 �11 �11 �11 8 8 8 8 8 8 8 8 8 8 8 8

12 �4 �4 �4 �4 �4 4 1 1 1 1 1 1 1 1 1 1 1 1

0 1 �1 0 0 0 0 1 �1 1 �1 1 �1 1 �1 0 0 0 0

0 �4 4 0 0 0 0 1 �1 1 �1 1 �1 1 �1 0 0 0 0

0 0 0 1 �1 0 0 1 1 �1 �1 0 0 0 0 1 �1 1 �1

0 0 0 �4 4 0 0 1 1 �1 �1 0 0 0 0 1 �1 1 �1

0 0 0 0 0 1 �1 0 0 0 0 1 1 �1 �1 1 1 �1 �1

0 0 0 0 0 �4 4 0 0 0 0 1 1 �1 �1 1 1 �1 �1

0 2 2 �1 �1 �1 �1 1 1 1 1 1 1 1 1 �2 �2 �2 �2

0 �4 �4 2 2 2 2 1 1 1 1 1 1 1 1 �2 �2 �2 �2

0 0 0 1 1 �1 �1 1 1 1 1 �1 �1 �1 �1 0 0 0 0

0 0 0 �2 �2 2 2 1 1 1 1 �1 �1 �1 �1 0 0 0 0

0 0 0 0 0 0 0 1 �1 �1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 �1 �1 1

0 0 0 0 0 0 0 0 0 0 0 1 1 �1 �1 0 0 0 0

0 0 0 0 0 0 0 1 �1 1 �1 �1 1 �1 1 0 0 0 0

0 0 0 0 0 0 0 �1 �1 1 1 0 0 0 0 1 �1 1 �1

0 0 0 0 0 0 0 0 0 0 0 1 1 �1 �1 �1 �1 1 1

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð26Þ
mij i ¼ ðq; e; e; jx; qx; jy; qy; jz; qz; 3pxx; 3pxx; pww; pww; pxy;

pyz; ;pzx; tx; ty; tzÞT:
The relaxation rates for the D3Q19 model set as follows

S ¼ ð0; se; se; 0; sq; 0; sq; 0; sq; st; sp; st; sp; st; st; st; st; st; stÞ. The

LBM-MRT model introduces much less spatial oscillations
near geometrical singular points, which is important for the
successful simulation of higher Reynolds number flows. We
can conclude that the LBM-MRT model is superior to

LBM-SRT model in simulating higher Reynolds number flows
having geometrical singularity with much less spatial oscilla-
tions due to the different relaxation rates for different physical

modes embedded in the MRT scheme.

2.3. Thermal flows

The governing equations for the internal energy density distri-
bution function (IEDDF) model become [44]

fiðxþ ciDt; tþ DtÞ � fiðx; tÞ ¼ � 1

sv
fiðx; tÞ � f eq

i ðx; tÞ� �þ Fi

ð27Þ

giðxþ ciDt; tþ DtÞ � giðx; tÞ ¼ � 1

sc
giðx; tÞ � geqi ðx; tÞð Þ ð28Þ

where fiðx; tÞ is the density distribution function, f eq
i ðx; tÞ is the

equilibrium density distribution function, giðx; tÞ is the internal
energy distribution function and geqi ðx; tÞ is the equilibrium
internal energy distribution function at x; t. The equilibrium
distribution function for the density f eq
i ðx; tÞ can be written

as Eq. (12). For the D2Q9 model the equilibrium internal
energy distribution function can be written as [44]
geq0 ¼ � 2qe
3

u2

2c2

geq1;2;3;4 ¼
qe
9

3

2
þ 3 ci � uð Þ

2c2
þ 9 ci � uð Þ2

2c4
� 3 u2

2c2

" #

geq5;6;7;8 ¼
qe
36

3þ 6 ci � uð Þ
c2

þ 9 ci � uð Þ2
2c4

� 3 u2

2c2

" # ð29Þ

For the D2Q9 model density relaxation parameter sv is related
to the kinematic viscosity t by

t ¼ sv � 1

2

 �
c2sDt ð30Þ

and the internal energy relaxation parameter sc is related to the
thermal diffusivity a by

a ¼ 2

3
sc � 1

2

 �
Dt ð31Þ

where cs is the lattice speed of sound equal to 1/3. Then the
macroscopic density, velocity and temperature are calculated
by

q ¼
XN
i¼0

fi;

qu ¼
XN
i¼0

fici;

qe ¼
XN
i¼0

gi:

ð32Þ
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where the internal energy, e, for two-dimensional flows is given

by e= RT and for three-dimensional flows is given by
e= 3RT/2. Here R is the gas constant and temperature of
the fluid is described by the internal energy e. The macroscopic

density and velocity field are simulated using the density distri-
bution function and the macroscopic temperature is simulated
using the internal energy distribution function. Eq. (27) can
recover the mass and momentum equations, while Eq. (28)

can recover the energy equation at the macroscopic level
through the Chapman–Enskog expansion [44].

2.4. Boundary conditions

Boundary Conditions and initial conditions are essential for
any CFD methods. In LBM several boundary conditions have

been proposed [27–34]. Implementation of boundary condi-
tions in LBM is an important task owing to the fact that
one has to translate given information from macroscopic vari-
ables to particle distribution function ðfiÞ, since it is the only

variable to be evaluated in LBM.

2.4.1. Periodic boundary conditions

Periodic boundary conditions are the simplest instance of
boundary conditions. To illustrate the idea, let us take the
D2Q9 model (Fig. 3) as an example and consider only the
direction along the x-axis. After streaming the unknown distri-

bution functions for inlet are f1; f5; f8 and also for outlet are
f3; f7; f6.

Inlet (Left boundary)

f1ð1; y; tÞ ¼ f2ðL; y; tÞ
f5ð1; y; tÞ ¼ f5ðL; y; tÞ
f8ð1; y; tÞ ¼ f8ðL; y; tÞ

ð33Þ

Outlet (Right boundary)

f3ðL; y; tÞ ¼ f3ð1; y; tÞ
f7ðL; y; tÞ ¼ f7ð1; y; tÞ
f6ðL; y; tÞ ¼ f6ð1; y; tÞ

ð34Þ
2.4.2. Bounce-back boundary conditions

The so-called ‘no-slip’ boundary condition physically means
that there is no flow motion at the boundaries. An implemen-
tation of this boundary condition is the so-called bounce-back

scheme of the distribution function. The bounce-back
boundary condition means that when a particle reaches a wall
node, the particle will scatter back to the fluid nodes along its

incoming direction. For the D2Q9 model (Fig. 3) and consid-
Figure 3 Solid–fluid surface interaction at the top wall.
ering the bottom wall, after streaming unknown distribution
functions f2; f5;f6 are given by

f5ðx; y; tÞ ¼ f7ðx; y; tÞ
f2ðx; y; tÞ ¼ f4ðx; y; tÞ
f6ðx; y; tÞ ¼ f8ðx; y; tÞ

ð35Þ

This complete reflection guarantees that both tangential and
normal components of the wall fluid speed vanish identically.

2.4.2.1. Improved bounce-back boundary condition. To ensure
the no-slip boundary condition (U = 0) on the wall, Yu
et al. [34] suggested a improved bounce-back boundary condi-
tion using a linear interpolation formula

f~iðxwÞ ¼ f~iðxwÞ þ D
1þ D

f~iðxf þ ciÞ � f~iðxwÞ
� � ð36Þ

The above boundary condition is valid for both D < 0:5 and
D P 0:5. For a moving wall they added additional momentum

f~iðxw; tþ DtÞ ¼ fiðxw; tþ DtÞ þ 2wiq
3

c2
ci � uw ð37Þ

where f~i indicates post-collision state.

2.4.3. Curved boundary treatment

A curved boundary treatment proposed by Bouzidi et al. [33],
which is used on the cylinder surface is written as

f~iðxf; tþ DtÞ ¼ 1

2D
~fiðxf; tÞ þ 2D� 1

2D
~f~iðxf; tÞ for D > 1=2

ð38Þ
where f~iðxf; tþ DtÞ equivalent to ~f~iðx; tÞ. This boundary condi-

tion satisfies the no-slip condition to the second-order in Dx
and preserves the geometrical integrity of the wall boundary.

2.4.4. Temperature boundary conditions

For the temperature distribution function, adiabatic walls are
simulated by putting the temperature at the sites of the walls

equal to the temperature at the nearest sites inside the flow
domain. In this thesis, second-order finite difference approxi-
mation is used for temperature. As an example, for the top

wall in a square cavity D2Q9 model [44]

gi;NY ¼ 4

3
gi;NY�1 �

1

3
gi;NY�2 ð39Þ

where gi;NY is the temperature on the wall; gi;NY�1 and gi;NY�2

are the temperatures inside the flow domain near the wall.
3. Simulation of macro and micro fluid flows and heat transfer

3.1. Incompressible flows with simple and complex boundaries

The fluid motion inside a closed, square container with rigid
walls induced by the tangential motion of a lid constitutes a
classical paradigm for internal vortex flows [45–53]. In fact,
as hundreds of papers attest, the lid-driven cavity problem is

one of the standards used to test new computational schemes.
Miller [45] presented two-dimensional lid-driven cavity flow
LBM results with Dirichlet and Neumann boundary condi-

tions and results were compared with analytical solutions.
Hou et al. [46] extensively studied viscous flow in a square



Table 1 The strength and location of the primary (1st), secondary

flow.

Re Method (x1st, y1st)

1 LBM-SRT Model (0.4994, 0.7546

LBM-MRT Model (0.4994, 0.7528

100 Ghia et al. [54] (0.6172, 0.7344

LBM-SRT Model (0.6152, 0.7361

LBM-MRT Model (0.6156, 07366

400 Ghia et al. [54] (0.5547, 0.6055

LBM-SRT Model (0.5537, 0.6041

LBM-MRT Model (0.5534, 0.6039

1000 Ghia et al. [54] (0.5313, 0.5625

LBM-SRT Model (0.5304, 0.5616

LBM-MRT Model (0.5302, 0.5635

Figure 4 Comparison of LBM-SRT square cavity results:

(a) u-velocity along the vertical centreline and (b) v-velocity along

the horizontal centreline.
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cavity for a wide range of Reynolds number using LBM-SRT
model with bounce-back boundary condition. Some of the
notable works in cavity flow by the LBM include those of

Shi et al. [47], De et al. [48], Patil and Lakshmisha [49], Shu
et al. [50] and Perumal and Dass [51]. There appears to be very
little work done on deep cavities by LBM, although they are of

more theoretical interest [52,53]. In the lid-driven cavity flow,
for a certain Reynolds number by LBM, lid velocity U may
be changed within the incompressible Mach number limit. In

Fig. 4, we present the horizontal velocities on the vertical
centreline and the vertical velocities on the horizontal centre-
line of the square cavity for Reynolds numbers ranging from
100 to 7500 and compare our data with those of Ghia et al.

[54]. In each case, our velocity profiles exhibit a close match
with those given by Ghia et al. [54].

To clearly demonstrate and test the advantages of LBM
using MRT model over that using SRT model, we compute a
lid-driven cavity flow by LBM using both MRT and SRT mod-
els. Table 1 shows the strength and location of the primary (1st),
secondary (2nd), and ternary (3rd) vortices of the lid-driven
square cavity flow. However LBM-MRT method is seen to
remove the difficulties faces by the LBM-SRTmethod at higher
Reynolds numbers. Perumal and Dass [55] extended the LBM
simulation of two-sided lid-driven square cavity for the parallel
and antiparallel wall motion. In the case of parallel motion,
besides two primary vortices, there also appears a pair of
counter-rotating secondary vortices symmetrically placed about
the centreline parallel to the motion of the walls. In the case of
antiparallel motion, besides a single primary vortex, there
appears two secondary vortices near the trailing edges of the
movingwalls. The uniqueness of steady flows is almost an article
of faith for a given geometry and boundary conditions. But
some nonlinear systems in fluid mechanics display multiple-
steady solutions for the same set of governing equations and
boundary conditions. More recently, the multiplicity of flow
states induced by the motion of two-sided non-facing lid-
driven square cavity flow and four-sided lid-driven cavity flow
using LBM has been investigated by Perumal and Dass [56].

The problem of buoyancy driven square cavity with adia-
batic top and bottom walls and differentially heated vertical

walls has been the topic of extensive study in the past few
(2nd), and ternary (3rd) vortices of the lid-driven square cavity

(x2st, y2st) (x3st, y3st)

) (0.9508, 0.0362) (0.0343, 0.0364)

) (0.9502, 0.0354) (0.0339, 0.0358)

) (0.9453, 0.0625) (0.0313, 0.0391)

) (0.9432, 0.0648) (0.0321, 0.0365)

) (0.9405, 0.0681) (0.0320, 0.0371)

) (0.8906, 0.1250) (0.0508, 0.0469)

) (0.8899, 0.1259) (0.0503, 0.0502)

) (0.8896, 0.1247) (0.0501, 0.0500)

) (0.8594, 0.1094) (0.0859, 0.0781)

) (0.8616, 0.1114) (0.0830, 0.0777)

) (0. 8612, 0.1112) (0.0826, 0.0776)



(a) Ra = 103 

(b) Ra = 104

(c) Ra = 105

Figure 5 streamlines and isotherms for square cavity flow at different Rayleigh number.
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decades [57–65]. McNamara et al. [57] were among the first to
investigate two-dimensional enclosures using LBM isothermal
models. They used only density distribution function in terms

of multi-speed approach. Eggels and Somers [58] proposed
passive-scalar LBM approach, in which the temperature is
simulated using a separate distribution function which is
independent of the density distribution function. He et al.
[59] developed internal energy density distribution function
(IEDDF) approach and it shows greater stability. This model
is numerically more stable, and it can incorporate viscous heat

dissipation and compression work done by the pressure. Some
of the notable works by the LBM include those of Shan [60],
Peng et al. [61], Onishi et al. [62], Kuznik et al. [63], Dixit
and Babu [64] and Perumal and Dass [65]. Natural convection
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problem can be characterized by two dimensionless parameters
namely the Rayleigh number Ra and the Prandtl number Pr

Ra ¼ gbDTL3

ta

Pr ¼ t
a

ð40Þ

with g the acceleration due to gravity, b the coefficient of ther-
mal expansion, DT the temperature difference between the two
vertical walls and L the side of the cavity. Fig. 5 shows the

streamlines, isotherms results of the square cavity computa-
tions for a fluid of Pr = 0.71 with Ra ranging from a moderate
to a high laminar regime (Ra= 103–105) are presented

through graphs. The lattice Boltzmann method is a relatively
novel technique of flow computation, and there is some scope
for speculation as to the accuracy of the present LBM compu-
tations. Therefore the existing LBM results always has been

compared favourably with finite difference methods [66], finite
volume methods [67], finite element methods [68], spectral
methods [69] and artificial compressibility methods [70].

The LBM is very useful for simulating flows in complicated
geometries, such as flow over a cylinder, where wall boundaries
are extremely complicated [71–75]. This type of flow problems

frequently arises in various engineering fields which offer
tough challenges particularly at high Reynolds numbers. In
LBM simulation, we use the momentum exchange method to
compute the fluid force on the cylinder. The total force acting

on a solid body by fluid can be written as [71]

F¼
X
allxb

XNd

a¼1

e�a ~fa xb; tð Þþ ~fa xbþ e�adt; tð Þ
h i

� 1�w xb þ e�að Þ½ �dx=dt

ð41Þ
where Nd is the number of nonzero lattice velocity vectors and
w xb þ e�að Þ is an indicator, which is 0 at xf and 1 at xb. The

inner summation calculates the momentum exchange between
Figure 6 (a) Streamline pattern and (b) vorticity contours for Re =
a solid node at xb, and all possible neighbouring fluid nodes

around that solid node. The outer summation calculates the
force contributed by all boundary nodes xb. The two most
important characteristic quantities of flow around a cylinder

are the coefficient of drag and coefficient of lift. The coeffi-
cients are defined as [72]

Coefficient of drag CD ¼ Fx

1=2� qU2
aD

Coefficient of lift CL ¼ Fy

1=2� qU2
aD

ð42Þ

where Fx and Fy are the x and y components of the total fluid

force acting on the cylinder. Ua is the velocity of the uniform

flow and D is the diameter of the cylinder.
The LBM not only computes various steady flows, it has

the ability of the present LBM to capture unsteadiness we give
the instantaneous streamline and vorticity contour of the circu-

lar cylinder time-periodic flow for Re = 60 in Fig. 6. Fig. 7
depicts the streamline patterns and vorticity contours for flow
past an elliptical cylinder at Reynolds number 100. It is worth

mentioning that the numerical simulations of our LBM are
much closer to existing available results.

Tolke et al. [76] introduced nonlinear multigrid solution

approach for the discrete Boltzmann equation. Mavriplis [77]
presented efficient solution strategies for the steady state lattice
Boltzmann equation. He checked the ability of the multigrid

LBM for the driven cavity. Multigrid techniques applied to
LBM are promising but, as occurred in traditional CFD tech-
niques, problems in the prolongation and restriction steps near
complex walls have not yet been fully addressed. To increase

the numerical accuracy in LBM non-uniform grid has been
introduced. He et al. [78] described lattice Boltzmann method
to simulate the Navier–Stokes equation on arbitrary

non-uniform grids. They presented results of flow in a
two-dimensional symmetric channel with sudden expansion.
Kuznik et al. [79] simulated natural convection in a square
60 for the flow over a circular cylinder. Lattice size: 500 � 80.



Figure 7 (a) Streamline pattern and (b) vorticity contours for Re = 100 for the flow over a elliptic cylinder. Lattice size: 500 � 80.
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cavity using double population lattice Boltzmann method with
non-uniform mesh. To maintain the inherent advantage of the
LBM, such as simplicity in coding and computational effi-
ciency one prefers to employ the uniform lattice.

As expected, for better flow resolution higher numbers of
lattice sizes are required. As the number of lattice size increases
the number of time steps to reach the steady state also

increases. The finer lattice sizes require more time steps and
hence more computing time to reach the steady state. It is
known that, non-uniform grids are the lattice points which

are un-equally placed. The interpolation formula for non-
uniform lattices can be written as [80]

f xð Þ ¼ fðx0Þ ðx� x1Þðx� x2Þ
ðx0 � x1Þðx0 � x2Þ þ fðx1Þ ðx� x0Þðx� x2Þ

ðx1 � x0Þðx1 � x2Þ
þ fðx2Þ ðx� x0Þðx� x1Þ

ðx0 � x2Þðx2 � x1Þ ð43Þ

In all the cases, the non-uniform LBM lattices were found to
provide accurate results.

A lattice kinetic scheme (LKS) on the 2-D uniform lattice
arrangement was proposed by Inamuro [81], based on the stan-
dard LBM. In this scheme, we can implement the same stan-
dard LBM boundary conditions and it can save computer
memory [82]. The derivative term is dropped out and the diffi-
culty of the relatively large viscosity is eased by controlling the
time step Dt or speed of sound Cs. If the dimensionless relax-
ation time s in Eq. (6) is set to unity, we obtain

fi xþ ciDt; tþ Dtð Þ ¼ f eq
i x; tð Þ ð44Þ

The relaxation time s is related to the kinematic viscosity t by

t ¼ 1

6
Dt ð45Þ

The equilibrium distribution functions f eq
i x; tð Þ can be

expressed in the form as

f
ðeqÞ
i ¼ qwi 1þ 3cicuc þ 9

2
cicciducud � 9

2
ucuc þADx

@ud
@xc

þ @uc
@xd

 �
ciccid

	 

ð46Þ

where c; d ¼ x; y represent Cartesian coordinates (the summa-
tion convention is used), and A is a constant parameter of O
(1), which determines the fluid viscosity as described below.
The parameter A may be regarded as a relaxation parameter
of the stress tensor in the generalized lattice Boltzmann equa-
tion. Peng et al. [83] extended the LKS for the incompressible

viscous thermal flows on arbitrary meshes. More recently,
Mendoza et al. [84] presented the LKS to simulate fluid flow
problems in curvilinear geometries and curved spaces.

3.2. LBM for compressible euler equations

Numerical solutions of the Euler equations are a highly emerg-
ing field in the area CFD. As an alternative CFD tool, the con-
ventional LBM developed in the past suffered from the
constraint of small Mach number limit because the particle
velocities belong to a discrete set. It is noticed that, two issues
should be addressed within the LBM before simulation of
Euler compressible flows is pursued. The first one is to increase
the allowable Mach number range, and the next one is to
incorporate the effects of temperature change into LBM for-
mulations. The LBM for the compressible Navier–Stokes
equations was first proposed by Alexander et al. [85]. They pre-
sented a selectable sound speed model to simulate compressible
flow by the parameters of the equilibrium distribution function
appropriately to set the sound speed as low as possible. Chen
et al. [86] developed a lattice Boltzmann model without nonlin-
ear deviation terms. Yan et al. [87] presented a two-
dimensional nine-bit model with two rest energy levels, which
can recover the Euler equation with the streaming and collision
process. The Sod and Lax shock tube problem was successfully
simulated by this model. Yu and Zhao [88] introduced an
attractive force to reduce the sound speed and alleviate the
small Mach number restriction. They simulated compressible
fluid flows with high Mach numbers up to 5. Palmer and Rec-
tor [89] formulated a thermal model that can be used to simu-
late temperature variations in a compressible flow problem.
The compressible Navier–Stokes equations can be written as

@q
@t

þ @qua
@xa

¼ 0;

@qua
@t

þ @quaub
@xb

þ @p

@xa
¼ @P0

ab

@xb

@q 1
2
u2a þ bRT

� �
@t

þ @q 1
2
u2a þ bRT

� �
ua þ pua

@xa

¼ @

@xb
k
@T

@xb
� P0

abua

 �
ð47Þ



Lattice Boltzmann computation of macro fluid flows and heat transfer 967
where

p ¼ qRT;

P0
ab ¼ l

@ua
@xb

þ @ub
@xa

� 2

3

@uv
@xv

dab

 �
þ lB

@uv
@xv

dab
ð48Þ

Here l is the viscosity, lB is the bulk viscosity and k is the ther-
mal conductivity.

In compressible flow, the equilibrium density distribution
function is expressed as

f eq
i ¼ qwið1þ ci � u

þ 1

2
ðci � uÞ2 � u � uþ h� 1ð Þ ci � ci �Dð Þ

� �
þ ci � u

6
ðci � uÞ2 � 3 u � uð Þ þ 3 h� 1ð Þðci � ci �D� 2ÞÞ

� �
ð49Þ

where h is the dimensionless temperature, and D is spatial
dimension. The macroscopic density, temperature and velocity
are calculated from

q ¼
XN
i¼0

fi;

qu ¼
XN
i¼0

fici

q Dhþ u:uð Þ ¼
XN
i¼0

fici:ci

ð50Þ

Kataoka and Tsutahara [90] presented a lattice Boltzmann
model for the compressible Navier–Stokes equations with a
flexible specific-heat ratio. Sun [91] incorporated a large

particle-velocity set in a locally adaptive LBM model. Sun
and Hsu [92] extended the simulation of adaptive models based
on hexagonal lattices to multi level square lattices. They suc-

cessfully simulated two-dimensional shock-wave propagations
and boundary layer flows. He et al. [93] presented the com-
pressible LBM model and they successfully applied to 2D
and 3D benchmark compressible flow problems. Li and Zhong

[94] proposed the double distribution function model and the
governing equations are discretized using the third order
monotone upwind scheme for scalar conservation laws finite

volume scheme. They recovered compressible continuity,
momentum using density distribution function and energy
equation is recovered energy distribution function. They also

found that the LBM model is suitable for compressible flows,
even for strong shock wave problem, which has an extremely
large pressure ratio, 100,000.

3.3. LBM simulation of free surface flows

Free surface flow phenomena are ubiquitous in nature and in
many industrial applications. To solve free-surface-flow prob-

lem, various methods, such as the finite difference method, the
finite volume method, the smoothed particle hydrodynamics
method and the Lattice Boltzmann Method (LBM), have been

proposed. In the last two decades, several approaches have
been developed to apply LBM to free-surface problems. Sev-
eral single-phase free-surface models have been proposed by

many authors. For free-surface-flow problems, the ability of
a numerical model to handle high viscosity ratios and high
density ratios is crucial. Ginzburg and Steiner [95] presented
a free-surface LBM model that makes use of more complicated
boundary conditions, and prescribes shear stresses at the inter-
face. From a numerical point of view, a free-surface represents

a moving boundary, hence, leading to a transient computa-
tional domain. To calculate the movement of phase interfaces,
an additional advection equation has to be solved in the LBM.

In LBM simulation of free surface flows, the computational
algorithm can be split into two independent parts: (i) the fluid
flow field is calculated with the LBM; (ii) the interface location

is updated using a different and independent solver.
Needless to say, for the free-surface LBM model, popular

volume of fluid (VOF) approach is used to capture moving
interface. For the simulation of free surface flow in a VOF

framework, an additional transport equation must be solved
for the interface evolution between the two phases. For the
solution of the flow field, the LBM is used, where the free sur-

face is represented by a VOF approach. In VOF approach a
fluid fraction variable e is introduced to describe the cell level
of a control volume VCV

e ¼ Vfluid

VCV

ð51Þ

The unknown distribution functions from gas cells are recon-
structed through a free-surface boundary condition. Körner
et al. [96] combined LBM with a VOF approach and a flux-

based advection scheme. Their model was developed for the
simulation of metal foams and it is also capable of handling
free-surface-flow simulations. The flux terms are expressed
directly in terms of LBM distribution functions.

On the other hand, as an alternative choice of VOF method
to capture moving interface, the level set method (LSM) was
proposed. The movement of the interface is accomplished

through the evolution of a distance function /. Compared with
volume of fluid methods, level set methods are more accurate.
Yu et al. [97] coupled the lattice Boltzmann and particle level

set method to simulate free-surface flows. In the level set
method distance function can be written as

/ Xð Þ ¼
0; 8X 2 C

�d Xð Þ; 8X 2 X

d Xð Þ; 8X R X

8><
>: ð52Þ

where d Xð Þ ¼ min X� X0j jð Þ for all X0 2 C and C represents
the interface and X refers to the space inside C.

Janssen and Krafczyk [98] presented a conservative, finite-

volume-based advection scheme for free-surface-flow simula-
tions with LBM, which is inherently suitable for the applica-
tion on non-uniform, block-structured grids. Wardle and Lee

[99] demonstrated the application of a finite element Lattice
Boltzmann Equation (FE-LBE) method to the annular mixing
geometry as found in a centrifugal contactor. Leonardi et al.
[100] developed a coupled discrete element method (DEM)-

LBM model for the free-surface simulation of heterogeneous
suspensions. They employed the LBM for non-Newtonian rhe-
ology, free-surfaces and moving boundaries.

3.4. Fluid Flows in MEMS

In the past few years there has been significant progress in the

development of Micro-electro-mechanical systems (MEMS) at
the application and as well as at the simulation levels [101]. It is
known that, the laws of fluid motion for microfluidic systems
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are different from those that of large scale (macro) systems in
terms of forces and surface effects. Traditional numerical sim-
ulations rely on continuum approach and the Navier–Stokes

equations break down at higher values of the Knudsen number
Kn which equals the ratio of the mean free path of the gas
molecules k to the characteristic length L of the flow system

[102]. In the micro-scale geometries Kn is generally high and
the Navier–Stokes equation loses validity. It is accepted that
the Navier–Stokes equations with no-slip boundary conditions

are only appropriate when Kn < 0:001: The gas flow for
0:001 < Kn < 0:1 is termed slip regime and 0:1 < Kn < 10 is
termed transition regime. For Kn > 10 the system can be con-
sidered as a free molecular flow regime. Raabe [103] discussed

extensively about LBM for micro- and nano-scale fluid
dynamics in the area of materials science and engineering.

The Lattice Boltzmann Equation (LBE) which can be

linked to the Boltzmann equation in kinetic theory is formu-
lated as [104]

fiðxþ ciDt; tþ DtÞ � fiðx; tÞ ¼ � 1

s
fiðx; tÞ � f

ð0Þ
i ðx; tÞ

� �
ð53Þ

Here, fi is the set of discrete populations representing the prob-

ability of finding a particle at position x at time t moving along
the direction identified by the discrete particle velocity ci; i is

the number of links at each point and s is the time relaxation
parameter. To simulate microscopic gaseous flows LBM
relates the relaxation time s to the Knudsen number from

the kinetic theory. Lim et al. [105] related s to Knudsen num-
ber Kn

s ¼ KnðNy � 1Þ ð54Þ
where Ny is the number of lattice nodes in y-direction.

Nie et al. [106] explored the possibility of using LBM-SRT

model to simulate fluid flows with high Knudsen number. They
concluded that the LBM-SRT model is a Boltzmann equation
in kinetic theory based on the particle distribution functions,
and it can be used to study the flow dependence on Knudsen

number, including the slip velocity, the nonlinear pressure
drop in micro-channel, and the variation in the vortex centre
in the micro-cavity. Three slip boundary conditions, namely

diffuse scattering boundary condition (DSBC), specular reflec-
tion and a combination of bounce-back and specular reflection
boundary condition are commonly used to predict the flow

fields. The specular reflection means the particle will reflect
in the specular direction like a ray of light. DSBC is derived
from the gas surface interaction law of the kinetic theory.

The DSBC of the LBM is as follows

ei � uwð Þ � nj jfi ¼
X

ei0 �uwð Þ�n<0

ei0 � uwð Þ � nj jRf ei0 ! eið Þfi0 ð55Þ

where ei and e0i are the molecular velocities of the incident and

reflected particles, respectively, n is the inward unit normal
vector of the wall and w indicates the wall boundary. Ansumali
et al. [107] presented results using Entropic Lattice Boltzmann
Method (ELBM) for low Mach and low Knudsen number

hydrodynamics pertinent to microflows and reported that their
results can complement or even replace computationally
expensive microscopic simulation techniques such as kinetic

Monte Carlo method and/or molecular dynamics. Verhaeghe
et al. [108] implement the athermal LBM-MRT with a
first-order slip velocity model and demonstrate that the LBE

method can be used to simulate gaseous flow through a long
micro-channel in the slip flow regime. Alapati et al. [109] pre-
sented the simulation of two-phase flow in a three-dimensional

cross-junction microchannel by LBM. Suga [110] has provided
a study on LBM for complex micro-flows in the slip and tran-
sitional regime. It is concluded that the applicability of the
micro-flow LBM for complex flow predicts very well.

4. Conclusions

Selected literature on lattice Boltzmann computation of macro

fluid flows and heat transfer over a period of two decades has
been presented in this paper. The lattice Boltzmann method
has made a substantial progress since the early nineteen nine-

ties till today, especially in the computation of incompressible
viscous flow and heat transfer problems. The LBM simulation
for compressible and free surface flows has been an interesting

and active topic of research in recent days. Since its inception
many attempts have been made to apply the method to attack
many complex fluid-flow and heat transfer problems that were

earlier the traditional bastions of the continuum-based meth-
ods such as the finite difference, finite volume and finite ele-
ment so as to establish it as a credible alternative to these
methods. Therefore, LBM is used to solve a variety of fluid-

flow and heat-transfer problems in the micro and macro
regimes of flow, thus demonstrating that it has already estab-
lished itself as an important alternative solution procedure in

CFD. As already reported, LBM has made deep inroads into
the computation of micro and macro fluid flows with simple
and complex geometries. The potential of LBM still remains

to explore many more areas and breaks new grounds.
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