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Abstract

Different software maintenance activities, carried out from time to time, lead to structural quality degradation. To improve the degraded structural quality of the software system, re-structuring of software entities is desirable and the same can be achieved by using a suitable software clustering technique. Current techniques require too many components (e.g., classes) to be moved between modules (e.g., packages) to achieve high quality software. In such a scenario, the core components of the packages may also move, resulting into loss of identity of the packages. This paper presents a multi-objective evolutionary optimization technique to improve the quality of the existing software while preserving the core components of the package. We evaluate structural quality of six real-world and one random problem instances, using MCA and ECA multi-objective approach.
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1. Introduction

Need of faster development of software system, without strictly following design principles usually results into generation of the poor quality system. Over time to time, regular maintenance of such a system further deteriorates the system quality. Hence after some maintenance, the system quality deteriorates so much that the future maintenance becomes extremely difficult. As it has been found that a well-structured software system is easier to understand and maintain, hence it becomes necessary to restructure the deteriorated system quality, to attain the
original quality. In restructuring process, the components move from one package to another so as correlated component can be placed in the same package and dissimilar components can be placed in different packages. Such restructuring of correlated components into a package is termed as software module clustering\(^1\). Throughout this paper, we use term component for class, and cluster or module for package. In software system, for a package there are some important classes, which reflect the identity of the package, referred as core components. Hence preservation of such components in package becomes necessary while restructuring the system. In literature\(^1, 11, 12, 13, 15\), the software module clustering techniques have been proposed, but the drawback is that, they do not preserve the core components during clustering.

There exist many traditional analytical methods to solve the software module clustering problems in literature\(^5, 6, 7, 8\). These methods perform well for small size software problems but for the large software problem, these methods become infeasible as they cannot solve the problem within reasonable amount of time\(^9\). The emergence of Search Based Software Engineering (SBSE) concepts has made the complex software engineering problems efficiently and effectively solvable\(^6\). In software module clustering the search based techniques help to solve problem within reasonable time. In these techniques, software module clustering problem is formulated as search based optimization problem\(^9\). The search based software module clustering has been used as single objective optimization problem\(^9, 10, 11, 12, 13, 14\) as well as multi objective optimization problem\(^1, 15\) where quality criteria are formulated as objective function. In single objective module clustering optimization, the cluster quality criteria which are to be optimized is formulated into a single objective function. In literature\(^9, 10\) modularization qualities (MQ) function is used as a single objective function which is the tradeoff between the coupling and cohesion of the individual clusters. However, in multi-objective software module clustering many conflicting quality criteria is optimized. Researchers\(^1, 15\) have formulated module clustering problem as multi-objective approach i.e., Equal Cluster-size Approach (ECA) and Maximizing Cluster Approach (MCA). Both objectives contain five objectives in which four objectives i.e., cohesion, coupling, MQ, and number of clusters are common and fifth objective was different. ECA includes, the difference between the maximum and minimum number of modules in a cluster and was used as fifth objective while MCA includes the number of clusters with zero modules as fifth objective. They tried to improve the MQ objective function value of module with optimization of MQ function as primary objective and some other additional supporting conflicting objectives such as cluster size, difference between maximum and minimum number of entities in module etc. The additional conflicting objectives help to explore the search space for primary objective.

Most of the work on software module clustering based on multi-objective evolutionary algorithms, allows a possible movement of each components from one module to any other module to improve the quality of system. From the theoretical point of view, allowing all components to move can distort the original package design identity and refactoring such system can take more efforts. To overcome these issues, we need to apply the some constraints in the original package structure to ensure of core components within their package. So during software module clustering the maintainer needs to identify and keep the core components in their respective packages. In such situation all components in the package are allowed to move except the core components. This observation provides the motivation to propose techniques for the software module clustering to preserve the core components of packages and also improve structural quality of system. In this paper we present multi-objective software module clustering to preserve the core components of package while improving the structural quality of software system. The technique includes core components identification phase and module clustering phase. In core components identification phase we identify the core components using various metrics and in module clustering phase several alternatives of original structure are created and compared to each other on the basis of MQ value for selection of high MQ value.

The remaining part of the paper is organized as follows: Section 2 provides background and relevant material on software module clustering. Section 3 presents the multi-objective concepts of module clustering. Section 4 presents core components of package concepts. Section 5 describes the experimental methods, problem instances used. Section 6 presents the findings of the experimental study. Section 7 concludes the paper.

2. Software Module Clustering: Background

Software system is essentially the collection of software entities and the process of organizing them into module is known as software module clustering\(^1\). A proper module clustering improves various quality parameters such as understandability and maintainability. To measure the goodness of module quality, various software metrics are
developed in which coupling and cohesion are two most popular basic metrics used to measure the module quality\textsuperscript{16}. The software module clustering technique uses such kind of quality metrics to evaluate the module quality. There are many ways to approach the module clustering problem. Early work on software module clustering was based on the traditional analytical methods and these methods are more suitable for small size specific problem where exact solution is highly required\textsuperscript{1, 6, 7, 8}. Later consensus based techniques (CBTs) suggest to combine the strength of various analytical methods to solve the module clustering problem\textsuperscript{17, 18, 19, 20}. These techniques overcome the deficiencies in individual algorithms and become effective in improving the cluster quality\textsuperscript{20}.

As the size of software system increases, the analytical and consensus based techniques become inefficient to solve the software clustering problem. Emergence of search based software engineering makes the application of evolutionary algorithm in software problem easier and solves it efficiently\textsuperscript{21}. The software module clustering problem exhibit many characteristics that help to formulate it as a search based software engineering problem. Mancordis et al.\textsuperscript{10} earlier formulated the software module clustering problem as a search based optimization problem. The authors have modeled the software structure into module dependency graph (MDG) and partitioned it using Hill-Climbing algorithms as single objective optimization techniques. Following a similar approach, Doval et al.\textsuperscript{11} also formulated the module clustering problem as single objective optimization problem. They proposed a genetic algorithm to address the problem. The representation of problem plays an important role in producing effective and efficient solution. Harman et al.\textsuperscript{22} have proposed a normalized representation of software structure for a software module clustering, that minimized the size of the search space and improved the outcome of Genetic Algorithms. Kiarash Mahdavi et al.\textsuperscript{13} introduced a Multiple Hill Climbing algorithm that improves the efficiency of the module clustering. Harman et al.\textsuperscript{14} concentrate on evaluation of fitness functions and demonstrated the robustness of two well known fitness function MQ and EVM module clustering fitness function through an empirical study.\textsuperscript{23} The study showed that as the noise in software structure increased the fitness value of both functions degraded smoothly, but EVM fitness function degrades slowly in comparison of MQ fitness function. Bilal Khan et al.\textsuperscript{24} proposed the application of self adaptive Evolution Strategy Based Automated Software Clustering Approach (ESBASCA) for a large and complex solution space to improve the structural quality. They compared the approach with a widely used genetic algorithm approach on many real world systems. Their results showed the considerable improvement in terms of effectiveness and efficiency of the solutions for all used real world problem. Praditwong et al.\textsuperscript{1} proposed a multi-objective evolutionary algorithm based on a two-archive genetic algorithm which was shown to be more effective than the Hill-Climbing approach. They used two composite objective functions Equal Cluster-size Approach (ECA) and Maximizing Cluster Approach (MCA) for software module clustering optimization. The experimentation results showed that the ECA produced better solutions for both weighted and un-weighted Module Dependency Graph (MDG) compared to MCA composite objective and Hill-Climbing single objective approach. However, the ECA requires processing time twice of Hill-Climbing approach. Barros et al.\textsuperscript{15} performed experimentation for evaluation of fitness functions and effectiveness of ECA\textsuperscript{1} multi-objective approach by replacing MQ objective with EVM. The experimentation results showed that replacing MQ objective with EVM objective in ECA approach helped finding solution in less time with improved error ratio and generational distance, particularly for large instances.

3. Software Module Clustering Problem as Multi-objective Optimization Problem

In order to formulate software engineering problem as multi-objective optimization problem, the problem representation and objective function need to be defined in proper way\textsuperscript{25}. In software module clustering the literatures have represented the software system as a module dependency graph (MDG)\textsuperscript{9}. An MDG is an graph $G=<V, E>$, where $V$ is the set of nodes and $E$ is the set of edges. Software system representations as MDG, the components are represented as nodes and connectivity between nodes are represented as edges. The MDG is represented in the form of array, where components (i.e., classes) are associated with array index and clusters (i.e., package) are associated with array value. For example a MDG with eight classes and five packages can be represented as the array \{1, 1, 2, 3, 4, 5, 5\}; the class 0 and 1 are located in same cluster 1. After the suitable representation of problem, the objective functions need to be defined that can evaluate the cluster quality. The approach of software module clustering problem as a multi-objective problem requires two or more competing and incomparable cluster quality criteria (objective) that can suggest a good module clusters for software system. In this paper we use, two most popular multi-objective approaches Equal Cluster-size Approach (ECA) and Maximizing Cluster Approach (MCA) for software module clustering. The multi-objective optimization for software module
clustering is defined as follows:

\[
\text{Minimize} / \text{Maximize} \ f_m(C), \quad m = 1, 2, ..., M; \quad C = (c_1, c_2, ..., c_n)^T
\]  \hspace{1cm} (1)

\[\begin{align*}
\text{Subject to} \\
g_j(C) & \geq 0, \quad j = 1, ..., J; \\
h_k(C) & = 0, \quad k = 1, ..., K; \\
c_i^{(L)} & \leq c_i \leq c_i^{(U)}, \quad i = 1, 2, ..., n.
\end{align*}\]

where \(f_m(C)\) are \(M\) objective functions that are to be minimized or maximized and the variable \(C\) denotes the vector of \(n\) decision variable. The term \(g_j(C)\) and \(h_k(C)\) represents inequality constraint function and equality constraint function respectively. The last set of constraints \(c_i^{(L)} \) and \(c_i^{(U)}\) shows the lower and upper bound of decision variable. As this optimization task consists of more than one objective function so it may not be possible to determine single best solution. For two clustering solutions \(C_1, C_2 \in C\), clustering \(C_1\) is said to dominate clustering \(C_2\) (denoted as \(C_1 \triangleright C_2\)) if and only if

\[
\forall m \in (1, ..., M) \quad f_m(C_1) \leq f_m(C_2) \land \exists i \in (1, ..., m) \quad f_m(C_1) < f_m(C_2)
\]  \hspace{1cm} (2)

A clustering \(C_1 \in C\) is said to be non-dominated if and only if there is no other clustering dominating \(C_1\). The set of all non dominated clustering is called the Pareto optimal set and the corresponding set in the objective space is called the Pareto front. The problem representation and objective function plays important role search based optimization hence it needs to be defined very carefully.

4. Core Component of Package

Most successful software systems are often maintained to satisfy the new requirement or better quality. When maintenance is applied to software system, the software developer who is not familiar with the system first acquires the knowledge about the system before the maintenance process. The software developer tries to find out some components in each package which are important for that package and these help to understand the packages more easily. These important components of packages are often referred as core components. The definition of core components for a package can vary according to application. The core components are usually those classes which implements main functionality of that package. Thus the core component indicates the primary purpose of the corresponding package. It is but obvious that such core components must remain confined in the same package, otherwise the identity of the package will get lost. In this paper we consider those components as core components that have the certain level of connectivity within package, or those components which interact more frequently by other classes in the same package. To preserve the core components of the package while maintaining the software quality, we present a technique which can identify the core components in the package and don’t allow them to move out of their packages while module clustering process. To show the concept we define software system by \(S = \langle P, D \rangle\). \(P\) is the set of all packages in system and \(D\) is pair wise connectivity among packages: \(D \subseteq P \times P\). Packages are container of the classes: each package \(p \in P\) contains a set of classes \(C(p) \subseteq C\); \(C\) is the set of all classes and every class \(c\) belongs to only one package \(p(c)\). Core \((C(p)) \subseteq C(p)\) is set of core classes in package \(p\), connectivity\((c(p))\) is the total weight of connectivity from class \(c\) to other classes in package \(p\). The connectivity \((c_i, c_j)\) represents connectivity weight between class \(c_i\) and \(c_j\).

4.1. Core Components Identification Phase

In this paper we use undirected graph with unit weight edge. To identify core components in the packages we calculate the connectivity weight of each class in package using the following formula:

\[
\text{Connectivity}(c_i(p)) = \sum_{j \in p_i} \text{Connectivity}(c_i, c_j)
\]  \hspace{1cm} (3)
\[
Connectivity(c_i, c_j) = \begin{cases} 
1, & \text{if } c_i \text{ connected with } c_j \\
0, & \text{otherwise}
\end{cases}
\] (4)

First we calculate the connectivity \( c(p) \) of each class in the package. After calculation of connectivity \( c(p) \) for each class we develop histogram. With the help of the histogram we select those classes that have the connectivity above certain level. We consider these classes as the core classes for that package. In this paper we have considered unit weight for connectivity. For example, we have manual MDG of software system given in Fig. 1. where 25 classes from \( c_1 \) to \( c_{25} \) are organized into three package \( p_1, p_2 \) and \( p_3 \). Now let package \( p_1(c) = \{c_1, c_2, c_3, c_4, c_5, c_6, c_7, c_8, c_9, c_{10}, c_{11}, c_{12}\} \) and their class connectivity as follows.

- Connectivity \( (c_1 (p_1)) = \{c_2, c_3, c_5, c_6, c_9, c_{10}, c_{12}\} = 8 \)
- Connectivity \( (c_2 (p_1)) = \{c_1, c_4, c_5, c_7, c_8, c_{11}\} = 6 \)
- Connectivity \( (c_3 (p_1)) = \{c_1, c_4, c_6\} = 3 \)
- Connectivity \( (c_4 (p_1)) = \{c_2, c_3, c_5, c_7, c_{10}\} = 5 \)
- Connectivity \( (c_5 (p_1)) = \{c_1, c_2, c_4, c_{11}\} = 4 \)
- Connectivity \( (c_6 (p_1)) = \{c_1, c_3, c_8, c_9, c_{12}\} = 5 \)
- Connectivity \( (c_7 (p_1)) = \{c_2, c_4, c_{10}, c_{11}\} = 4 \)
- Connectivity \( (c_8 (p_1)) = \{c_1, c_2, c_{11}\} = 3 \)
- Connectivity \( (c_9 (p_1)) = \{c_1, c_6\} = 2 \)
- Connectivity \( (c_{10} (p_1)) = \{c_1, c_4, c_{11}\} = 3 \)
- Connectivity \( (c_{11} (p_1)) = \{c_2, c_5, c_7, c_{12}\} = 4 \)

Next we generate the histogram for each package. We select top \( x \% \) classes that have the higher connectivity weight in the same package as core classes of package. The criteria of selection of percentage of classes can vary according to application and developer. We have decided to have select 10% of classes that have the highest connectivity. It is believed that the components having higher connectivity are related with many other components of the same package and thus represent the core component of that package. For example the histogram of package \( p_1 \) is shown in Fig.1. The class 1 is the core class of the package \( p_1 \).

![Fig. 1. Dependency graph for software system](image1)

![Fig. 2. Histogram for package \( p_1 \)](image2)
4.2. Module Clustering Phase

In this phase we use the multi-objective evolutionary algorithm NSGA II to perform the module clustering where the classes except the core classes can move from their package. Hence here we preserve the core components in the module clustering process by not allowing them to move from their original package. For preserving the core components we use the constraints on decision variable along with the objective functions.

5. Experiment Setup

This section provides detail about the experimental methods used to perform the empirical study. The section 5.1 describes the multi-objective algorithms and their parameter used. Section 5.2 describes the problem instances used. Section 5.3 describes techniques for data collection.

5.1. Multi-objective Algorithm and Parameter

This paper uses the Non-Dominated Sorting Algorithms (NSGA-II) as multi-objective evolutionary algorithm for software module clustering. NSGA-II is genetic based multi-objective optimization evolutionary algorithm. Parameter settings for the NSGA II algorithms are the same for both multi-objective approaches (MCA and ECA). In this algorithm, we use the uniform mutation operator and the probability of mutation is determined as $0.04 \times \log_2 (N)$, where $N$ is the number of classes in problem instance. For the crossover operator, we use the single point crossover operator; the probability of crossover is 80% for the problem instances of less than 100 classes and 100% otherwise. For the selection operator, we use the binary tournament for all size of problem instances. The NSGA-II algorithm is implemented and executed with the JMetal framework.

5.2. Problem Instance Selection

To demonstrate the concepts we use six real-worlds and one random problem instance. All the real world problem instances are open-source or free-software projects based on the Java programming language with distinct features and sizes. The PF-CDA30 an open-source static analysis tool is used to collect the class dependency information. The following Table 1. describes the characteristics of all seven selected problem instances.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Problem Instance</th>
<th>Modules</th>
<th>Dependencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Java Servlet API</td>
<td>63</td>
<td>131</td>
</tr>
<tr>
<td>2</td>
<td>JUnit</td>
<td>100</td>
<td>276</td>
</tr>
<tr>
<td>3</td>
<td>JavaCC</td>
<td>154</td>
<td>722</td>
</tr>
<tr>
<td>4</td>
<td>XML API DOM</td>
<td>119</td>
<td>209</td>
</tr>
<tr>
<td>5</td>
<td>Java XML API</td>
<td>184</td>
<td>413</td>
</tr>
<tr>
<td>6</td>
<td>DOM4J</td>
<td>195</td>
<td>930</td>
</tr>
<tr>
<td>7</td>
<td>Random 100</td>
<td>100</td>
<td>342</td>
</tr>
</tbody>
</table>

5.3. Collecting Results from experiment

For each pair of multi-objective approach (i.e., MCA and ECA) and problem instances, NSGA-II algorithm is executed 20 times. Each execution of NSGA-II algorithm yielded a set of solutions in objective space i.e., Pareto front ($P_{Fi}$). After executing all pairs of approaches and problem instances for 20 times, the Pareto front with best MQ value in each execution cycle is collected. Now mean and standard deviation of best MQ values from each execution cycle are calculated for the analysis purpose.

6. Results and Analysis

Table 2. present the results of the empirical study for real and random problem instances. In this paper first we conducted four experiments. In the first and second experiment, we executed the NSGA II for both approaches MCA and ECA, without core components preservation on all seven problem instance. In third and four experiments,
the same thing is done with core components preservation constraints. In this experiment 10% components that have the higher degree of connectivity in package are considered as core components of the package. The mean and standard deviation of all 20 execution’s best MQ values, before and after core components preservation for each pair of approaches and problem instances are given in Table 2.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Problem Instance</th>
<th>Before Preservation</th>
<th>After Preservation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MCA(MQ)</td>
<td>ECA(MQ)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>1</td>
<td>Java Servlet API</td>
<td>3.2855</td>
<td>0.1253</td>
</tr>
<tr>
<td>2</td>
<td>JUnit</td>
<td>4.1123</td>
<td>0.1673</td>
</tr>
<tr>
<td>3</td>
<td>JavaCC</td>
<td>3.4517</td>
<td>0.3429</td>
</tr>
<tr>
<td>4</td>
<td>XML API DOM</td>
<td>6.2764</td>
<td>0.2834</td>
</tr>
<tr>
<td>5</td>
<td>Java XML API</td>
<td>10.1743</td>
<td>0.3511</td>
</tr>
<tr>
<td>6</td>
<td>DOM4J</td>
<td>9.1255</td>
<td>0.1534</td>
</tr>
</tbody>
</table>

The experiment results show that the mean and standard deviation of MQ values before core components preservation for ECA approach is improved in comparison of MCA approach, in most of the problem instances. Now if we compare the results of MCA and ECA after the components preservation, the ECA approach performs better than the MCA approach in most of the problem instances. If we compare the performance of MCA approach before and after preservation, we find that MCA in after preservation performs better than the MCA before preservation in most of the problem instances. If we compare the performance of ECA approach before and after preservation, we find that ECA approach, after preservation also performs better than the ECA approach, before preservation in most of the problem, except some problem instance given in bold letter. In two problem instance out of seven problem instances the quality deteriorates with minor differences. Hence these observations indicate clearly that we can preserve some core components in their packages and at the same time can also preserve/improve the quality of system.

7. Conclusion and Future Works

This paper proposed a multi-objective software module clustering methodology, to preserve the core components of packages, while maintaining the quality of software. We performed four empirical studies, each with seven problem instances and two multi-objective approaches. For the first two experimentations, mean and standard deviation of MQ objective was calculated for both MCA and ECA approaches, without preservation of core components. These results indicate that the ECA approach performs better than the MCA approach in most of the cases. For next two experimentations also evaluate the mean and standard deviation of MQ objective was computed for both MCA and ECA approaches, with preservation of core components. In these results the ECA approach again performs better than the MCA approach in most of the cases. We compared the system quality, before and after preservation of core components with each MCA and ECA approaches. The results show that in most of the cases after preserving core components, the quality of system does not deteriorate. Hence it can be concluded from the above proposed technique and experimentations that preservation of core-components in object-oriented packages is desirable and the same can be achieved during re-structuring process without compromising on software quality.
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