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Patterns of Ongoing Activity
and the Functional Architecture
of the Primary Visual Cortex

et al., 1999; Shoham et al., 1999; Fitzpatrick, 2000; Kenet
et al., 2003). Studies using VSD produce two kinds of
optical images: evoked maps and spontaneous ones.
The highly reproducible evoked maps are generated by
averaging the optical image over a period of presenta-
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The Hebrew University tion of a salient stimulus, such as a moving grating with

a fixed orientation. In contrast, a spontaneous map is aJerusalem 91904
Israel single image recorded in the absence of oriented visual

stimuli. In order to characterize the nature of ongoing2 Department of Molecular and Cellular Biology
Harvard University activity in V1, Grinvald and colleagues studied the rela-

tionship between evoked and spontaneous maps (Tso-Cambridge, Massachusetts 02138
dyks et al., 1999; Kenet et al., 2003). Interestingly, they
found that instantaneous spontaneous maps are often
highly correlated with the maps evoked by oriented grat-Summary
ings. By analyzing the dynamics of the ongoing activity,
they conclude that the spontaneous cortical activity re-Ongoing spontaneous activity in the cerebral cortex
flects a dynamic switching between a set of intrinsicexhibits complex spatiotemporal patterns in the ab-
states, many of which correspond closely to orientationsence of sensory stimuli. To elucidate the nature of
maps (Ringach, 2003).this ongoing activity, we present a theoretical treat-

Intrinsically generated states of a dynamical systemment of two contrasting scenarios of cortical dynam-
are known as “attractor states.” The presence of theseics: (1) fluctuations about a single background state
states is believed to underlie various phenomena in cor-and (2) wandering among multiple “attractor” states,
tical dynamics. Ermentrout and Cowan proposed thatwhich encode a single or several stimulus features.
under the influence of drugs the network of V1 settlesStudying simplified network rate models of the primary
into attractor states which are perceived as visual hallu-visual cortex (V1), we show that the single state sce-
cinations (Ermentrout and Cowan, 1979). These statesnario is characterized by fast and high-dimensional
are manifested as patterns across V1 whose structureGaussian-like fluctuations, whereas in the multiple
is determined by the underlying large-scale cortical ar-state scenario the fluctuations are slow, low dimen-
chitecture (Ermentrout and Cowan, 1979; Bressloff etsional, and highly non-Gaussian. Studying a more real-
al., 2002). Ben Yishai et al. have argued that the localistic model that incorporates correlations in the feed-
circuitry in V1 generates attractor states that amplify theforward input, spatially restricted cortical interactions,
response to weakly oriented visual stimuli (Ben Yishaiand an experimentally derived layout of pinwheels,
et al., 1995). Similar attractor states are thought to bewe show that recent optical-imaging data of ongoing
evoked by transient sensory stimuli in cortical networksactivity in V1 are consistent with the presence of either
that underlie working memory (Zhang, 1996; Compte eta single background state or multiple attractor states
al., 2000; Brody et al., 2003). The interpretation of Kenetencoding many features.
et al. is novel in that it suggests that even in the absence
of any visual stimulation the ongoing activity in the anes-Introduction
thetized visual cortex wanders between a set of intrinsic
cortical states (Tsodyks et al., 1999; Kenet et al., 2003;Mounting experimental evidence demonstrates that the
Ringach, 2003).ongoing spontaneous activity in cortex in the absence

Motivated by the above experimental and theoreticalof sensorimotor processing can exhibit complex spatio-
results, we address the nature of the ongoing activitytemporal structures (Arieli et al., 1995, 1996; Contreras
in cortex by inquiring (1) what statistical and dynamicaland Steriade, 1995; Tsodyks et al., 1999; Lampl et al.,
characteristics of ongoing activity are indicative of spon-1999; Destexhe et al., 1999; Kenet et al., 2003). One
taneous switching between underlying intrinsic brainpossibility is that this activity represents some back-
attractors; (2) how the structure of the ongoing activityground state to which the cortical network relaxes in
in V1 is related to the feed-forward architecture of thethe absence of sensory inputs. Alternatively, it has been
inputs to this area and to the large-scale horizontal intra-proposed that ongoing activity represents the system’s
cortical connections; and (3) whether the experimentaldynamic switching between a set of intrinsic cortical
results regarding ongoing activity in V1 support the hy-states (Arieli et al., 1995, 1996; Tsodyks et al., 1999;
pothesis of switching among cortical states or, con-Kenet et al., 2003; Ringach, 2003).
versely, what alternative interpretations can account forOptical imaging of the primary visual cortex (V1) using
these results.voltage-sensitive dyes (VSD) is an important tool for

addressing this issue (Arieli et al., 1995, 1996; Tsodyks
Results
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org/cgi/content/full/42/3/489/DC1). An example of an
empirical distribution of the spike-triggered SI is shown
in Figure 1B. Using the SI and the spike-triggered SI,
we can detect three features that distinguish the two
hypotheses.
(1) Dimensionality of Spontaneous Maps
In the single state hypothesis, the fluctuations of distant
pixels in the spontaneous map are weakly correlated
such that the set of patterns of spontaneous activity
span a high-dimensional space. This high dimensionality
should be reflected in a small SI. Additionally, the small
correlation between the global measure SI and the activ-
ity of a single neuron should be reflected in a small bias
in the spike-triggered SI. In contrast, in the multiple state
hypothesis, the network wanders in a low-dimensional
subspace of states, which resembles the set of evoked
states. Consequently, the SI and the bias in the spike-

Figure 1. Histogram of the Raw and Spike-Triggered Similarity Indi- triggered SI are expected to be high.
ces from the Experimental Optical Imaging Data (2) Form of Distributions
(A) All-times histogram of the SI. According to the single state hypothesis, the SI averages
(B) Histogram of the spike-triggered SI. These histograms were over many independent portions of the image, and
pooled from 12 recording sessions from five cats (adapted with therefore its statistics should be approximately Gaus-
permission from Tsodyks et al., Science 286, 1943–1946. Copyright

sian. However, in the multiple state hypothesis, the form1999 American Association for the Advancement of Science).
of the statistical distribution of the SI depends on the
particular structure of the low-dimensional attractor. In
some neuronal systems, the evoked states code fortemporal activity in cortex. According to the single state
an angle variable (e.g., orientation of stimuli or headhypothesis, the spontaneous activity represents the dy-
direction) and therefore reside on a closed contour, im-namics of a single background state. The source of
plying that the subset of such states is highly nonlinear.activation is local noise with approximately Gaussian
Wandering among such states could generate highlystatistics. This noise is subsequently filtered by the un-
non-Gaussian statistics.derlying cortical connectivity and dynamics. According
(3) Time Scale of Fluctuationsto the multiple state hypothesis, the spontaneous activ-
In the single state hypothesis, the characteristic timeity can be described as noise-driven spontaneous
scales of the SI fluctuations should reflect the basic timeswitching between different attractor states of the sys-
constants of the synaptic currents, which are in thetem. Furthermore, the set of different attractors resem-
range of tens of milliseconds. In the multiple state hy-bles the states that are generated by the relevant sen-
pothesis, because the noise driving the system is as-sory stimuli. In the framework of this hypothesis, we
sumed to be local, it produces very slow wanderingassume that the attractor states of the system reside in
within the manifold of states. This should imply timea low-dimensional continuous manifold. For example,
scales of the SI fluctuations which are considerablyin the context of V1, the putative attractor states include
longer than the basic time constants of the synaptic cur-the cortical states evoked by oriented gratings, which
rents.can be parameterized by a single angle variable (Kenet

In order to demonstrate the properties of the aboveet al., 2003).
scenarios in cortical networks, the next section presentsWe seek low-dimensional statistics of the high-dimen-
a simplified dynamic model of the spontaneous activitysional spontaneous activity that can differentiate the
in V1. Depending on the parameter regime, this modelsingle from the multiple state hypotheses. We are partic-
is capable of generating the two statistical scenariosularly interested in a statistic that measures the similarity
discussed above. Using the model, we demonstratebetween the spontaneous maps and an evoked map.
which properties of the network architecture and dy-Following Tsodyks et al. (1999), we use the similarity
namics underlie the two scenarios.index (SI), which is the correlation coefficient between

the spontaneous map and a map evoked by a drifting
grating of a given orientation. An example of the distribu- A “Ring” Model of V1

In this study, we are interested in the large-scale struc-tion of the SI obtained by Tsodyks et al. (1999) is shown
in Figure 1A. Another way of characterizing the sponta- ture of V1. Therefore, the basic component of the model

is an orientation column located within a patch of cortex.neous activity is to quantify to what degree the activity
of a single neuron is correlated with the global SI mea- We assume that in the absence of oriented stimuli the

lateral geniculate nucleus (LGN) provides a stimulus-sure. This can be achieved by measuring the distribution
of the SI triggered on the spikes of a single neuron. The independent feed-forward drive to each column in the

form of Gaussian noise with mean T, variance �n
2, andbias of the spike-triggered SI, defined as the mean of

this distribution normalized by the standard deviation a time constant �. This noise is the source of excitation
that gives rise to the ongoing spontaneous activity. Dur-of the SI distribution, is a measure of the correlation

between the spiking of the neuron and the SI (see Equa- ing the presentation of a �-oriented stimulus (e.g., a
drifting grating), the stimulus-evoked input from the LGNtion [S2] in the Supplemental Data at http://www.neuron.
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to a column located at a point r
→

includes an additional
oriented term L[1 � � cos2 (�( r

→
) � �)], where L is the

overall contrast of the input and � is the depth of the
orientation modulation of the LGN input. �( r

→
) is the pre-

ferred orientation (PO, between �90� and 90�) of the
LGN input to this column. In addition, the column also
receives recurrent input from other cortical columns.
The long-range recurrent interactions in V1 are known
to be tuned for orientation (Gilbert and Wiesel, 1983;
Ts’o et al., 1986; Malach et al., 1993; Weliky and Katz,
1994; Das and Gilbert, 1995; Bosking et al., 1997). Thus,
we assume that the strength of the interaction between
two columns depends linearly on the cosine of the differ-
ence between their POs, with amplitude given by the
parameter 	 (Equation [1] in the Experimental Proce-
dures). The dynamics of the network are described by
a first order threshold-linear rate model with a relaxation
time constant �0 (Equation [3] in the Experimental Proce-
dures).

Because optical images generated by VSD corre-
spond to membrane potential changes (Tsodyks et al.,
1999; Grinvald et al., 1999; Fitzpatrick, 2000; Sharon
and Grinvald, 2002), we assume that the optical signal
represents the instantaneous synaptic input. The spon-

Figure 2. Schematic Representation of Evoked and Spontaneoustaneous activity map of the V1 model at time t is the
Maps According to the Single and Multiple State HypothesesN-dimensional vector M

→
sp(t) 
 h( r

→
,t) � �h( r

→
,t)�t, where

(A) In the ring model, the columns are arranged in a circle in orienta-h( r
→
,t) is the total synaptic input to the orientation column

tion space according to their PO �. Note that the circle ranges
from 0� to 180� of orientation. The mean rate of each column isat r

→
, consisting of the noisy LGN input as well as the

recurrent cortical inputs (Equation [4] in the Experimen- represented by its height above this circle. In the evoked state, the
tal Procedures), and we subtract the temporal average profile of firing rates in the network is hill shaped, centered about

some orientation (here this orientation is zero).of the spontaneous activity. The map evoked by a
(B) The time-averaged synaptic inputs h(�) as a function of � corre-�-oriented stimulus, M

→
�

ev, is defined as the temporal aver-
sponding to the evoked state in panel (A). The dashed line marks
the threshold.age of h( r

→
,t) during the presentation of the stimulus after

subtracting its spatial average. The SI of the spontaneous (C) The set of evoked maps resides along a circle embedded within
map with an evoked map with orientation � is denoted the two-dimensional subspace, termed the subspace of evoked

maps. This subspace is spanned by two evoked maps M
→

0
ev and��( t ) and computed by ��(t) 
 M

→
sp(t) · M

→
�

ev/||M
→

sp(t)||, where
||…|| denotes the norm of a vector. We also compute ��

M
→

�/4
ev. The vector h(�) in panel (B) corresponds to M

→
0

ev and is marked
by a green arrow. The spontaneous maps (represented by the col-triggered on the spikes of a neuron with a PO �, denoted
ored vectors) reside in the full N-dimensional space. In the single

��
spike. The spikes are generated by implementing a time- state scenario, the projection of the spontaneous map (blue vector)

varying Poisson process with a rate determined by the onto the subspace of evoked maps (blue dashed line) is small,
whereas its component within the other N � 2 dimensions is large.time evolution of the average discharge rate m( r

→
,t) of a

In the multiple state scenario, the spontaneous map (red vector) iscolumn with PO � (appearing in Equation [3] in the Experi-
very close to one of the evoked maps. Consequently, its projectionmental Procedures).
within the subspace of evoked maps (red dashed line) is large and

We begin the study of the nature of ongoing activity in it has a relatively small orthogonal component within the other di-
our network model of V1 by considering a limiting case mensions.
where the POs are distributed uniformly in the network.
In addition, we assume that the spontaneous LGN input

The set of all evoked maps delineates a circle within theis spatially white noise and that, as mentioned above,
full N-dimensional space of optical images. This circle isthe cortical interactions depend only on the POs of the
confined to a subspace spanned by two basis vectors,interacting units. These assumptions imply that the only

relevant architectural variable of a column is its PO �. All M
→

0
ev and M

→
�/4

ev, termed the subspace of evoked maps
columns can therefore be ordered in a “ring” architecture (Figure 2C).
in the space of the variable �, termed the orientation space Spontaneous States of the Ring Model
(Figure 2A). In Figure 3A, we present an analytical solution of the phase
Evoked States in the Ring Model diagram of the model (see the Supplemental Data at http://
The time-averaged evoked states are characterized by a www.neuron.org/cgi/content/full/42/3/489/DC1), which
hill-shaped profile in orientation space of the columns’ describes the nature of the spontaneous state as a func-
firing rates centered about one of the columns (Figure 2A). tion of two parameters: (1) the gain of the orientation-
The profile of the time-averaged input h(�) into the columns modulated recurrent cortical interactions, 	, and (2) the
corresponding to the hill-shaped profile of firing-rates is ratio between the mean of the spontaneous LGN drive
itself cosine shaped about the same column (Figure 2B). and its standard deviation, T/�n. The phase diagram of the

ongoing activity in the network exhibits three qualitativelyEach such profile corresponds to an evoked map M
→

�
ev.



Neuron
492

Figure 3. Network States of the Ring Model

(A) Phase diagram of the model. Abscissa: 	, gain of cortical interac-
tions. Ordinate: T/�n is the ratio of the mean LGN drive to its standard
deviation. H denotes the homogeneous phase. M denotes the mar-
ginal phase. I denotes the amplitude instability phase.
(B) Snapshot of the input h(�) to the columns in the network as a
function of their PO, �, in the homogeneous phase (simulated for
the point in the phase diagram in panel (A) marked by a diamond,
	 
 1.2 and T/�n 
 �0.5).
(C) Snapshot of the input h(�) in the marginal phase (calculated for
the point in the phase diagram marked by an asterisk, 	 
 1.2 and
T/�n 
 2).

different regions denoted H, M, and I. The H region is a
parameter regime where the network is in a single homo-
geneous state, corresponding to a flat profile in orientation
space of the synaptic input h(�,t ) plus some local noise
(Figure 3B). As 	 is increased, the homogeneous state
becomes unstable, and the network crosses over to the
M region, which is termed the marginal phase (Ben Yishai
et al., 1995). In this region, h(�,t ) has a noisy cosine-shaped
profile in orientation space (Figure 3C). When the cortical
gain is further increased beyond 	 
 2, the system crosses
into the I region, which is a regime of instability, where
the network undergoes runaway excitation and diverges.

In order to study the statistical structure of the spontane-
ous maps in the regimes of the model, we simulated the

Figure 4. Spontaneous Map Fluctuations in the H and M Regimesnetwork dynamics and calculated the value of the SI and
of the Ring Model

the projections of the spontaneous maps onto the vectors
(A–E) Fluctuations in the H regime (for the point in parameter space
marked by a diamond in Figure 3A).M

→
0
ev and M

→
�/4

ev.
Spontaneous Maps in the H Regime (F–J) Fluctuations in the M regime (for the point marked by an as-
The H regime of the network dynamics corresponds to terisk).

(A and F) Scatter plot of the projections of the spontaneous mapsthe single state scenario discussed above. This scenario
is depicted schematically by the blue vector in Figure 2C: onto the evoked maps M

→
0

ev and M
→

�/4
ev.

(B and G) Distribution of the SI �. (Inset) The width � of the distributionthis vector has a small projection onto the subspace of
in the linear region of the H regime as a function of the cortical gain 	.

evoked maps (dashed blue line) and a large component Solid line, analytical solution (see Equation [S6] in the Supplemental
within the orthogonal space of all other N � 2 dimensions. Data at http://www.neuron.org/cgi/content/full/42/3/489/DC1);
The network simulation shows that the scatter plot of the points, simulation results. �n 
 1 and T 
 3.

(C and H) Distribution of the spike-triggered SI �spike. (Inset) The biasprojections on the subspace of evoked maps forms a
in the distribution of �spike as a function of 1/√N in the H regime,single radial-symmetric Gaussian cloud centered about
where N is the number of columns in the network. The bias is definedthe origin (Figure 4A). The distribution of the SI is Gaussian
as the mean of this distribution normalized by the standard deviationshaped and narrow (Figure 4B). The width of the distribu-
of the distribution of �. Points, simulation results; solid line, linear fit.

tion scales as 1/√N (data not shown), because the SI in- (D and I) Temporal evolution of the SI �(t ) as a function of time.
volves averaging over N weakly correlated columns. To (E and J) Autocorrelation function (ACF) of �(t ) as a function of the

time lag 
. Note the different time bases in panels (D) versus (I) andstudy the effect of the cortical gain 	, we consider the
in (E) versus (J).case where the bias T in the noisy input is large relative

to the standard deviation �n of the noise, implying that the



A Theory of Ongoing Activity in V1
493

dynamics of the columns are effectively linear. For this fluctuations along the low-dimensional attractor manifold,
with a variance of order 1/N (Renart et al., 2003). Thus,linear regime, we calculate analytically the width of the

distribution of the SI, denoted by �, as a function of 	 the system requires time that is proportional to N to gener-
ate an appreciable (order unity) drift from one attractor(Equation [S6] in the Supplemental Data at http://www.

neuron.org/cgi/content/full/42/3/489/DC1). The width of state to another. In conclusion, the behavior of the ongoing
activity in the M regime is truly indicative of a scenario ofthe distribution of the SI increases with 	, as shown by

this analytical calculation and verified by the network simu- slow wandering among a set of cortical states.
lations (Figure 4B, inset). Due to the broadly tuned orienta-
tion-modulated structure of the cortical interactions (Equa- Encoding Multiple Features in V1
tion [1] in the Experimental Procedures), increasing 	 The ring attractor in the above model encodes a single
amplifies the component of the ongoing activity within the feature, namely, orientation. We now consider a more gen-
subspace of evoked maps. The bias in the distribution of eral case in which the functional architecture of V1 gives
��

spike is very small (Figure 4C), indicating a small correlation rise to cortical states that encode multiple features (e.g.,
between the global SI measure and the spiking of an orientation, direction, spatial frequency, etc.). We distin-
individual neuron, as expected in the single state hypothe- guish two scenarios in which V1 may represent these

features: a unary representation or a combinatorial repre-sis. The bias scales as 1/√N (inset), because the SI involves
averaging over N weakly correlated columns, and the spik- sentation of multiple features.

Unary Representation of Multiple Featuresing of the neuron is strongly correlated only with its
own column. In this scenario, different features are encoded by distinct

manifolds of states, hence each intrinsic cortical stateThe deflections of ��(t ) from zero last at most a few
hundred milliseconds (Figure 4D). In addition, the autocor- represents only one feature. As an example, we construct

a network architecture that generates two separate ringrelation function (ACF) of the SI exhibits a narrow peak with
a width of �50 ms (Figure 4E). The analytical calculation of attractors (see Experimental Procedures) representing two

angle-like features: orientation, denoted �o, and direction,the ACF in the linear regime of the model (Equation [S5]
in the Supplemental Data at http://www.neuron.org/cgi/ denoted �d (Figure 5A). For the multiple manifolds to have

appreciable effect on the nature of the fluctuations of thecontent/full/42/3/489/DC1) demonstrates that the time
scale of the fluctuations in the SI is determined by the spontaneous activity, the system must have a mechanism

for spontaneous transitions between these manifolds.larger of the following two time scales: that of the noise
� and that of the network �	 
 �0/(1 � 	). As 	 is increased, These transitions involve global changes in the instanta-

neous state and thus are only rarely triggered by the localthe network time scale increases. However, unless 	 is
extremely close to unity, �	 remains on the order of tens noise present in our system. For this reason, we added a

global noise term to the dynamics to cause the networkof milliseconds. In summary, the spontaneous activity in
the H regime demonstrates all the properties expected to alternate between states of �o and states of �d (see

Experimental Procedures). We measure the similarity offrom the single state hypothesis, namely, fast and high-
dimensional Gaussian fluctuations. an instantaneous spontaneous state of the network to the

orientation and direction attractors by the two similaritySpontaneous Maps in the M Regime
In this regime, the multiple state hypothesis is borne out. indices �o and �d, respectively. Simulating this model (in

the parameter regime where the two attractor manifoldsThe noisy cosine-shaped profile of h(�,t ) is very similar to
one of the evoked maps with a relatively small component exist) and calculating the time evolution of the correspond-

ing SIs demonstrates that the system switches betweenwithin the orthogonal N � 2 dimensional space (red vector
in Figure 2C). The local noise in the LGN input causes the manifolds: during times in which one SI attains a large

absolute value, the other is close to zero (Figure 5B). Thelocation of the peak of this profile, denoted φ(t ), to perform
a slow random walk in orientation space, thereby distribut- reason one SI is small while the other is large is because

the states in the direction attractor are orthogonal to theing homogeneously in time over all orientations. This can
be directly visualized by considering the highly non- orientation ones. The resulting distribution of �o is thus

trimodal (Figure 5C). If yet more features are encoded inGaussian distribution of projections of the spontaneous
maps onto the subspace of evoked maps (Figure 4F). This the network, the resulting distribution of the SI with a given

feature will have essentially the same shape. However,distribution outlines the set of attractors in the dynamics,
which is termed the “ring attractor” (Ben Yishai et al., the central peak will be larger as the network spends more

time occupying states of the other features.1995). The SI ��(t ) is itself proportional to cos 2(� � φ(t )),
and so its distribution acquires the bimodality of the distri- Combinatorial Representation of Multiple Features

In this scenario, a cortical state can simultaneously encodebution of the cosine of a uniformly distributed angle (Figure
4G). Furthermore, the distribution of the SI in this regime several features (Basole et al., 2003), and all possible com-

binations of features are represented by a continuous multi-is very broad and is independent of the number N of
columns in the network. In addition, the bias in the distribu- dimensional attractor manifold. As before, we begin by

considering only one feature, say spatial frequency, intion of ��
spike is substantial (Figure 4H). Finally, fluctuations

of the SI are slow (Figure 4I), as captured by the ACF of addition to orientation. Following Bressloff and Cowan
(Bressloff and Cowan, 2002, 2003), we model the V1 inter-the SI in this regime. The random walk of φ(t ) in orientation

space generates an ACF with a very long time scale �W actions such that the geometry of the two-feature attractor
manifold is that of a surface of a three-dimensional sphere(Figure 4J). We show below (Figure 5G) that �W scales

linearly with the number N of columns in the network. This (see Experimental Procedures), with the longitudinal angle
� representing orientation and the latitudinal angle φ spa-is a result of the assumption about the local nature of the

noise driving the system. Such noise generates very weak tial frequency (Figure 5D). The phase diagram of this model
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Figure 5. Encoding Multiple Features in V1

(A–C) The unary multiple feature scenario.
(D–H) The combinatorial multiple feature sce-
nario.
(A) The cortical states of orientation and di-
rection are arranged on two distinct rings.
(B) The temporal evolution of the SIs of the
network state with a state of orientation (�o,
thin line) and a state of direction (�d, thick line).
(C) The distribution of �o.
(D) The cortical states of orientation and spa-
tial frequency are arranged on a sphere, such
that the longitudinal angle � represents orien-
tation and the latitudinal angle φ represents
spatial frequency.
(E) Scatter plot of the projections of the spon-
taneous maps onto the evoked maps M

→
0

ev

and M
→

�/4
ev in the M regime, corresponding to

the point in parameter space marked by an
asterisk in Figure 3A.
(F) Distribution of the SI, �, in the M regime
(for the point in parameter space marked by
an asterisk in Figure 3A).
(G) The decay time �W of the ACF as a function
of N, in the M regimes of the ring model
(points) and the three-dimensional spherical
model (crosses), calculated from network
simulations. Solid lines, linear fit. �w was ex-
tracted by fitting an exponential decay to the
ACF for lags between 0 and 0.5 s.

(H) Analytical solution of the probability density function (pdf) of the SI, �, in the M regime of a d � 1 sphere of cortical states encoding d
features at the large N limit (see Equation [S7] in the Supplemental Data at http://www.neuron.org/cgi/content/full/42/3/489/DC1). The number
of features is indicated below each pdf.

is identical to that of the ring model (Figure 3A). However, of the local noise onto the surface of the sphere that
increases as d/N with the dimensionality of the sphere.the statistics of the spontaneous fluctuations are affected

by the spherical structure of the attractor manifold in the
M regime. This is evident from the projection of the sponta-

Two-Dimensional Model of V1neous maps onto the subspace of evoked maps of orienta-
In this section, we extend our study to a 2D model.tion, i.e, the equatorial plane (Figure 5E). The resulting
This allows us to consider several hitherto neglecteddistribution of the SI with any given state of the network
aspects. First, our analysis of the network size depen-is essentially flat and spans nearly the whole range
dence of the variance and the time scale of the SI fluctua-between�1 and 1 (Figures 5F). Thus, the additional feature
tions were based on the assumption that the noise driv-slightly reduces the width of the distribution of the SI
ing the network was spatially uncorrelated. Using a 2D(compare Figures 5F and 4G). As expected in general for
model, we will study the important effects of spatialattractor manifolds both in the ring model and in the three-
correlations in the input from the LGN. Additionally, adimensional spherical model, the time scale �W of the ACF
2D model will allow us to incorporate spatially restrictedscales linearly with N (Figure 5G). Nevertheless, the slope
cortical interactions. For the 2D model, we revert tois smaller in the latter model (crosses) than in the former
cortical interactions that encode a single feature of ori-(points), because the network state has an additional di-

mension to wander along and can thus drift away faster entation and use a cortical map of POs �( r
→
) which was

extracted from the optical imaging data (Figure 6A, cour-from any given state.
tesy of T. Kenet, A. Arieli, and A. Grinvald). This mapNext we consider an attractor manifold that encodes an
corresponds to a 3 mm � 3 mm portion of an empiricalarbitrary number d of features in a combinatorial fashion,
“angle map” (Bonhoeffer and Grinvald, 1993). This sizecorresponding to a d-dimensional sphere. In this case,
is within the range used in recent studies of ongoingthe distribution of the SI can be calculated analytically in
cortical activity and contains about 15 pinwheels (Mullerthe limit of large N (Equation [S7] in the Supplemental Data
et al., 2000). The observed cortical angle map showsat http://www.neuron.org/cgi/content/full/42/3/489/
a nonuniform distribution of POs (Figure 6B), with anDC1). For d equals 1 or 2, we recover the bimodal and flat
overrepresentation of the orientation � 
 0. In order todistributions of the ring and three-dimensional spherical
investigate the properties of multiple orientation states,models, respectively. As the number of features is in-

creased, the distribution becomes narrower and more we performedsmall local adjustments on �( r
→
) of Figure

6A to preserve a uniform distribution of POs across thisGaussian-like (Figure 5H). The time scale �W of wander-
ing among states is proportional to N/d and thus de- portion of the map (see Experimental Procedures). This

transformation mimics a possible local compensationcreases with the number of features encoded on the
sphere. This is due to the variance of the projection mechanism (e.g., by varying the local synaptic strength)
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Figure 6. An Empirical Two-Dimensional Map of Preferred Orienta-
tions

(A) A color-coded angle map of POs (� between �90� and 90�)
derived from the optical imaging of a 3 mm � 3 mm region of the
primary visual cortex (V1) of a cat (courtesy of T. Kenet, A. Arieli,
and A. Grinvald).
(B) The distribution of POs derived from the angle map depicted in
panel (A).

that acts to counterbalance the above-mentioned an-
isotropy (Renart et al., 2003). In the next section, we will
study the 2D model with the measured anisotropy.

We first discuss the effects of correlations in the LGN
inputs, keeping the interactions between columns in
the map solely dependent on their POs (Equation [1] in
Experimental Procedures). Correlations in the LGN input
are expected to be generated by the overlap of the
axonal arborizations of geniculocortical neurons (Gilbert
and Wiesel, 1979; Humphrey et al., 1985) and the overlap
in the dendritic arborizations of V1 neurons (Braitenberg

Figure 7. The 2D Model—Uniform Distribution of POs
and Schuz, 1991; Kossel et al., 1995; Tyler et al., 1998).

(A) The width of the distribution of the SI �, denoted �, in the single
We assume that these correlations are spatially isotropic state regime for 	 
 0 as a function of the length-scale � of the
and model the noisy LGN input as spatially white correlations in the LGN input.
Gaussian noise filtered by a two-dimensional Gaussian (B) Dependence of the width of distribution of the SI � on the strength

of cortical interactions 	. Here and for the remainder of the simula-kernel with a length scale � (Equation [5] in Experimental
tions of the full model, we chose � 
 120 �m and T/�n 
 2.Procedures). For a uniform distribution of POs, we find
(C) A spontaneous map occurring in a simulation of the full modelthat the full model still exhibits the H, M, and I regimes
for 	 
 0.6.

described above for the ring architecture (Figure 3A). (D) An evoked map of zero orientation. The SI with the spontaneous
The Single State H Regime map in panel (C) is 0.69.
The main effect of the correlations of the noisy drive (E) The histogram of the SI � for 	 
 0.6.

(F) Distribution of �spike for an ordinary column in the network.from the LGN is to control the number of independent
(G) Tuning curve (arbitrary units) of an ordinary column in the networkdegrees of freedom (DOF) in the system, denoted as
(dash-dotted line) and that of a “selective” column whose afferentNeff. This is seen by considering the distribution of the
cortical interactions were strengthened by a factor of 8 (solid line).

SI in the H regime. In Figure 7A, we display the width (H) Distribution of �spike for the “selective” column.
of the resulting distribution of the SI, denoted �, as a (I) The decay time �W of the ACF as a function of � in the multiple
function of the spatial scale of the kernel, �, for the state regime.

(J) Color-coded profile of cortical interactions with a spatial falloffsimple case where the cortical interactions are turned
impinging on a column located at the center of the patch. Length-off, 	 
 0. For uncorrelated noise; i.e., very small �, Neff
scale of spatial falloff is 0.3 mm. red, excitation; dark blue, inhibition;equals the number of columns, N, therefore for vanishing
light blue, zero.

� the width of the distribution is very small. As � is in-
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creased, Neff decreases, since it scales roughly as Neff � input to a whole column because it is the basic element
in the model. However, these results would still hold ifArea/�2, where Area is the total area of the system. By
the input to a single neuron, rather than a whole column,analogy to the case of the independent columns, we
were strengthened.expect that in the presence of these short-range correla-
The Multiple State M Regimetions � will be on the order of 1/√Neff. Indeed, we find a
The behavior of the network dynamics in the M regimelinear increase of � with � for small values of �. However,
of the full model is similar to that of the M regime of thefor larger values of �, the fluctuating spatial patterns
ring model, except that the time scale of wanderingin the LGN input are only composed of low-frequency
among states �W depends on the spatial scale � of thespatial modes. In contrast, the power spectrum of the
LGN correlations. As we saw in the single state regime,evoked map has a band-pass structure due to the regu-
the LGN input has the strongest correlation with thelarity in the spatial layout of pinwheels (Muller et al.,
spatial structure of the evoked map when its spatial2000). Therefore, the correlation between the maps de-
scale is �200 �m. It is therefore expected that inputcreases for large values of � (Figure 7A). In summary, in
from the LGN with this scale will be most efficient atthe absence of cortical interactions, the distribution of
driving the network from one orientation state to an-the SI attains a maximal width of � � 0.11, for the area
other, leading to a minimal time scale �W as a functionof V1 that we are modeling, at the optimal spatial scale
of �. This is confirmed by network simulations (Figureof LGN-driven noise correlations of � � 200 �m. As in
7I), which show that the smallest attainable time scalethe single state of the ring model (Figure 4B, inset), the
in this regime, for the area of V1 that we are modeling,distribution of the SI in the single state of the 2D model
is �750 ms.broadens as 	 is increased (Figure 7B, which is calcu-
Spatially Restricted Cortical Interactionslated for � 
 120 �m). However, the width of the distribu-
In all models described above, the coupling betweentions in the 2D model is larger, reflecting the reduction
columns was modulated solely by their preferred fea-of the number of DOF from N 
 784 in the case of
tures and was thus independent of the cortical distancespatially white noise to Neff � 100 in the presence of
between them. To examine the effect of spatial restric-LGN correlations. In Figure 7C, we depict a snapshot
tions of the cortical interactions, we introduced a spatial

of a spontaneous map that occurred in a network simula-
falloff to the orientation-modulated interactions in the

tion with 	 
 0.6 and resembled the evoked map (Figure
2D model by multiplying them with a spatially isotropic

7D). The distribution of the SI in this simulation is shown Gaussian kernel with a length scale � (Equation [2] in
in Figure 7E, displaying a broad Gaussian-like shape. the Experimental Procedures). We found that for spatial
Finally, the temporal fluctuations of the SI are fast in scales as small as � 
 300 �m (Figure 7J), each column
this regime generating an ACF (data not shown) very receives recurrent input from columns with an effectively
similar to the one calculated in the H regime of the ring uniform distribution of POs leading to a negligible effect
model (Figure 4E). on the dynamics in both the single state and multiple

The distribution of ��
spike in this regime displays only state regimes. For smaller spatial scales, the interac-

a small bias (Figure 7F), equal roughly to 1/√Neff � 0.1. tions gradually lose their orientation-modulated struc-
However, because the empirical ��

spike measures the cor- ture, thereby disrupting the ring attractor and generating
relation between a global measure (e.g., the SI) and the spontaneous maps that no longer resemble evoked
activity of a single neuron, it is likely to be sensitive to ones.
the properties of this neuron, notably, its selectivity to Nonuniform Distribution of POs
orientation. Due to the diversity in the degree of orienta- The existence of a ring attractor in the dynamics relies
tion selectivity displayed by V1 neurons (Ringach et al., on the perfect uniformity of the distribution of POs. In
2002; Monier et al., 2003), we hypothesized that calculat- order to study the effects of a nonuniform distribution,
ing the SI for a highly selective neuron should generate we invoke the empirical angle map with its nonuniform
a substantial bias in the distribution of ��

spike. In order distribution of POs (Figure 6). Because the distribution
of the POs is not uniform, the network dynamics do notto test this hypothesis in the model, we increased the
support a marginal phase with a ring attractor even forselectivity of a column whose PO is � by strengthening
large values of 	. However, for sufficiently large valuesthe orientation modulated recurrent connections to this
of 	, two to three stable states may appear (Renart etcolumn. Amplifying these connections indeed amplified
al., 2003), depending on the form of the distribution ofthe tuning curve of this column (calculated for oriented
the POs. For the value of T/�n 
 2 that we used in theinputs) relative to that of an ordinary column in the net-
network simulations, a second stable state appears aswork (Figure 7G), thereby increasing its selectivity. Due
	 is increased above 1.15.to the structure of these connections (Equation [1] in

The nonuniformity of the distribution of the POs hasthe Experimental Procedures), the recurrent feedback
several effects on the single state regime. First, the longto this column during the ongoing activity is proportional

to ��. Therefore, strengthening the feedback to this col- time average of the pattern of inputs h( r
→
,t) is not homo-

geneous but displays a peak in orientation space nearumn should amplify the correlation between �� and the
� 
 0 (data not shown), due to the overrepresentationfiring rates of neurons in this column and thus generate
of this angle in the distribution of POs (Figure 6B). Sec-a large bias in the distribution of ��

spike. As expected,
ond, the scatter-plot of the projections of the spontane-the amplification of recurrent connections generated a
ous maps onto the subspace of evoked maps is ovalsubstantial bias in the distribution of ��

spike (Figure 7H).
shaped (Figure 8A), indicating that the fluctuations areThe mean spontaneous firing rate of this column was
mildly anisotropic in this subspace: the fluctuations par-also 40% higher than the rest of the population. Note

that in these simulations, we increased the recurrent allel to M
→

0
ev are broader than those parallel to M

→
�/4

ev, due
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the distribution of POs replaced the ring attractor with
only a small number of states (Renart et al., 2003).

The seminal studies of Grinvald and colleagues pro-
vide a novel perspective on the study of the structure
of ongoing activity in V1 (Tsodyks et al., 1999; Kenet et
al., 2003). In light of the present models, we are in a
position to inquire which of the scenarios—the single
state or the multiple state—better describes their empiri-
cal results concerning the statistics of the ongoing ac-
tivity.

Time Scale of the SI Fluctuations
The temporal fluctuations of the empirical SI are fast,
on the order of �80 ms (Kenet et al., 2003). This is
consistent with the single state regime where the fluctu-
ations are on the order of tens to one hundred millisec-
onds, reflecting the basic time constants of the dynam-
ics, moderately increased by the cortical connections.
On the other hand, in the multiple state regime, the time
scale of the fluctuations is long and scales with the size
of the network. The presence of correlations in the LGN
input dictates a time scale that is on the order of a
second long (Figure 7I), for a system whose size is
3 mm � 3 mm. If the system were larger (e.g., the whole
V1), the time scale could be many seconds long. In the
combinatorial multiple feature scenario, which general-
izes the ring model to a higher dimensional sphere, the

Figure 8. The 2D Model—Nonuniform Distribution of POs time scale of the fluctuations decreases as the recipro-
(A) The scatter plot of the projections of the spontaneous maps cal of the number of features. This means that in order

to attain the empirical time scale the number of featuresonto the evoked maps M
→

0
ev and M

→
�/4

ev for 	 
 0.6.
(B) Dependence of � on the orientation � of the evoked map for required is at least ten.
	 
 0.6.
(C) The distribution of � for 	 
 1.5.

The Shape of the Distribution of the SI
The empirical distribution of the SI is Gaussian-shaped
(Figure 1A), which agrees with the predictions of theto the overrepresentation of � 
 0. This anisotropy is

subsequently reflected in the dependence of the width single state scenario with moderate cortical feedback
(Figures 4B and 7E). In contrast, the multiple state ringof the distribution of the SI on the orientation � of the

evoked map used to calculate it (Figure 8B). As 	 is attractor scenario predicts a bimodal distribution (Figure
4G). In the combinatorial multiple feature scenario, theincreased into the two-state regime, the high gain ampli-

fies the effect of the nonuniformity of the distribution of distribution becomes Gaussian-like as the number of
encoded features is increased above five (Figure 5H).POs and generates a highly non-Gaussian SI distribution

(Figure 8C). In the Supplemental Data (http://www.neuron.org/cgi/
content/full/42/3/489/DC1), we show that the predicted
shape of the distribution of the SI in the different scenar-Discussion
ios is relatively insensitive to the measurement noise.

We have shown that in the unary multiple featuresWe have presented several network models of the large-
scale architecture and ongoing dynamics of V1. The scenario the statistics of the ongoing fluctuations re-

semble that of a “mixture density”: at any given instance,idealized ring model exhibited two qualitatively different
regimes of ongoing activity as a function of the effective the instantaneous map originates either from a manifold

resembling orientation maps or from a manifold of statesgain in the network: a single state regime, characterized
by high-dimensional Gaussian-like fluctuations of syn- which code for other features that are uncorrelated with

the orientation maps. This behavior results in an SI distri-aptic activity around a single background state; and
a multiple state regime, in which the system wanders bution with a pronounced non-Gaussian shape (Figure

5C). Another “mixture” scenario suggested by Kenet etbetween many attractor states that form a ring-shaped
manifold. The ring attractor encodes a single feature, al. (2003) is that the system spends most of the time in

a single background state but occasionally switches tonamely, orientation. Next, we considered generaliza-
tions of the ring attractor to attractors that encode multi- one of multiple cortical states (perhaps due to nonsta-

tionarity in the cortical gain). We modeled this scenariople visual features in either a unary or a combinatorial
fashion (Basole et al., 2003). Finally, the full 2D model, in the isotropic model by adding a global noise term

to the dynamics that causes the network to alternatewhich included spatial correlations in the LGN input and
spatial decay of cortical interactions, also exhibited both between the single state regime and the multiple state

regime. The resulting distribution was trimodal, resem-regimes when the distribution of the POs was uniform.
We found however that even a slight nonuniformity in bling the one generated in the unary multiple feature
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scenario (Figure 5C). The narrow central peak is due distribution of ��
spike and, furthermore, that this bias will

decrease if ongoing maps of a larger size are used.to the time spent in the single state regime, and the
remainder of the distribution is due to the time spent in
the multiple state regime. In conclusion, the “mixture” Nonuniformity of the Distribution of the POs
scenarios cannot account for the Gaussian-shaped em- In order for the model to support a multiple state sce-
pirical distribution. nario with a continuous attractor, the distribution of pre-

ferred features needs to be fine tuned. Our study indi-
cates, as does the recent study by Renart et al., thatThe Width of the Distribution of the SI
even a slight inhomogeneity in the distribution of POsthe empirical width is up to �0.2 (Figure 1A). The single
disrupts the “ring attractor” and replaces it with a smallstate of the ring model predicts a very narrow width, on
number of states (Renart et al., 2003). This raises the

the order of 1/√N, where N is the number of imaged
question of whether and to what degree the distribution

columns. Introduction of spatial correlations in the LGN
of POs in V1 is uniform. In the cat, early studies found

input yields an effective number Neff of DOF considerably
fairly uniform distributions (Bonhoeffer and Grinvald,

smaller than N. This, combined with a moderate cortical
1993; Muller et al., 2000), whereas recent studies have

feedback, yields SI distributions in the single state re-
found an overrepresentation of the horizontal and verti-

gime with widths similar to the empirical ones (Figure
cal orientations (Li et al., 2003; Wang et al., 2003). Addi-

7E). Cortical interactions encoding more features would
tionally, the cortex may possess mechanisms to com-

narrow the distribution further in the single state regime,
pensate for possible deviations from uniformity (Renart

requiring stronger cortical gain (	) to reproduce the em-
et al., 2003). The single state regime of the 2D model

pirical width. On the other hand, the multiple state re-
predicts that deviations from uniformity should be ob-

gime of either the single or the unary multiple feature
servable in the statistics of the ongoing activity: (1) the

models predicts a width that spans the full range of �1
temporal mean of the ongoing activity should have a

to 1 (Figures 4G and 5C). In the combinatorial multiple
finite projection on the subspace of evoked maps; and

feature model, the distribution becomes narrower as the
(2) the width of the distribution of the SI should change

number of encoded features is increased (Figure 5H),
as a function of the orientation of the stimulus used to

yielding a width of �0.2 for over ten features. In the
generate it (Figure 8B). This latter prediction was in fact

Supplemental Data (http://www.neuron.org/cgi/content/
borne out in the recent study of Kenet et al. (2003).

full/42/3/489/DC1), we show that measurement noise
reduces the width of the distribution of the SI. However,

Other Statistical Measuresin light of the high signal-to-noise ratio attained with
According to the multiple state scenario, a large portionthe improved VSDs used by Grinvald and colleagues
of the variance in the spontaneous maps resides within(Grinvald et al., 1999; Shoham et al., 1999), we expect
a low-dimensional subspace. In contrast, according tothe effect of measurement noise to be small.
the single state scenario, the total amount of variance inImportantly, the single state and the multiple state
the spontaneous maps that is attributable to fluctuationsscenarios make very different predictions regarding the
within this subspace is small, less than 10% in our 2Ddependence on image size. In the single state regime,
model (data not shown). The single state hypothesisincreasing the area of the imaged patch increases the
therefore predicts that applying the principal componentnumber of independent degrees of freedom in the image
method for uncovering a low-dimensional linear struc-and thus reduces the width of the SI. In contrast, in the
ture in a set of high-dimensional vectors (Jolliffe, 1986)multiple state scenario, in which the states are assumed
to the set of spontaneous maps will not single out theto be low dimensional and global, the width of the SI is
subspace of evoked maps. On the other hand, we havepredicted to be independent of the size of the imaged
found that the self-organized feature map (FM) algorithmpatch.
used by Kenet et al. (2003) is not a sensitive measure
of this issue, yielding similar results for both the single

Bias in the Distribution of the Spike-Triggered SI state and the multiple state scenarios. The FM algorithm
Our analysis predicts a small bias in the distribution of detects the dimensions in the data with maximal vari-

ance, even when this variance is small in comparison��
spike, on the order of 1/√Neff in the single state regime,

in contrast to a substantial bias in the multiple state with the total variance (see details in the Supplemental
Data at http://www.neuron.org/cgi/content/full/42/3/regime (Figure 4H). Indeed, the bias in the empirical

distribution is substantial (Figure 1B). However, this bias 489/DC1). In this work, we focused on the implication
of the system’s architecture and gain on the statisticsalso depends on the degree of orientation selectivity of

the neuron used to calculate it. Thus, in the single state of the ongoing activity. Analyzing the statistics of the
evoked activity requires further modeling assumptionsof the 2D model, a neuron with a large modulation depth

of response to oriented stimuli that also exhibits a high about the nature of the stimulus related inputs. This
issue is addressed in the Supplemental Data.spontaneous rate can generate a bias comparable to

the empirical one (Figure 7H). Indeed, in their work, Tso- In summary, we considered four scenarios for ongoing
activity in V1: the single state, the ring attractor, thedyks et al. indicated that the spike-triggered distribution

of the SI was calculated for neurons that both exhibited combinatorial multiple feature scenario, and the mixture
scenario. Of these, only the single state scenario anda high spontaneous firing rate and were strongly selec-

tive to orientation (Tsodyks et al., 1999). In summary, the combinatorial multiple feature scenario, encoding
at least ten features, are consistent with the empiricalthe single state hypothesis predicts that the majority of

the neurons will generate relatively small biases in the time scales of the fluctuations and the Gaussian-shaped
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distribution of the SI. We propose that these scenarios from the LGN, denoted �( r
→
,t), which is Gaussian noise with mean

T and variance �n
2. The noise is temporally correlated with an expo-can be distinguished by studying how the width of the

nential decay and a time constant � set to 50 ms; (2) the recurrentSI distribution is affected by the size of the area of V1
feedback from the other columns in V1, mediated by a matrix J of

being imaged: only in the single state scenario does this interactions (Equation [1] or [2]). Thus, the expression for the input
width decrease with the size of the imaged area. In to the column located at r

→
during the ongoing activity is given by

addition, the combinatorial multiple state scenario, in
which several features are represented by a continuous h( r

→
,t) 
 �

r
→

�

J r→, r→� m( r
→

�,t) � �( r
→
,t) (4)

attractor manifold, requires substantial fine tuning. The
degree of fine tuning required increases as the number Spatial Correlations in the LGN Input
of multiple features is increased. The overrepresentation In the 2D model, spatial correlations were generated in the LGN

input by filtering spatially white Gaussian noise through the spatiallyof cardinal orientations observed recently in the ongoing
isotropic filteractivity (Kenet et al., 2003) indicates a lack of such

fine tuning.
F r

→
, r
→

�
LGN � exp ��|| r

→
� r

→�||2

2�2 � (5)
Experimental Procedures

normalized such that
V1 Model Details
Architecture �

r
→

�

(F r
→

, r
→

�
LGN)2 
 1

The strength of interaction between orientation columns located at
points r

→
and r

→
� on the cortical surface is modeled as

so that the total variance of the input into each column is preserved.
� is the length-scale of the correlations. We used periodic boundary

J r→, r→� 

2	

N
cos2 (�( r

→
) � �( r

→�)) (1) conditions for the filtering.

where 	 represents the strength of the cortical interactions and N The Unary Multiple Feature Scenario
is a normalization by the number of columns in the network. In the To generate this scenario, we assume that (1) each cortical column,

in addition to its PO, now denoted �o, has also a preferred directionnetwork simulations we used N 
 784. �( r
→
) is the PO of the column

(PD), denoted �d; (2) the PDs are uniformly distributed (betweenlocated at point r
→
.

�180� and 180�) and the two preferred angles are spatially uncorre-In the 2D model, we also considered an architecture that modu-
lated; and (3) the cortical interactions include an additional termlates these interactions (Equation [1]) as a function of the distance
that is modulated by the difference in PDs of the interacting columnson the cortical surface between the interacting columns

J r→, r→� 

2	

N
[cos 2 (�o( r

→
) � �o( r

→
�)) � cos (�d( r

→
) � �d( r

→
�))] (6)J r→, r→� 
 2	A(|| r

→
� r

→�||) cos2 (�( r
→
) � �( r

→
�)) (2)

where A(x ) � exp(�x2/2�2) in which � is the length-scale of the
To induce alternations between states of �o and states of �d, we

interactions. A(|| r
→

� r
→�||) is normalized such that the sum over r

→
� replaced the constant bias T in the LGN input with a spatially uniform

with periodic boundary conditions is unity. Gaussian process. In the simulation (Figures 5B and 5C), we used
Empirical Map of POs a process with a mean of 2.5, a standard deviation of 5, and a time

scale of 100 ms. The standard deviation of the local noise �n wasThe map �( r
→
) of the POs appearing in Figure 6A is a portion of an

empirical “angle map” (Bonhoeffer and Grinvald, 1993). To generate 1 and 	 
 1.8.
this map, we used eight maps evoked in V1 of a cat by the presenta- The Three-Dimensional Spherical Model
tion of eight gratings of equally spaced orientations (courtesy of T. In the network simulations, each column was assigned two angles:
Kenet, A. Arieli, and A. Grinvald). The PO of each pixel was deter-

�j and φk. �j is spaced equally between �90� and 90� of orientation
mined by fitting a cosine to the modulation of its value across the (i.e., �j 
 ��j/n; j 
 �n/2 � 1,…,n/2, where n 
√N is an integer).
evoked maps. The angle map was coarse grained to contain 28 � The angle φk (between 0� and 180�), which represents spatial fre-
28 pixels corresponding to a 3 mm � 3 mm area of cortex. Strictly quency (Bressloff and Cowan, 2002, 2003), was chosen as follows
speaking, this empirical map does not represent the PO of the LGN
input because presumably it is affected by cortical interactions.

φk 
 arccos �1 �
2
n�k �

1
2��; k 
 1,…,n.

However, in our model, it can be shown that the differences between
the map of POs of the LGN input and that of the output are small,

This choice approximates a homogeneous density of states on theand we therefore neglect them.
surface of the sphere. The interaction between the column withIn order to generate a ring attractor in the full model, we homoge-
indices (j,k ) and the one with indices (j�,k�) is given bynized the nonuniform distribution of POs (Figure 6B) as follows. Let

{�k}k
1
N be the set of all empirical values of POs sorted from smallest

Jj k, j�k� 

3	

N
[sin φk sin φk� cos 2(�j � �j�) � cos φk cos φk�]. (7)to largest. We generated the homogenized map by replacing the

PO �k with (2k/N � 1) � 90 deg; k 
 1,…,N, while retaining its original
location on the two-dimensional map. The correlation coefficient
between the original and transformed angle map is 0.999. Acknowledgments
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