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ABSTRACT 

Some algebraic identities are presented which give expansions for determinants of 
square matrices in terms of permanents of principal submatrices, and vice versa. 
Particular cases of these reciprocal formulae yield the recurrence of Muir. 

Let X=diag(x,,x,,..., x,,) be a diagonal matrix, and A=(aij),Gi,jG” 
a n X n matrix. For Xc [n] = {1,2,...,n}, A[X] denotes the principal 
submatrix of A with row and column labels in X, and X, denotes the product 
of elements of X with indices in X. For u E D( X ), the set of divisions 
(ordered partitions with no empty parts) of h, l(u) is defined to be the 
number of nonempty parts of u. In particular, we set D( 0) = 0 and 
X, = det( A[ 0 1) = per( A[ 01) = 1 for the empty set 0. For brevity, the 
following notation will be used throughout the paper: 

where u = oui E D(X). On the basis of these preliminaries, we are ready to 
state our main results. 
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THEOREM 1. Let Xc denote the complement of X in [n], and 1x1 the 
order of A. There holds the identity 

det(X+A)= c c (-I) ‘X’tL(0)XX’ per( A,). 
h G [n] D E D(h) 

(I) 

Before proving the theorem we state an interesting consequence as 
follows. 

COROLLARY 2. 

det(A) = c ( - l)niL((T)per(AO). 
0 E DOnI) 

(2) 

Proof of theorem. It is obvious that 

det(X + A) = c X,.det(A[X]). 
x !z [n] 

Hence it suffices to show that 

det(A[X]) = C ( - l)‘X’+““‘per(A,) 
old 

or equivalently to show the truth of (2). 
For each permutation w of [n], denote by [w] P( A) the coefficient of 

nairuCij in the polynomial function P(A). Suppose the cyclic type of w is 
(1”‘2”2... ncn), i.e., the decomposition of w into disjoint cycles has c, cycles of 
length i (1~ i < n). Then [w]per(A.) = 1 f i and only if the factors of cyclic 
decomposition for w constitute the parts of a; otherwise [w] per(A) = 0. Let 
d(n, k) denote the number of ways distributing n distinct balls into k 
distinct boxes with no boxes being empty. Then we have a known expression 

d(n,k)= c (-l)k-i(t)in. 
i=O 
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Withc=c,+ca+ . ..+c.,wehave 

bl c C-1) “+‘(‘)per(A,) = c (- l)“+“‘“‘[w]per(AO) 
0 E Nnlj 0 E Nnl) 

= $,( - l)“+Wc, k) 

=(-l),+‘= [w]det(A). 

The last step follows from the fact that (c + 1)th difference of I’ with respect 
to x is equal to zero. Hence for each permutation w of [n], the coefficients of 
[w] on both sides of (2) are identical, i.e., (2) holds. This completes the proof 
of Theorem 1. n 

At the end of last century, Muir [2] established a recurrence relation 
between permanents and determinants (cf. [ll) which can be restated as 
follows: 

PROPOSITION 3. 

c (- l)‘“‘per(A[X’])det(A[X]) = 0. 
hc[nl 

(3) 

This can be verified directly by means of Corollary 2. In fact, substitution 
of (2) into the left-hand side of (3) gives 

c c ( - l>““‘per(A[~])per(A.) 
Ac[n] oeD(X) 

= c (- l)““‘per( A,) + c 
0 = D(lnl) 

hc[nl OE:(k,(-l)i(V)per(A[hr-])per(A,) 

= c (- l)““‘per( A,) + c ( - 1)““‘-‘per(A.) = 0. 
0 E Nnl) 0 E D([nl) 

Hence (2) yields Muir’s recurrence (3). 
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Notice that (3) is symmetric in det and per. This suggests the following 
dual results for (l)-(2), which can be proved by the same methods. 

THEOREM 4. 

per(X+A)= c X~[nl z_( - l)‘h’+L(o)Xh’ det(A,). (4) 

COROLLAFiY 5. 

per(A) = c ( - l)n+L(0)det(A,,). 
0 E WInI) 

(5) 

Next we shall discuss some applications of the identities just established. 
Before doing so some definitions should be introduced. Denote by (E) the 
multiset { 1”L12”12.. . nmn }. If we define D(( FL)) and g”(( m)) as the sets of 
divisions of (m) whose parts are subsets of (El) and [n] respectively [i.e., 
the distinction between D(( ?n)) and OO((E)) is just that the former 
includes the multisets as possible parts while the latter does not], then we 
have the following expansions. 

THEOREM 6. 

per-‘( Z - XA) = EXE 
iii 

dett’(Z - XA) = EXE c ( - l)‘“‘+““‘det(A,), (7) 
is o E Do(@)) 

where I denotes the identity matrix, Fii = (m,, m2,. , . , m,) the nonnegative 
integer vector of n dimensions with coordinate sum IiiiJ, and X”’ = ll:_,xp’~. 

Proof. Note that 

per(Z-XA)=l+ c X, c ( - l)““‘det(A,) 
erChC[rl] oeD(h) 
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by (4). Hence 

per-‘(I - XA) = F( - l)‘( c 
0cXc[n] 

X,OCGCh,( - I)“.‘det(AO))x 

=xX”’ c (-1)““n c ( -l)“O’det(A,) 
is A E D”((iii)) i=r 0~n(A,) 

= xx6 c (_ l)l”l+“X’per(AA). 

iii A E iY((Fii)) 

The last step follows from (5). This completes the proof of (6). Dually we can 
give a similar derivation for (7). n 

By comparing (2) and (5) with (6)-(7) we obtain the following interest- 
ing consequences, in which [X “1 P( X ) denotes the coefficient of X K in the 
expansion of the formal power series P(X). 

PROPOSITION 7. 

det(A)= [~~“~...“~]per-‘(I-xA), (8) 

per(A)= [x,x,...x.]det-‘(Z-XA). (9) 

The second of these is a special case of MacMahon’s master theorem. In fact, 
the summation region D”(( Ci)) for the right hand side of (7) can be replaced 
by D(( E)) because the repeated indices in one part of u will force det(A.) 
to be zero. It follows again from (5) that 

Per(A(,) > 
= 

Fl;= 17)2k! 
1 ( - l)‘C’tL”‘)det( A,), (16) 

CI E Do(@)) 

where A(,) denotes the matrix in which the first m, rows are identical with 
row suffix equal 1, the next m2 rows are identical with row suffix equal to 2, 
etc., and the columns are indexed similarly. It has been shown by Vere-Jones 
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[3] that (10) is equivalent to the master theorem. An intriguing open question 
is whether (10) admits a dual proposition related in a similar way to (6). 

The author is most grateful to the referee for suggesting several helpful 
comments on the earlier version of this paper. 
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