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Abstract

We prove the existence of an invariant measure µ for the transition semigroup Pt associated with the
fast diffusion porous media equation in a bounded domain O ⊂ Rd , perturbed by a Gaussian noise. The
Kolmogorov infinitesimal generator N of Pt in L2(H−1(O), µ) is characterized as the closure of a second-
order elliptic operator in H−1(O). Moreover, we construct the Sobolev space W 1,2(H−1(O), µ) and prove
that D(N ) ⊂ W 1,2(H−1(O), µ).
c© 2010 Elsevier B.V. All rights reserved.

MSC: 60J10; 47D07

Keywords: Fast diffusion equations; Stochastic equations; Invariant measure; Sobolev space; Kolmogorov equations

1. Introduction

We are concerned with the following stochastic problem in a bounded domain O of Rd :dX (t, ξ) = 1β(X (t, ξ))dt +
√

QdW (t, ξ), ξ ∈ O,
X (t, ξ) = 0, ∀ ξ ∈ ∂O,
X (0, ξ) = x(ξ), ∀ ξ ∈ O,

(1.1)

where

β(r) = a|r |αsgn r, α ∈ [0, 1], a > 0, ∀ r ∈ R.

∗ Corresponding author.
E-mail address: daprato@sns.it (G. Da Prato).

0304-4149/$ - see front matter c© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2010.03.007

http://www.elsevier.com/locate/spa
mailto:daprato@sns.it
http://dx.doi.org/10.1016/j.spa.2010.03.007


1248 V. Barbu, G. Da Prato / Stochastic Processes and their Applications 120 (2010) 1247–1266

We denote by {ek} and {αk} eigensequences of the Laplace operator in O endowed with Dirichlet
boundary conditions,

1ek = −αkek, ∀ k ∈ N.

Let A = −∆ with D(A) = H2(O) ∩ H1
0 (O). We shall assume that the boundary ∂O of O is

sufficiently smooth (of class C2 for instance) or that O is convex.
Here W is a cylindrical Wiener process in L2(O) of the form

W (t) =
∞∑

k=1

ek Wk(t), ∀ t ≥ 0,

where {Wk} is a sequence of independent real Brownian motions on a filtered probability space
(Ω ,F , {Ft }t≥0,P) and√

Q W (t) =
∞∑

k=1

√
Q ek Wk(t), ∀ t ≥ 0.

We take Q ∈ L(L2(O)) such that

Qek = qkek, ∀ k ∈ N,

where {qk} is a sequence of nonnegative numbers such that

Tr [A−1 Q] =
∞∑

k=1

α−1
k qk <∞.

This condition is fulfilled for qk → 0 sufficiently fast. In fact we shall need a stronger assumption
in what follows. (See Proposition 2.6 below.)

For the sake of simplicity we shall take in the following a = 1 (here and everywhere in the
following we shall denote by Tr the trace in the space L2(O)).

We introduce the nonlinear operator F in H−1(O){
F(x) = −∆(|x |αsgn x), ∀ x ∈ D(F),
D(F) = {x ∈ L1(O) ∩ H−1(O) : |x |αsgn x ∈ H1

0 (O)},
(1.2)

where sgn x = x
|x | if x 6= 0, sgn 0 = [−1, 1]. By a classical result (see e.g. [1, Proposition 2.12])

we know that if α > 0 then F is maximal monotone on H−1(O). Then we may write (1.1) as{
dX (t)+ F(X (t))dt =

√
QdW (t), ∀ t ≥ 0,

X (0) = x ∈ H−1(O).
(1.3)

Definition 1.1. A solution X to (1.1) is an adapted stochastic process X (t), t ≥ 0, with values
in H−1(O) such that (see [3,4])

X ∈ L2
W (Ω;C[0, T ]; H−1(O)) ∩ Lα+1(Ω × [0, T ] × O)

and for all k ∈ N and all t ≥ 0 we have

〈X (t), ek〉2 + αk

∫ t

0
〈|X (s)|αsgn X (s), ek〉2ds = 〈x, ek〉2 +

√
qk Wk(t), P-a.s. (1.4)
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Existence and uniqueness of solutions for Eq. (1.1) for general classes of monotone functions
β were established in [3–6,10,11,13]. Moreover in [10] proof was given for the existence of an
invariant measure for C1 functions β satisfying the condition

k0|x |
m−1
≤ β ′(x) ≤ k1|x |

r−1
+ C2, r > 1, k0, k1 > 0.

In [2] proof was given for the existence of a probability measure µ, infinitesimally invariant,
for the Kolmogorov operator N0 associated with (1.1) and the essential dissipativity of N0 in
the space L2(H−1, ν) where ν is an excessive probability measure with respect to N0. (See also
[10,11].)

Here we shall prove the existence of an invariant measure µ for (1.1) (see Theorem 3.2) and
we shall describe the corresponding Kolmogorov operator N , i.e., the infinitesimal generator of
the transition semigroup Pt associated with (1.1), as the closure in L2(H−1(O), µ) of the elliptic
infinite dimensional operator

N0ϕ =
1
2

Tr [A−1 Q D2ϕ] − 〈β(x), D1ϕ〉2.

(See Theorem 4.4.) Moreover, the last section is devoted to proving the closability of the gradient
in L2(H−1, µ) and to defining the Sobolev space W 1,2(H−1, µ). Finally, we show that the
domain D(N ) of N is included in W 1,2(H−1, µ).

For α ∈ (0, 1) the equation considered here is known in the literature as the “fast diffusion
equation” and it models diffusion in plasma physics (see e.g. [7,8,14]), curvature flows and self-
organized criticality in sandpile models. (The case α = 0 was recently studied in [4].)

It should be mentioned, however, that the methods used in [2,10–13] for studying the
Kolmogorov equation associated with (1.1) are not applicable in the present situation due to
the singularity of β ′ at the origin and so a sharper analysis was necessary.

We shall use the following notation.

• L p(O) with norm | · |p, p ≥ 1 and inner product 〈·, ·〉2 when p = 2.
• H1

0 (O) is the standard Sobolev space on O with norm denoted as ‖ · ‖1.

• H−1(O) is the dual of H1
0 (O) with norm ‖ · ‖−1, and inner product 〈x, y〉−1 =

−〈∆−1x, y〉2, x, y ∈ H−1(O). Sometimes we shall write H−1 for short, instead of H−1(O)
and L2, instead of L2(O).

If H is a Hilbert space we shall denote by D1ϕ the differential of ϕ : H → R and by D2ϕ the
second differential. If B ∈ L(H) = L(H, H) is a trace class operator we shall denote its trace
by TrH B. By Ck

b (H), k = 1, 2, we shall denote the space of differentiable functions of order k
with k derivative continuous and bounded on H . Finally, Bb(H) will represent the space of all
Borelian bounded functions on H .

We shall use notation from [4,9] for spaces of adapted processes with values in H1
0 (O),

H−1(O) or L p(O), p ≥ 2.

2. The approximating problem

Note that β is m-accretive in R and denote by βε, ε > 0, its Yosida approximation, i.e.,

βε(r) =
1
ε
(r − Jε(r)), ∀ r ∈ R,
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where

Jε = (1+ εβ)−1, ∀ ε > 0.

We set

β̃ε(r) = βε(r)+ εr, ∀ r ∈ R.

Since β̃ε is Lipschitz continuous and strongly monotone the stochastic equation{
dXε(t)−1β̃ε(Xε(t))dt =

√
QdW (t),

Xε(0) = x ∈ H−1(O),
(2.1)

has a unique solution

Xε ∈ L2
W (Ω;C([0, T ]; H−1O)) ∩ L2(Ω × [0, T ]; H1

0 (O)).

(See [4, Proposition 3.4].)
We set

jε(r) :=
∫ r

0
βε(r)dr. (2.2)

Lemma 2.1. We have

rβε(r) ≥ jε(r), ∀ r ∈ R. (2.3)

Moreover for any α ∈ (0, 1) we have

β ′ε(r) =
α|Jε(r)|α−1

1+ αε|Jε(r)|α−1 , ∀ r ∈ R (2.4)

and for α = 0

β ′ε(r) =

{
0 for |r | > ε

1 for |r | < ε.

Proof. Since jε is convex we have

jε(s)− jε(r) ≥ βε(r)(s − r), ∀ r, s ∈ R.

Setting s = 0 yields (2.3).
Let us show (2.4). Set s = Jε(r) = (1+ εβ)−1(r), so r = s + εβ(s). If s 6= 0 we have

1 =
ds

dr
+ αε|r |α−1 ds

dr
=

ds

dr
(1+ αε|s|α−1).

Hence

J ′ε(r) =
ds

dr
=

1

1+ αε|Jε(r)|α−1 .

Therefore

β ′ε(r) =
α|Jε(r)|α−1

1+ αε|Jε(r)|α−1 . (2.5)
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In the case α = 0 we have

βε(r) =

{
sign r for |r | > ε

r for |r | < ε

and this implies the desired formula for β ′ε . �

2.1. A few estimates for the approximating equation

We shall give below a few estimates for the solution Xε to (2.1). We begin with an estimate
for E‖Xε(t)‖2−1.

Proposition 2.2. If x ∈ H−1 we have

E‖Xε(t)‖2−1 + 2E
∫ t

0

∫
O
βε(Xε(s))Xε(s)dsdξ = ‖x‖2

−1 + tTr [Q A−1
]. (2.6)

Proof. By Itô’s formula applied to ‖Xε(t)‖2−1, we have

d‖Xε‖2−1 = 2〈1βε(Xε)dt +
√

QdW (t), Xε〉−1 + Tr [Q A−1
]dt

= −2〈βε(Xε), Xε〉2dt +
〈√

QdW (t), Xε
〉
−1
+ Tr [Q A−1

]dt.

Taking the expectation yields (2.6). �

Let us now estimate E|Xε(t)|22 (we refer the reader to [3] and [3] for a justification of Itô’s
formula for Eq. (2.8) below).

Proposition 2.3. Assume that TrQ <∞. Then, if x ∈ L2(O) we have

E|Xε(t)|22 + 2E
∫ t

0

∫
O
β ′ε(Xε(s))|∇Xε(s)|

2dξds ≤ |x |22 + tTr Q. (2.7)

Proof. The proof is exactly the same as that of [4, Proposition 3.4], so it will only be outlined.
Namely, we consider the equation{

dXλε (t)+ (Fε)λ(X
λ
ε (t))dt =

√
QdWt ,

Xλε (0) = x,
(2.8)

where (Fε)λ is the Yosida approximation of Fε = −1β̃ε with the domain {x ∈ L1(O) ∩
H−1(O) : β̃ε(x) ∈ H1

0 (O)}. Then applying Itô’s formula with ϕ(x) = 1
2 |x |

2
2 and taking into

account that

(Fε)λ(X
λ
ε ) = −1β̃ε(Y

λ
ε ), Y λε = (1+ λFε)

−1(Xλε ),

we get

E|Xλε (t)|
2
2 + 2E

∫ t

0
〈(Fε)λ(X

λ
ε (s)), Xλε (s)〉2ds = |x |22 + tTr Q. (2.9)

On the other hand, we have

〈(Fε)λ(X
λ
ε ), Xλε 〉2 = 〈Fε(Y

λ
ε ), Y λε 〉2 + λ|(Fε)λ(X

λ
ε )|

2

= −〈1β̃ε(Y
λ
ε ), Y λε (x)〉2 + λ|(Fε)λ(X

λ
ε )|

2
2. (2.10)
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So, substituting in (2.9) and using Green’s formula yields

E|Xλε (t)|
2
2 + 2E

∫ t

0

∫
O
β̃ ′ε(Y

λ
ε (s))|∇Y λε (s)|

2
2dsdξ ≤ |x |22 + tTr Q. (2.11)

Recalling that by [4, Proposition 3.4] we have

lim
λ→0

Xλε = Xε strongly in L2(Ω × [0, T ] × O),

we obtain that

lim
λ→0

Y λε = Xε strongly in L2(Ω × [0, T ] × O). (2.12)

Moreover, since β̃ ′ε ≥ ε it follows by (2.10) and (2.11) that {Y λε } is bounded in
L2(0, T ; L2(Ω , H1

0 (O))) and so

lim
λ→0

Y λε = Xε weakly in L2(0, T ; L2(Ω , H1
0 (O))),

i.e.,

lim
λ→0
∇Y λε = ∇Xε weakly in L2(Ω × [0, T ] × O). (2.13)

Now by (2.11) and (2.5) we see that

lim
λ→0
|β̃ ′ε(Y

λ
ε )− β̃

′
ε(Xε)| = 0, a.e. in Ω × (0, T )× O

and

|β̃ ′ε(Y
λ
ε )− β̃

′
ε(Xε)| ≤ C, a.e. in Ω × (0, T )× O.

This implies that

lim
λ→0
∇Y λε [β̃

′
ε(Y

λ
ε )]

1/2
= ∇Xε[β̃

′
ε(Xε)]

1/2 weakly in L2(Ω × [0, T ] × O)

and therefore by weak lower semicontinuity of the integral, we have

lim inf
λ→0

E
∫ t

0

∫
O
β̃ ′ε(Y

λ
ε (s))|∇Y λε (s)|

2
2dsdξ ≥ E

∫ t

0

∫
O
β̃ ′ε(Xε(s))|∇Xε(s)|

2
2dsdξ.

Then by (2.9) and (2.11) the conclusion (2.7) follows. �

We have a similar estimate for E|Xε(t)|2m
2m .

Proposition 2.4. Assume that
∑
∞

k=1 qk‖ek‖
2
∞ <∞. Then, if x ∈ L2m(O) and m > 1

2 we have

E|Xε(t)|2m
2m + 2m(2m − 1)E

∫ t

0

∫
O
β ′ε(Xε(s))|Xε(s)|

2m−2
|∇Xε(s)|

2dξds

≤ |x |2m
2m + m(2m − 1)

∞∑
k=1

qkE
∫ t

0

∫
O
|Xε(s)|

2m−2e2
k dξds. (2.14)
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Proof. One proceeds as in the proof of Proposition 2.3, i.e. one applies Itô’s formula to the
function ϕ(x) = 1

2 |x |
2m
2m and to Eq. (2.8). One gets as above

E|Xλε |
2m
2m + 2m

∫
O
(β̃ε)(Y

λ
ε (s))|Y

λ
ε (s)|

2m−2
|∇Y λε (s)|

2dξds

= |x |2m
2m + m(2m − 1)

∞∑
k=1

qkE
∫ t

0

∫
O
|Y λε (s)|

2m−2e2
k dξds

and let λ→ 0 to get by (2.12), (2.13) estimate (2.14). �

By (2.14) we have:

Corollary 2.5. Assume that
∑
∞

k=1 qk‖ek‖
2
∞ < ∞. Then, if x ∈ L2m(O), m ∈ N, there exists

CT > 0 independent of ε such that

E|Xε(t)|2m
2m + 2m(2m − 1)E

∫ t

0

∫
O
β ′ε(Xε(s))|Xε(s)|

2m−2
|∇Xε(s)|

2dξds

≤ CT (1+ |x |2m
2m), ∀ t ∈ [0, T ]. (2.15)

2.2. Existence for equation (1.1)

Proposition 2.6. Assume that
∑
∞

k=1 qk‖ek‖
2
∞ < ∞. Then if x ∈ H−1(O) and

∫
O |x |

2αdξ <
∞, α ≥ 0 problem (1.1) has a unique solution.

Proof. The existence and uniqueness of a solution to (1.1) was proved earlier in [2,3,5] for more
general β. Here we give, however, for later use a direct proof relying on Proposition 2.4.

Let us show that sequence {Xε} is Cauchy in L2
W (Ω;C([0, T ]; H−1(O))), where Xε is the

solution to (2.1). In fact, for ε, η > 0 we have by (2.1)

d
dt
(Xε − Xη) = 1β̃ε(Xε)− 1̃βη(Xη), P-a.s.

Multiplying both sides, in scalar fashion, in H−1(O) by Xε − Xη yields

1
2

d
dt
|Xε − Xη|

2
−1 − 〈1βε(Xε)−1βη(Xη), Xε − Xη〉−1 + ε|∇Xε −∇Xη|

2
2 = 0,

P-a.s.,

and therefore
1
2

d
dt
|Xε − Xη|

2
−1 + 〈βε(Xε)− βη(Xη), Xε − Xη〉2 ≤ 0, P-a.s.

It follows that
1
2

d
dt
|Xε − Xη|

2
−1 + 〈β(Jε(Xε))− β(Jη(Xη)), Jε(Xε)− Jη(Xη)〉2

+〈βε(Xε)− βη(Xη), εβε(Xε)− ηβη(Xη)〉2 ≤ 0.

Therefore, we have

d
dt
|Xε − Xη|

2
−1 ≤ 2(ε + η)

(
|βε(Xε)|

2α
2α + |βη(Xη)|

2α
2α

)
≤ 2C(ε + η)

(
1+ |Xε |2α2α + |Xη|

2α
2α

)
.
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Consequently,

E sup
t∈[0,T ]

|Xε − Xη|
2
−1 ≤ 2C(ε + η)

∫ T

0
(1+ |Xε(s)|2α2α + |Xη(s)|

2α
2α)ds,

and by Proposition 2.3 it follows that {Xε} is Cauchy in L2(Ω;C([0, T ]; H−1(O))) and so, it is
convergent to an element X ∈ L2(Ω;C([0, T ]; H−1(O))).

It is easily seen that X is a solution of (1.1). �

3. The invariant measure

We shall assume here that
∑
∞

k=1 qk‖ek‖
2
∞ < ∞. We denote by Pt the transition semigroup

associated with Eq. (1.1), i.e.,

Ptϕ(x) := E[ϕ(X (t, x))], ∀ ϕ ∈ Bb(H
−1), x ∈ H−1, t ≥ 0

where X (t, x) is the solution to (1.1).
We notice that Pt is Feller, that is Ptϕ ∈ Cb(H−1) for all ϕ ∈ Cb(H−1) and all t ≥ 0. This

an easy consequence on the fact that X (t, x) depends continuously on x in the topology of H−1.

Lemma 3.1. If m ∈ [1, 2] then the following estimate holds:

1
T

E
∫ T

0
|X (s, x)|2m+α−1

p∗(2m+α−1)/2ds ≤
C1

T
|x |2m

2m + C2, ∀ T > 0, x ∈ L2m(O), (3.1)

where p∗ = 2d
d−2 if d > 2, p∗ ∈ [2,∞) if d = 1, 2.

Proof. By Proposition 2.4 and by (2.5) we see that

1
2m

E|Xε(t)|2m
2m + (2m − 1)E

∫ t

0

∫
O

(
α|Jε(Xε(s))|α−1

1+ αε|Jε(Xε(s))|α−1 + ε

)
|Xε(s)|

2m−2
|

×∇Xε(s)|
2dsdξ ≤ |x |2m

2m + (m − 1/2)
∞∑

k=1

qkE
∫ t

0

∫
O
|Xε(s)|

2m−2e2
k dξds.

Taking into account that Jε is non-expansive, that is

|Jε(ξ)− Jε(η)| ≤ |ξ − η|, ∀ ξ, η ∈ R,

we have

|Jε(x)| ≤ |x |, |∇ Jε(x)| ≤ |∇x | a.e. in O, ∀ x ∈ H1
0 (O).

Then we obtain that

1
2m

E|Xε(t)|2m
2m + α(2m − 1)E

∫ t

0

∫
O

(
α|Yε(s)|2m−3+α

1+ αε|Yε(s)|α−1

)
|∇Yε(s)|

2dsdξ

≤ |x |2m
2m + CE

∫ t

0

∫
O
|Xε(s)|

2m−2dξds, ∀ ε > 0,

where Yε(s) = Jε(Xε(s)). Equivalently,

1
2m

E|Xε(t)|2m
2m + CαE

∫ t

0

∫
O
|∇gε(Yε(s))|

2dsdξ

≤ |x |2m
2m + CE

∫ t

0

∫
O
|Xε(s)|

2m−2dξds, ∀ ε > 0. (3.2)
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Here gε : R→ R is defined by

gε(r) :=
∫ r

0

(
z2m−3+α

1+ αεzα−1

)1/2

dz, ∀ r ≥ 0.

Next by the Sobolev embedding theorem we have for p∗ = 2d
d−2 if d > 2, p∗ ∈ [2,∞) if

d = 1, 2,

E
∫ t

0

∫
O
|∇gε(Yε(s))|

2dsdξ ≥ CE
∫ t

0
|gε(Yε(s))|

2
p∗ds. (3.3)

(Here and everywhere in the following we shall denote by C several positive constants indepen-
dent of ε.)

On the other hand, by the integral mean theorem we have

gε(r) ≥
∫ r

0

zm−3/2+α/2

1+ (αε)1/2z(α−1)/2
dz =

∫ r

0

zm−1

z(1−α)/2 + (αε)1/2
dz

=
2

1− α

∫ r
1−α

2

0

u
2m−1+α

1−α

u +
√
αε

du =
g̃

m
rm

where

g̃ ∈

[
1

r
1−α

2 + (αε)1/2
,

1

(αε)1/2

]
.

Hence

gε(r) ≥
rm

m
(

r
1−α

2 + (αε)1/2
) , ∀ r ≥ 0.

This yields

gε(r) ≥
rm

m
(

r
1−α

2 + r
1−α

2

) = 1
2m

rm− 1−α
2 if r ≥ (αε)

1
1−α .

For 0 < r < (αε)
1

1−α we have (because gε(r) ≤ 1
2m−1+α r

2m−1+α
1−α )

gε(r) ≥ −
1

2m − 1+ α
(αε)

2m+α−1
2(1−α) .

Hence for all r > 0 we have

gε(r) ≥ C
(

r
2m−1+α

2 − Cε
2m−1+α
2(1−α)

)
. (3.4)

By (3.2), (3.3) and (3.4) we obtain that

1
2m

E|Xε(t)|2m
2m + CE

∫ t

0
|Yε(s)|

2m+α−1
p∗(2m+α−1)/2ds

≤ |x |2m
2m + CE

∫ t

0
|Xε(s)|

2m−2
2m−2ds + Cε

m−1+α
2(1−α) , ∀ ε > 0. (3.5)
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On the other hand, we have by (2.3) and by estimate (2.6) that

E
∫ t

0

∫
O

jε(Xε(s))dsdξ ≤ C, ∀ ε > 0.

This yields

E
∫ t

0

∫
O
|Xε(s)− Yε(s)|

2dsdξ ≤ Cε, ∀ ε > 0,

because

jε(r) =
1
2ε
|r − Jε(r)|

2
+ j (Jε(r)), ∀ r ∈ R.

Then for 2m − 2 ≤ 2 (i.e., 1 ≤ m ≤ 2 as we assumed) we have for ε small enough

E
∫ t

0
|Xε(s)|

2m−2
2m−2 ds ≤ E

∫ t

0
|Yε(s)|

2m−2
2m−2 ds + Cε

and substituting in (3.5) we obtain that

1
2m

E|Xε(t)|2m
2m + CE

∫ t

0
|Yε(s)|

2m+α−1
p∗(2m+α−1)/2ds

≤ |x |2m
2m + CE

∫ t

0
|Xε(s)|

2m−2
2m−2ds + Cε, ∀ ε > 0. (3.6)

Now taking into account that for any δ > 0 there exists Cδ > 0 independent of ε such that

|r |2(m−1)
≤ δ|r |2m+α−1

+ Cδ, ∀ r ∈ R,

we obtain by (3.6) that

1
2m

E|Xε(t)|2m
2m +

1
2

CE
∫ t

0

∫
O
|Yε(s)|

2m+α−1
p∗(2m+α−1)/2dsdξ ≤ |x |2m

2m + Cεt,

∀ ε > 0, t > 0. (3.7)

Now letting ε → 0 in (3.7) and recalling that limε→0(Xε − Yε) = 0 in L2(Ω × [0, T ] × O)
and Xε → X in L2(Ω;C([0, T ]; H−1(O))), we obtain by the weak lower semicontinuity of the
norm that X satisfies (3.1) as claimed. �

Theorem 3.2 below is the main result of this section.

Theorem 3.2. For each α ∈ [0, 1] there exists at least one invariant measure µ for Pt , i.e.,∫
H−1

Ptϕ(x)µ(dx) =
∫

H−1
ϕ(x)µ(dx), ∀ ϕ ∈ Bb(H

−1).

Moreover, one has

support µ ⊂ L p∗(3+α)/2(O), (3.8)∫
H−1
|x |3+αp∗(3+α)/2µ(dx) <∞, (3.9)

where p∗ was defined in Lemma 3.1.
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Proof. We shall use estimate (3.1) for m = 2. We set

µT =
1
T

∫ T

0
πt,x dt ∀ T > 0,

where πt,x is the law of X (t, x). Let x ∈ L4(O). Since by the Sobolev theorem the embedding
of L p∗(3+α)/2(O) into H−1(O) is compact we see that the set

MR := {x ∈ L p∗(3+α)/2(O) : |x |p∗(3+α)/2 ≤ R}

is compact in H−1(O). Also by Lemma 3.1 we have that

µT (M
c
R) ≤ C1

|x |44
T R3+α +

C2

R3+α .

Hence {µT }T>1 is tight and so, by the Prokhorov theorem, it is weakly convergent (on a
subsequence Tn ↑ ∞) to an invariant measure µ of Pt . Clearly we have

µT (M
c
R) ≤

C2

R3+α , ∀ R > 0,

and this implies that also µ(L p∗(3+α)/2(O)) = 1 as claimed.
It remains to prove (3.9), i.e. that

|x |p∗(3+α)/2 ∈ L3+α(H−1, µ).

With this purpose we shall use estimate (3.1) where x is replaced by x
1+ε|x |2m

.

If X ε = X ε(t, x) is the corresponding solution to (1.1) we have by (3.1) that

1
T

E
∫ T

0
|X ε(t, x)|2m+α−1

p∗(2m+α−1)/2dt ≤
C1

T

|x |2m
2m

(1+ ε|x |2m)2m
+ C2, ∀ T > 0, x ∈ L2m(O)

and by the invariance of measure µ,

1
T

∫
H−1

µ(dx)E
∫ T

0
|X ε(t, x)|2m+α−1

p∗(2m+α−1)/2dt =
∫

H−1

|x |2m+α−1
1
2 p∗(2m+α−1)

(1+ ε|x |2m)2m+α−1 µ(dx),

∀ T > 0.

Hence∫
H−1

|x |2m+α−1
1
2 p∗(2m+α−1)

(1+ ε|x |2m)2m+α−1 µ(dx) ≤
C1

T

∫
H−1

|x |2m
2m

(1+ ε|x |2m)2m
µ(dx)+ C2,

∀ T > 0, ε > 0.

Then letting ε → 0 it follows by Fatou’s lemma that (3.9) holds. This completes the proof. �

Remark 3.3. The problem of uniqueness of invariant measure µ remains open.

4. The Kolmogorov equation

Everywhere in this section we shall assume that
∑
∞

k=1 qk‖ek‖
2
∞ <∞.

We denote by X (t, x) the solution of (1.1) and by Pt the corresponding transition semigroup

Ptϕ(x) = E[ϕ(X (t, x))], ∀ t ≥ 0, x ∈ H−1(O), ϕ ∈ Bb(H
−1).
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It is well known that Pt has a unique extension to a contraction C0-semigroup in L2(H−1, µ),
still denoted Pt (see e.g. [9]). The corresponding infinitesimal generator will be denoted by N .
The Kolmogorov equation associated with Eq. (1.1) is the infinite dimensional elliptic equation
in H−1

λϕ − Nϕ = f.

Set

N0ϕ : =
1
2

TrH−1 [Q D2ϕ] + 〈F(x), D1ϕ〉−1

=
1
2

TrL2 [A−1 Q D2ϕ] − 〈β(x), D1ϕ〉2, ∀ ϕ ∈ D(N0), (4.1)

where

D(N0) := {ϕ ∈ C2
b(H

−1) ∩ C1
b(H

1
0 ) : D2ϕA ∈ Cb(L(L

2))}.

(Here A = −∆ with D(A) = H2((O))∩ H1
0 ((O)).) Notice that D(N0) is dense in L2(H−1, µ).

Our aim is to prove that N0 is a core for N . We shall prove first:

Proposition 4.1. N is an extension of N0.

Proof. Let ϕ ∈ D(N0). By Taylor’s formula we have

ϕ(X (t, x))− ϕ(x) = 〈D1ϕ(x), X (t, x)− x〉−1 +
1
2
〈D2ϕ(x)(X (t, x)− x),

X (t, x)− x〉−1 + R(t, x),

where ‖R(t, x)‖−1 = o(t) as t → 0. We obtain that

1
t
(Ptϕ(x)− ϕ(x)) = −E

1
t

∫ t

0
〈D1ϕ(x), β(X (s, x))〉2ds

+
1
2t

E
∫ t

0
ds
∫ t

0
〈D2ϕ(x)1β(X (s, x)), β(X (r, x))〉2dr

+
1
t
E
∫ t

0
ds〈D2ϕ(x)1β(X (s, x)),

√
Q W (t)〉−1

+
1
2t

E〈D2ϕ(x)
√

Q W (t),
√

Q W (t)〉−1 + R(t, x)

=: I1(t, x)+ I2(t, x)+ I3(t, x)+ I4(t, x)+ R(t, x). (4.2)

We notice that (4.2) makes sense because, since X is the solution to (1.1), we have
(Definition 1.1) β(X) ∈ L

1+α
α (Ω × (0, T ) × O) ⊂ L2(Ω × (0, T ) × O) and D2ϕ(x)1β(X) ∈

L2(Ω × (0, T )× O).
As regards I1(t, x) we have

I1(t, x) = −
1
t

∫ t

0
〈D1ϕ(x), Ps(β)(x)〉2ds
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and so, taking into account the invariance of µ, we obtain that∫
H−1
|I1(t, x)|2µ(dx) ≤ ‖ϕ‖C1

b (H
1
0 )

1
t

∫ t

0
ds
∫

H−1
Ps(‖β‖−1)(x)µ(dx)

= ‖ϕ‖C1
b (H

1
0 )

∫
H−1
‖β(x)‖−1µ(dx) ≤ C

∫
H−1
|β(x)| p∗

p∗−1
µ(dx)

≤ C
∫

H−1
|x |ααp∗

p∗−1

µ(dx) < +∞. (4.3)

Here we have used once again Sobolev’s embedding theorem, L
p∗

p∗−1 (O) ⊂ H−1(O), and
Theorem 3.2 part (3.9).

Moreover, we have also that for each ψ ∈ L2(H−1, µ)

lim
t→0

∫
H−1

I1(t, x)ψ(x)µ(dx) =
∫

H−1

〈
D1ϕ(x), lim

t→0

1
t

∫ t

0
Ps(β)(x)ds

〉
2
ψ(x)µ(dx)

=

∫
H−1
〈D1ϕ(x), β(x)〉2ψ(x)µ(dx), (4.4)

because, as seen earlier by (3.8), β ∈ L2(H−1, µ), D1ϕ(x) ∈ H1
0 (O) and Pt is a C0-semigroup

on L2(H−1, µ).
We shall estimate now the integral

I2(t, x) =
1
2t

E
∫ t

0
ds
∫ t

0
〈D2ϕ(x)1β(X (s, x)), β(X (r, x))〉2dr.

We have

|D2ϕ(x)1y|2 ≤ C |y|2, ∀ y ∈ L2,

because ϕ ∈ D(N0). This yields

|〈D2ϕ(x)1β(X (s, x)), β(X (r, x))〉2| ≤ C1|β(X (s, x))|2|β(X (r, x))|2, ∀ s, r ∈ [0, t].

We have, therefore,

|I2(t, x)| ≤ C
1
t
E
(∫ t

0
|β(X (r, x))|2dr

)2

≤ CE
∫ t

0
|β(X (r, x))|22dr,

∀ t ≥ 0, x ∈ H−1.

This yields∫
H−1
|I2(t, x)|2µ(dx) ≤ Ct

∫
H−1
|β(x)|42µ(dx) = Ct

∫
H−1
|x |4α2αµ(dx)

≤ Ct
∫

H−1
|x |

(3+α)p∗

2
4α µ(dx),

and so by (3.9) we have that∫
H−1
|I2(t, x)|2µ(dx) ≤ C2t, ∀ t ≥ 0. (4.5)
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Similarly,

|I3(t, x)| ≤
C

t
E
(∫ t

0
|β(X (s, x))|2ds |

√
Q W (t)|2

)
≤ C

(
1
t
E
∫ t

0
|β(X (s, x))|22ds

)1/2 (
E|
√

Q W (t)|22
)1/2

= C
√

t (Tr Q)1/2
(

1
t

∫ t

0
Ps(|β(x)|

2
2)ds

)1/2

.

This yields∫
H−1
|I3(t, x)|2µ(dx) ≤ C

√
t
∫

H−1
|β(x)|22µ(dx)→ 0 as t → 0. (4.6)

Finally, we have for each ψ ∈ L2(H−1, µ)∫
H−1

I3(t, x)ψ(x)µ(dx) =
1
2t

∫
H−1

ψ(x)E
〈
D2ϕ(x)

√
Q W (t),

√
Q W (t)

〉
−1
µ(dx)

=
1
2t

∫
H−1

ψ(x)E

(
∞∑

k=1

〈D2ϕ(x)ek, ek〉−1qk W 2
k (t)

)
µ(dx)

=

∫
H−1

ψ(x) TrH−1 [Q D2ϕ(x)]µ(dx). (4.7)

By (4.2)–(4.7) it follows that ϕ ∈ D(N ) and

lim
t→0

1
t
(Ptϕ(x)− ϕ(x)) = Nϕ = N0ϕ,

weakly and therefore strongly in L2(H−1, µ), as claimed. �

Remark 4.2. Since N is dissipative it follows that N0 is dissipative as well.

Now we are going to show that N is the closure of N0 in L2(H−1, µ). To this end it is
convenient to approximate the Kolmogorov equation λϕ − N0ϕ = f by one with smooth drift
term F .

More precisely we consider the Yosida approximation of F (defined by (1.2)),

Fε(x) =
1
ε
(x − (1+ εF)−1(x)) = −1β((1+ εF)−1(x)).

It is well known that Fε is Lipschitz in H−1. Next, we introduce a further regularization of Fε
defining

Fε,ρ(x) =
∫

H−1
Fε(e−ρAx + y)N 1

2A (1−e−2ρA)
(dy), x ∈ H−1, (4.8)

for any ρ > 0 and ε > 0, where N 1
2A (1−e−2ρA)

is the Gaussian measure centered at 0 and having

covariance 1
2A (1− e−2ρA). Fε,ρ is monotone increasing, Lipschitz and has bounded derivatives

of any order.
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Finally, we consider the equation

λϕε,ρ −
1
2

TrH−1 [Q D2ϕε,ρ] + 〈Fε,ρ(x), D1ϕε,ρ〉−1 = f, (4.9)

where λ > 0 and f ∈ L2(H−1, µ).

Lemma 4.3. The following statements hold.

(i) For any f ∈ C2
b(H

−1(O)) and any λ > 0 there is a unique solution ϕε,ρ ∈ C2
b(H

−1(O)) of
(4.9) given by

ϕε,ρ(x) =
∫
∞

0
e−λtE[ f (Xε,ρ(t, x))]dt, ∀ x ∈ H−1, (4.10)

where Xε,ρ is the solution to{
dXε,ρ(t, x)+ Fε,ρ(Xε,ρ(t, x))dt +

√
QdW (t),

Xε,ρ(0, x) = x .
(4.11)

(ii) If in addition f ∈ C1
b(H

1
0 (O)) then ϕε,ρ possesses the Gateaux derivative at each point

x ∈ L2(O) and the following estimate holds:

|〈D1ϕε,ρ(x), h〉2| ≤ C |h| 2d
d+2
, ∀ h ∈ L

2d
d+2 (O), x ∈ L2(O). (4.12)

Proof. Part (i) is standard; let us prove (ii). Fix x, h ∈ L2(O). Then by (4.10) we have

〈D1ϕε,ρ(x), h〉2 =
∫
∞

0
e−λtE[〈D1 f (Xε,ρ(t, x)), Zε,ρ(t, x)〉2]dt, (4.13)

where Zε,ρ is the solution to the linear equation
∂

∂t
Zε,ρ(t, x) = −D1 Fε,ρ(Xε,ρ(t, x))(Zε,ρ(t, x)), ξ ∈ O,

Zε,ρ(t, x) = 0, ∀ ξ ∈ ∂O,
Zε,ρ(0, x) = h.

(4.14)

By the monotonicity of Fε,ρ it follows that

‖Zε,ρ(t, x)‖−1 ≤ ‖h‖−1, ∀ h ∈ L
2d

d+2 (O).

So, by the Sobolev embedding theorem (L
p∗

p∗−1 (O) ⊂ H−1(O)) we have

‖Zε,ρ(t, x)‖−1 ≤ C |h| 2d
d+2
, ∀ h ∈ L

2d
d+2 (O).

Now by (2.7) we deduce that if x ∈ L2(O) then Xε,ρ(t, x) ∈ H1
0 (O) and so by (4.13) we get

(4.12) as claimed. �

We are now in position to prove the main result of this section.

Theorem 4.4. Let α ∈ (0, 1]. Then N0 is essentially m-dissipative in L1(H−1(O), µ) and its
closure N0 coincides with N.
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Proof. We first notice that N0 is dissipative in L1(H−1(O), µ) by Proposition 4.1. To prove the
essential m-dissipativity of N0 we fix λ > 0 and f ∈ C2

b(H
−1(O)) ∩ C1

b(H
1
0 (O)). Then we

consider the solution ϕε,ρ of (4.9) expressed by (4.10). We have therefore

λϕε,ρ − L0ϕε,ρ = f + 〈F(x)− Fε,ρ(x), D1ϕε,ρ〉−1. � (4.15)

Claim. We have

lim
ε→0

lim
ρ→0
〈F(x)− Fε,ρ(x), D1ϕε,ρ〉−1 = 0 in L2(H−1, µ).

The latter implies that the range of λI−N0 includes C2
b(H

−1(O))∩C1
b(H

1
0 (O)) so it is dense

in L2(H−1, µ) and, therefore, the conclusion of Theorem 4.4 follows by the Lumer–Phillips
theorem.

Proof of the Claim. We set

〈F(x)− Fε,ρ(x), D1ϕε,ρ〉−1 = I 1
ε + I 2

ε,ρ,

where

I 1
ε := 〈F(x)− Fε(x), D1ϕε,ρ〉−1

I 2
ε,ρ := 〈Fε(x)− Fε,ρ(x), D1ϕε,ρ〉−1.

As regards I 2
ε,ρ , we have by (4.8) that

Fε(x)− Fε,ρ(x) =
∫

H−1
(Fε(x)− Fε(e−ρAx + y))N 1

2A (1−e−2ρA)
(dy).

Since Fε is Lipschitz, there exists Cε > 0 such that

‖Fε(x)‖−1 ≤ Cε(1+ ‖x‖−1), ∀x ∈ H−1.

Therefore

‖Fε,α(x)‖
2
−1 ≤ 2C2

ε

∫
H−1

(1+ ‖y‖2
−1)N 1

2A (1−e−2ρA)
(dy)

≤ 2C2
ε

(
1+ ‖e−ρAx‖2

−1 +
1
2

Tr A−1
)
, (4.16)

and so, by the Lebesgue dominated convergence theorem, we have that

lim
ρ→0

∫
H−1

I 2
ε,ρ(x)µ(dx) = 0.

As regards I 1
ε,ρ , by Lemma 4.3-(ii) we have

|〈F(x)− Fε(x), D1ϕε〉−1| ≤ |〈β(x)− β((I + εF)−1(x)), D1ϕε〉2|

≤ C |β(x)− β((I + εF)−1(x))| 2d
d+2
.

This yields∫
H−1
|〈F(x)− Fε(x), D1ϕε〉−1|

2µ(dx)

≤ C
∫

H−1
|β(x)− β((I + εF)−1(x))|22d

d+2
µ(dx). (4.17)
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We are going to apply the Lebesgue dominated convergence theorem in L1(H−1, µ) to pass to
the limit in (4.17). To this end further estimates are necessary. We recall that yε := (I+εF)−1(x)
is the solution to the equation

yε − ε1β(yε) = x in O, yε = 0 on ∂O. (4.18)

If we multiply (4.18) by |yε |p−1sign yε and integrate over O we get that∫
O
|yε |

pdξ ≤
∫
O
|yε |

p−1 sign yε xdξ

≤

(∫
O
|yε |

pdξ
) p−1

p
(∫

O
|x |pdξ

) 1
p

.

This yields

|yε |p ≤ |x |p, ∀ ε > 0, x ∈ L p(O), p ≥ 1. (4.19)

Since yε → y in H−1(O) as ε → 0 we have by (4.19) that yε → x weakly and then strongly in
L p(O) for each x ∈ L p(O) and p > 1. (The space L p(O) is uniformly convex.)

Similarly by the inequality

|β(yε)|p ≤ |β(x)|p, ∀ ε > 0, x ∈ L2p(O), p ≥ 1/2, (4.20)

we conclude that for ε → 0, β(yε) → β(x) strongly in L p(O) for each x ∈ L2p(O) and
p > 1/2.

This implies therefore that

lim
ε→0
|((I + εF)−1x)− β(x)| 2d

d+2
= 0, ∀ x ∈ L

2d
d+2 (O). (4.21)

On the other hand, by (4.20) and Theorem 3.2 ((3.8) and (3.9)) we have that

|β((I + εF)−1x)− β(x)|22d
d+2
≤ 2|β(x)|22αd

d+2

and ∫
H−1
|β(x)|22d

d+2
µ(dx) =

∫
H−1
|x |2α2d

d+2
µ(dx) <∞.

Thus by (4.17) and (4.21) we infer via Lebesgue’s dominated convergence theorem that

lim
ε→0

∫
H−1

I 1
ε (x)µ(dx) = 0,

as claimed. This completes the proof. �

Remark 4.5. Theorem 4.4 remains true for α = 0 if in the definition of N0 (see (4.1)) we take
β(x) = x

|x | if x 6= 0, β(0) = 0. In this case the operator F is no longer maximal monotone, but
replacing in the proof of Theorem 4.4 F by Fε(x) = −∆ (sign x + εx) the previous argument
works in this case too. The details are omitted.

5. The Sobolev space W1(H−1, µ)

Everywhere in this section we shall assume that
∑
∞

k=1 qk‖ek‖
2
∞ <∞ and that qk > 0 for all

k ∈ N, or in other words that Ker Q = {0}. We denote by µ an invariant measure of Pt and by
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N its infinitesimal generator in L2(H, µ). We know by Theorem 4.4 that N is the closure of the
Kolmogorov operator N0 defined by (4.1).

For any ϕ ∈ D(N0) we have, as is easily checked,

N0(ϕ
2) = 2ϕN0ϕ + |Q

1/2 D1ϕ|22.

Integrating this identity with respect to µ and taking into account that, by the invariance of µ,∫
H−1 N0(ϕ

2)dµ = 0, yields∫
H−1

N0ϕ ϕ dµ = −
1
2

∫
H−1
|Q1/2 D1ϕ|22dµ, ∀ ϕ ∈ D(N0). (5.1)

Proposition 5.1. The operator Q1/2 D1 can be uniquely extended to a bounded operator, still
denoted by Q1/2 D1, from D(N ) (endowed with the graph norm) into L2(H−1, µ; H−1).
Moreover the following identity holds:∫

H−1
Nϕ ϕ dµ = −

1
2

∫
H−1
|Q1/2 D1ϕ|22dµ, ∀ ϕ ∈ D(N ). (5.2)

Proof. Let ϕ ∈ D(N ). Then there exists a sequence {ϕn} ⊂ D(N0) such that

ϕn → ϕ, N0ϕn → Nϕ in L2(H−1, µ).

By (5.1) it follows that∫
H−1
|Q1/2 D1(ϕn − ϕm)|

2
2dµ ≤ 2

∫
H−1
|N (ϕn − ϕm)| |ϕn − ϕm | dµ.

Therefore the sequence {Q1/2 D1ϕn} is Cauchy in L2(H−1, µ; H−1) and the conclusion
follows. �

Corollary 5.2. Let ϕ ∈ D(N0) and let t ≥ 0. Then the following identity holds:∫
H−1

(Ptϕ)
2 dµ+

1
2

∫ t

0
ds
∫

H−1
|Q1/2 D1 Psϕ|

2
2dµ =

∫
H−1

ϕ2 dµ. (5.3)

Proof. Let ϕ ∈ D(N0). Then from the Hille–Yosida theorem one has Ptϕ ∈ D(N ) for any t ≥ 0
and moreover

d
dt

Ptϕ = N Ptϕ.

Multiplying both sides of this identity by ϕ and integrating with respect to x , and taking into
account (5.2), yields

1
2

d
dt

∫
H−1

(Ptϕ)
2dµ =

∫
H−1

Nϕ ϕ dµ = −
1
2

∫
H−1
|Q1/2 D1 Psϕ|

2
2ds.

Integrating finally with respect to t yields (5.2). �

As a consequence of identity (5.2), we are going to prove now that the mapping

D1
: D(N0) ⊂ L2(H−1, µ)→ L2(H−1, µ; H−1), ϕ→ D1ϕ,

is closable. First we shall prove the following lemma.
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Lemma 5.3. Let {ϕn} ⊂ D(N0) and G ∈ L2(H−1, µ; H−1) be such that D1ϕn → G in
L2(H−1, µ; H−1). Then we have

lim
n→∞

D1 Ptϕn = E[X∗x (t, x)G(X (t, x))] in L2(H−1, µ; H−1) uniformly in t.

Here X∗x (t, x) is the Gâteaux differential of the map x → X (t, x).

Proof. Taking into account that ‖X∗x (t, x)‖L(H−1) ≤ 1 and µ is invariant we have that∫
H−1

∥∥∥D1 Ptϕn(x)− E[X∗x (t, x)G(X (t, x))]
∥∥∥2

−1
µ(dx)

=

∫
H−1

∥∥∥E[X∗x (t, x)(D1ϕn(X (t, x))− G(X (t, x)))]
∥∥∥2

−1
µ(dx)

≤

∫
H−1

E[‖D1ϕn(X (t, x))− G(X (t, x))‖2
−1]µ(dx)

=

∫
H−1
‖D1ϕn(x)− G(x)‖2

−1µ(dx),

and the conclusion follows. �

We can now prove the announced result.

Theorem 5.4. D1 is closable.

Proof. Let {ϕn} ⊂ D(N0) and G ∈ L2(H−1, µ; H−1) be such that

ϕn → 0 in L2(H−1, µ), D1ϕn → G in L2(H−1, µ; H−1).

By (5.3) we have∫
H−1

(Ptϕn)
2 dµ+

1
2

∫ t

0
ds
∫

H−1
|Q1/2 D1 Psϕn|

2
2dµ =

∫
H−1

ϕ2
n dµ.

Letting n→∞ yields

lim
n→∞

∫ t

0
ds
∫

H−1
‖A−1 D1 Q1/2 Psϕn‖

2
−1dµ = 0.

Consequently, by Lemma 5.3, it follows that∫ t

0
ds
∫

H−1
‖Q1/2 X∗(t, x)G(X (t, x))‖2

−1µ(dx) = 0,

which yields

X∗(t, x)G(X (t, x)) = 0, ∀ t ≥ 0, µ-a.s.,

because A−1 Q is one-to-one. Therefore

G(X (t, x)) = 0, ∀ t ≥ 0, µ-a.s.,

and so

Pt (‖G(·)‖
2
−1)(x) = 0, ∀ t ≥ 0, µ-a.s.
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Integrating with respect to µ over H−1 and taking into account the invariance of µ yields∫
H−1
‖G(x)‖2

−1µ(dx) = 0,

so G = 0 as required. �

We shall define the Sobolev space W 1,2(H−1, µ) as the domain of the closure of D1.
We conclude this section with a regularity property of elements of D(N ).

Proposition 5.5. We have D(N ) ⊂ W 1,2(H−1, µ).

Proof. Let ϕ ∈ D(N ) and let {ϕn} ⊂ D(N0) be a sequence such that

ϕn → ϕ, N0ϕn → Nϕ in L2(H−1, µ).

By (5.2) it follows that∫
H−1
|D1(ϕn − ϕm)|

2
2dµ ≤ 2

∫
H−1
|N (ϕn − ϕm)| |ϕn − ϕm | dµ.

Therefore the sequence {D1ϕn} is Cauchy in L2(H−1, µ; H−1). Since D1 is closed it follows
that ϕ ∈ W 1,2(H−1, µ) as required. �
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