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Abstract

In this paper, we provide a framework based upon diffusion processes for finding meaningful geometric descriptions of data sets.
We show that eigenfunctions of Markov matrices can be used to construct coordinates called diffusion maps that generate efficient
representations of complex geometric structures. The associated family of diffusion distances, obtained by iterating the Markov
matrix, defines multiscale geometries that prove to be useful in the context of data parametrization and dimensionality reduction.
The proposed framework relates the spectral properties of Markov processes to their geometric counterparts and it unifies ideas
arising in a variety of contexts such as machine learning, spectral graph theory and eigenmap methods.
© 2006 Published by Elsevier Inc.
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1. Introduction

Dimensionality reduction occupies a central position in many fields such as information theory, where it is related to
compression and coding, statistics, with latent variables, as well as machine learning and sampling theory. In essence,
the goal is to change the representation of data sets, originally in a form involving a large number of variables, into a
low-dimensional description using only a small number of free parameters. The new representation should describe
the data in a faithful manner, by, say, preserving some quantities of interest such as local mutual distances. Analogous
to the problem of dimensionality reduction is that of finding meaningful structures in data sets. The idea here is slightly
different and the goal is to extract relevant features out of the data in order to gain insight and understanding of the
phenomenon that generated the data.

In order to achieve any of these two goals, numerous data mining and machine learning techniques rely on graph-
based algorithms. In terms of data structures, graphs offer an advantageous compromise between their simplicity,
interpretability and their ability to represent complex relationships between data points. Weighted graphs are usually
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employed to represent a notion of geometry> based on the local similarity or interaction between the data points. In
many situations, each data sample is represented by a collection of numerical attributes, and in this case, the condition
for two nodes to be connected (and the strength of such a connection) is based on the proximity of the corresponding
data points in the feature space. In the context of networks (e.g., social, computer, communication or transportation
networks), the data naturally lend themselves to graph modeling. For instance, graph methods play a major role in the
quantitative modeling of social networks [1]. When combined with Markov chain techniques, graph-based methods
can be extremely successful. In particular, in the arena of classification and clustering, random walks on graphs have
proven to be very efficient at finding relevant structures in complex geometries. For instance, in [2], the L' distance
between probabilities of transition is used as a metric between data points, and this metric is then employed to induce
class labels. This technique is shown to be quite successful when classes have nonlinear shapes. In the field of spectral
clustering, a Markov chain is constructed over the graph of the data, and the sign of the values of the top nonconstant
eigenvector of the corresponding transition matrix is used for finding clusters and computing cuts [3,4].

If one uses the values of this eigenvector (and not only their sign), one obtains a score for each data point. This
leads to all kinds of ranking techniques. In particular, the celebrated PageRank algorithm [5,6] essentially uses the
stationary distribution of a random walk on the link structure of the web in order to rank web documents in terms
of relative importance. Several variations around this theme appear in the literature [7,8], where, just like PageRank,
various techniques provide a ranking function based on the top eigenvector of a Markov matrix [9,10].

This type of approach was later generalized to using higher-order eigenvectors. The field of applications then goes
beyond the ideas of clustering and ranking, as using multiple eigenvectors allows to speak of parametrization of data
sets. A great deal of attention has been recently paid to the so-called “kernel eigenmap methods” such as local linear
embedding [21], Laplacian eigenmaps [11], Hessian eigenmaps [18] and local tangent space alignment [25]. The
remarkable idea emerging from these papers is that eigenvectors of Markov matrices can be thought of as coordinates
on the data set. Therefore, the data, originally modeled as a graph, can be represented (embedded) as a cloud of points
in a Euclidean space. In addition, the hope is that this new representation will capture the main structures of the
data in a few dimensions, hence achieving dimensionality reduction. These algorithms exhibit two major advantages
over classical dimensionality reduction methods (such as principal component analysis or classical multidimensional
scaling): they are nonlinear, and they preserve local structures. The first aspect is essential as most of the time, in their
original form, the data points do not lie on linear manifolds. The second point is the expression of the fact that in many
applications, distances of points that are far apart are meaningless, and therefore need not be preserved.

In this paper, we show that all these kernel eigenmap methods constitute special cases of a general framework
based on diffusion processes. We use the eigenfunctions of a Markov matrix defining a random walk on the data to
obtain new descriptions of data sets (subset of R”, graphs) via a family of mappings that we term “diffusion maps.”
These mappings embed the data points into a Euclidean space in which the usual distance describes the relationship
between pairs of points in terms of their connectivity. This defines a useful distance between points in the data set that
we term “diffusion distance.” The approach that we present generalizes the classical Newtonian paradigm in which
local infinitesimal rules of transition of a system lead to global macroscopic descriptions by integration. We obtain
different geometric representations of the data set by iterating the Markov matrix of transition, or equivalently, by
running the random walk forward, and the diffusion maps are precisely the tools that allow us to relate the spectral
properties of the diffusion process to the geometry of the data set. In particular, we do not obtain one representation
of the geometry for the set, but a multiscale family of geometric representations corresponding to descriptions at
different scales. This paper is organized as follows: in Section 2, we introduce the general framework by defining
the diffusion maps and diffusion distances, and we show the relation with other kernel methods. In Section 3, we
focus on the specific example of subsets of the Euclidean space R”. In particular, we construct a one-parameter family
of diffusions that proves useful in the study of some stochastic dynamical systems, as well as for recovering the
geometry of the data via the computation of the Laplace—Beltrami operator on manifolds. In Section 4, we extend the
idea of anisotropic diffusion by showing that the construction of diffusion kernels can be data-driven and task-specific.
Section 5 addresses the practical issue of dealing with finite data, as well as the robustness to noise. Section 6 explores
various manners to combine several scales and describes other types of diffusion distances.

2 1In this article, the word “geometry” refers to a set of rules describing the relationships between data points. For instance, “being close to a data
point x” is such a rule.
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2. Diffusion maps
2.1. Construction of a random walk on the data

Let (X, A, ) be a measure space. The set X is the data set and u represents the distribution of the points on X. In
addition to this structure, suppose that we are given a “kernel” k: X x X — R that satisfies:

e kis symmetric: k(x, y) = k(y, x),
e k is positivity preserving: k(x, y) > 0.

This kernel represents some notion of affinity or similarity between points of X as it describes the relationship
between pairs of points in this set and in this sense, one can think of the data points as being the nodes of a symmetric
graph whose weight function is specified by k. The kernel constitutes our prior definition of the local geometry of X,
and since a given kernel will capture a specific feature of the data set, its choice should be guided by the application that
one has in mind. This is a major difference with global methods like principal component analysis or multidimensional
scaling where all correlations between data points are taken into account. Here, we start from the idea that, in many
applications, high correlation values constitute the only meaningful information on the data set. Later in this paper,
we illustrate this point by defining a one-parameter family of kernels, and we show that the corresponding diffusions
can be used to analyze the geometry, the statistics or some dynamics of the data.

The reader might notice that the conditions on k are somewhat reminiscent of the definition of symmetric diffusion
semi-groups [22]. In fact, to any reversible Markov process, one can associate a symmetric graph, and as we now
explain, the converse is also true: from the graph defined by (X, k), one can construct a reversible Markov chain on X.
The technique is classical in various fields, and is known as the normalized graph Laplacian construction [3]:

set d(x):/k(X,y)dM()’)
X

to be a local measure of the volume (or degree in a graph) and define

x )_k(x,y)
T

Although the new kernel p inherits the positivity-preserving property, it is no longer symmetric. However, we have
gained a conservation property:

/p(x,y)du(y)= 1.

X

This means that p can be viewed as the transition kernel of a Markov chain on X, or, equivalently, the operator P
defined by

Pf(x)= /a(x, WS du(y)

X

preserves constant functions (it is an averaging or diffusion operator).
2.2. Powers of P and multiscale geometric analysis of X

From a data analysis point of view, the reason for studying this Markov chain is that the matrix P contains geomet-
ric information about the data set X. Indeed, the transitions that it defines directly reflect the local geometry defined
by the immediate neighbors of each node in the graph of the data. In other words, p(x, y) represents the probability
of transition in one time step from node x to node y and it is proportional to the edge-weight k(x, y). For ¢t > 0, the
probability of transition from x to y in ¢ time steps is given by p;(x, v), the kernel of the ¢tth power P’ of P. One
of the main ideas of the diffusion framework is that running the chain forward in time, or equivalently, taking larger
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Fig. 1. Diffusion at times ¢ = 8, t = 64 and t = 1024 over a set containing 3 clusters. The left column represents the set, and the color encodes the
intensity of diffusion from a fixed given point, that is, it corresponds to a given row of the corresponding power of P. The right column is a plot of
the transition matrices P8, P% and P1924 Points in X are ordered so that the first 300 roughly correspond to the first cluster, the next 300 are in
the second cluster and so on.

powers of P, will allow us to integrate the local geometry and therefore will reveal relevant geometric structures of X
at different scales.

An illustration of this idea is provided in Fig. 1. We generated a set X of 900 points in the plane. This set is formed
by the union of 3 clusters. From this set, we built a graph with Gaussian weights ¢~ %i =%/ I°/¢ with & = 0.7, and formed
the corresponding Markov matrix P. On this figure we plotted several powers of the matrix P, namely at times ¢ = §,
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t = 64 and ¢ = 1024. The block structure® of these powers clearly reveals the multiscale structure of the data: at r = 8,
the set appears to be made of 3 distinct clusters. At t = 64, the two closest clusters have merged, and the data set is
made of 2 clusters. Last, at = 1024, all clusters have merged. Note also that P!0>* appears to be (numerically) of
rank one, as we have the approximate equality pio4(x, y) =~ w(y) for all x and y. The key idea in this example is that
the very notion of a cluster from a random walk point of view is a region in which the probability of escaping this
region is low. This simple illustration also emphasizes the fact that, in addition to being the time parameter, ¢ plays
the role of a scale parameter.

2.3. Spectral analysis of the Markov chain

We conclude from the previous section that powers of P constitute an object of interest for the study of the
geometric structures of X at various scales. A classical way to describe the powers of an operator is to employ the
language of spectral theory, namely eigenvectors and eigenvalues. Although for general transition matrices of Markov
chains, the existence of a spectral theory is not guaranteed, the random walk that we have constructed exhibits very
particular mathematical properties:

e The Markov chain has a stationary distribution given by

d(y)
ZzeX d(Z) .

If the graph is connected, which we now assume, then the stationary distribution is unique.
e The chain is reversible, i.e., it follows the detailed balance condition:

w(y) =

7(x)px,y)=m(y)py, x). (D

e If X is finite and the graph of the data is connected, then the chain is ergodic.*

Equation (1) plays a central role as it opens the door to a spectral analysis of the Markov chain. Under mild addi-
tional assumptions on k described in Appendix A, P has a discrete sequence of eigenvalues {};};>0 and eigenfunctions
{¥1}i>0 such that 1 = A9 > [A1| > |A2] > --- and

Py =M.
2.4. Diffusion distances and diffusion maps

In this paragraph, we relate the spectral properties of the Markov chain to the geometry of the data set X. As
previously mentioned, the idea of defining a random walk on the data set relies on the following principle: the kernel k
specifies the local geometry of the data and captures some geometric feature of interest. The Markov chain defines
fast and slow directions of propagation, based on the values taken by the kernel, and as one runs the walk forward, the
local geometry information is being propagated and accumulated the same way local transitions of a system (given by
a differential equation) can be integrated in order to obtain a global characterization of this system.

Running the chain forward is equivalent to computing the powers of the operator P. For this computation, we
could, in theory, use the eigenvectors and eigenvalues of P. Instead, we are going to directly employ these objects
in order to characterize the geometry of the data set X.

We start by introducing the family of diffusion distances { D;};cN given by

2 du(u)
w(u)

Di(x,y)* & | pr(x. ) — pi (., ')|‘iz(X,du/n) = f(pz(x, u) — pi(y, u))
X

31t might seem that the block structure depends on the specific ordering of the points. However, as we show later, this issue is overcome by the
introduction of the diffusion coordinates. These coordinates automatically organize the data regardless of the ordering.

4 The state space of this Markov chain being finite, the ergodicity follows from the irreducibility and aperiodicity of the random walk. The
irreducibility results from the graph being connected. In addition, since k(x, x) represents the affinity of x with itself, one can reasonably assume
that k(x, y) > 0, which implies that p(x, x) > 0, from which the aperiodicity follows.
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In other words, D;(x, y) is a functional weighted L? distance between the two posterior distributions u +— p;(x, u)
and u — p;(y, u). For a fixed value of ¢, D, defines a distance on the set X. By definition, the notion of proximity that
it defines reflects the connectivity in the graph of the data. Indeed, D;(x, y) will be small if there is a large number
of short paths connecting x and y, that is, if there is a large probability of transition from x to y and vice versa. In
addition, as previously noted, ¢ plays the role of a scale parameter. Therefore we underline three main interesting
features of the diffusion distance:

o Since it reflects the connectivity of the data at a given scale, points are closer if they are highly connected in the
graph. Therefore, this distance emphasizes the notion of a cluster.

e The quantity D, (x, y) involves summing over all paths of length ¢ connecting x to y and y to x. As a consequence,
this number is very robust to noise perturbation, unlike the geodesic distance.

e From a machine learning point of view, the same observation allows us to conclude that this distance is appropriate
for the design of inference algorithms based on the majority of preponderance: this distance takes into account all
evidences relating x and y.

As shown in Appendix A, D;(x, y) can be computed using the eigenvectors and eigenvalues of P:
1

2
Dy(x,y) = <Zx,2f(wz<x> - wz(y>)2> .
I>1

Note that as Y is constant, we have omitted the term corresponding to [ = 0.
Now, as previously mentioned, the eigenvalues A1, A2, ..., tend to 0 and have a modulus strictly less than 1. As a
consequence, the above sum can be computed to a preset accuracy § > 0 with a finite number of terms: if we define

5(8,1) =max{l € N such that [1;|" > §|A1]'},

then, up to relative precision §, we have

$(8,1) .

2
Di(x,y) = ( 3 A (v x) - vfz(y))z) .
=1

We therefore introduce the family of diffusion maps {¥;};en given by
MY (x)
Ay (x)
¥ (x) £ 2"
)‘é(a,z)%(&t)(x)

Each component of ¥, (x) is termed diffusion coordinate. The map ¥; : X — R*©-") embeds the data set into a Euclid-
ean space of s(8, t) dimensions.
The connection between diffusion maps and diffusion distances can be summarized as follows:

Proposition 1. The diffusion map ¥, embeds the data into the Euclidean space RS®D) so that in this space, the
Euclidean distance is equal to the diffusion distance (up to relative accuracy 8), or equivalently,

¥ (x) = & (»)|| = Di(x. y).

Note that using the full eigenvector expansion in the sum above proves that the diffusion distance D, is a metric
distance on X.

2.5. Parametrization of data and dimensionality reduction

The previous proposition states that the diffusion maps offer a representation of the data as a cloud of points
in a Euclidean space. This representation is characterized by the fact the distance between two points is equal to
the diffusion distance in the original description of the data. Therefore, the mapping ¥; reorganizes the data points
according to their mutual diffusion distances.
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Fig. 2. The set of images reorganized by the two eigenvectors | and . We recover the natural organization dictated by the angles of rotation.

An illustration of the organizational power of the diffusion maps is shown in Fig. 2. We generated a collection of
images of the word “3D” viewed under different angles and given in no particular order. We formed a diffusion matrix
P based on a Gaussian-weighted graph and computed the diffusion coordinates. The figure shows the plot of the data
in the first two eigenfunctions (Y1, ¥). The result demonstrates the organizational capability of these coordinates
as they recover the natural parameter that generated the data, namely the two angles of variation. This automatic
organization of the points is useful to learn nonlinear global parameters governing the geometry of X.

In general, for a given time ¢, the number of eigenvectors used for parametrizing the data is equal to the number of
eigenvalues to the powers of ¢ that have a magnitude greater than a given threshold §. Therefore, the dimensionality of
the embedding depends on both ¢ and the decay of the spectrum of P. One extreme case corresponds to a graph where
all the nodes are disconnected. This leads to P being equal to the identity operator and thus to a flat spectrum. At the
other end of the family of graphs, consider a graph where all nodes are connected all the other nodes with weights
equal to 1. In this case, P has one eigenvalue equal to 1, and all other eigenvalues are equal to 0 (we obtain the
fastest decay possible for a diffusion operator). The decay of the spectrum is therefore a measure of the connectivity
of points in the graph. In addition, many graphs formed from real-life data sets lie in between these two extreme cases.
For instance, in the case when the data approximately lie on a submanifold, then, as we show later in Section 3, P is
used as an approximation to the heat kernel on the submanifold. As we know from asymptotic expansion of the trace
of this operator [30], the spectrum of the heat kernel decays smoothly (see Fig. 3 for a typical example of a graph of
the spectrum of P on a submanifold), and the rate of decay depends on the intrinsic dimension of the submanifold
as well as other quantities such as its volume, the area of its boundary, and other topological quantities such as the
characteristic of the submanifold.

As a consequence, the diffusion maps allow to achieve dimensionality reduction, and the dimension of the embed-
ding depends on both the geometry and the topology of the data set. In particular, if X is a discretized submanifold,
the dimension of the embedding can be different from that of the submanifold.

2.6. Compression of operators and Heisenberg principle

The principle of studying the spectral properties of a Markov chain defined on a set X actually combines ideas from
potential theory, spectral geometry and the study of partial differential operators. From potential theory, we know that
the singularities of a domain (cusps, corners) are reflected in the behavior of the solution of Dirichlet and Neumann
problems. Spectral geometry asks the question of whether the geometry of a Riemannian manifold is determined
by the spectrum of Laplace operator [13]. More generally, the study of spectral asymptotics for partial differential
operators relates geometric characteristics of a domain X to the growth of the eigenvalues of such operators. The
common denominator of these ideas is that the geometry of a set X can be studied through the analysis of spaces of
functions defined on X and linear operators over those spaces. The spectral analysis of the diffusion operator P serves
as a tool for the geometric analysis of X.
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Fig. 3. The numerical rank of P’ decays as t increases, and so does the number of significant eigenvalues.

The rows of P’ give the probability of transition in ¢ steps of the Markov chain, but they also have a dual inter-
pretation as functions defined on the data set X. More precisely, if x € X is fixed, then p,(x, -) is a bump function
centered at x and of width increasing with ¢. The diffusion distance, in addition to being a distance between points is
also a distance between these bumps:

2 dp(u)
()

D?(x,y>=/|p,<x,u) — pe(y, )|
X

When ¢ gets larger, the size of the support of p;(x, -) increases, and as already noted, the number of eigenfunctions
necessary to synthesize this bump gets smaller. This number is related to the minimum number of bumps necessary
to cover to the set X (like in Weyl’s asymptotic law for the decay of the spectrum, see [14,15]). As a consequence,
the set of these bumps can be downsampled (see [17] for an efficient implementation of this downsampling) in order
to compress the operator P’ and the linear span of this downsampled set is therefore a space of functions with low
frequencies. By a change of basis, this implies that the eigenfunctions corresponding to eigenvalues at the beginning
of the spectrum (close to Ag = 1) have a low-frequency content, and as one goes further down in the spectrum, the
eigenfunctions become increasingly oscillatory. This relation between the size of the support of the bumps, the position
of the corresponding eigenvalues in the spectrum and their frequency content is the expression of some form of the
Heisenberg principle induced by the diffusion operator P.

On the one hand, this simple observation has powerful implications in numerical analysis. Indeed, the action of
operator P and its powers therefore exhibit a multiscale structure of which one can take advantage in order to rapidly
compute functions of this operator [16,17]. On the other hand, the family of diffusion distances and maps form a
flexible tool for data analysis as the different geometric information at all scales can be combined (see Section 6).

2.7. Link with other kernel eigenmap methods

As mentioned earlier, the so-called kernel methods from machine learning can be analyzed in the context of dif-
fusion maps. In [11], Belkin shows that the LLE algorithm is equivalent to finding the eigenfunctions of the square
of the normalized graph Laplacian, which is the same as diagonalizing the graph Laplacian itself. In [20], it is shown
that all kernel-based manifold learning methods are special cases of kernel PCA. We now show how they are related
to diffusion maps.

In one way or another, kernel eigenmap methods all aim at solving the following problem:

erpjiy:l Q1(f), where Q{(f) zg 0.(F),

where 0> and {Q,, x € X} are symmetric positive semi-definite quadratic forms, acting on functions f defined on X.
The quadratic forms Q, are local in that they measure local variations of f; in particular Q| vanishes on constant
functions and its matrix is sparse. Typically, O, (f) is the square of the gradient of f at x, or the squared Frobenius
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norm of the Hessian of f at x. The quadratic form Q, acts as a normalization for f and in general, its matrix is
diagonal.
For example, with the construction of the random walk from a kernel k (as explained in the previous paragraphs),

1) =D Y k. (f) - f)?

xeX yeX

and

Qx(f) =Y v(x)f(x)*.
xeX
Generally, the problem is solved by computing the solution of Q1 f =1 Q> f (note that this system is sparse), which
is equivalent to solving

0;'01f=xf

and these eigenfunctions are then used to embed the data points. The operator Q, ! Q1 generally represents the dis-
cretization of a differential operator of even order and assuming that the spectrum of Q. ! Q1 is between 0 and 1, it is

the infinitesimal generator of the diffusion defined by e~/%2 ‘o1
3. Anisotropic diffusions for points in R”

We now focus on the case of data points in the Euclidean space R”. Examples include data sets approximating
Riemannian submanifolds as well as data points sampled from the equilibrium distribution of stochastic dynamical
systems. Manifold models are important in many applications, such as image analysis and computer vision [27,28],
and one is generally interested in obtaining a low-dimensional representation of the data set, such as a coordinate
system. Now, since the sampling of the data is generally not related to the geometry of the manifold, one would like
to recover the manifold structure regardless of the distribution of the data points. In the case when the data points
are sampled from the equilibrium distribution of a stochastic dynamical system, the situation is quite different as
the density of the points is a quantity of interest, and therefore, cannot be gotten rid of. Indeed, for some dynamical
physical systems, regions of high density correspond to minima of the free energy of the system. Consequently, the
long-time behavior of the dynamics of this system results in a subtle interaction between the statistics (density) and
the geometry of the data set.

It is very tempting to process data sets in R” by considering the graph formed by the data points and whose weights
are given by some isotropic kernel, e.g., k. (x, y) = eI =I?/¢ for some carefully chosen scale parameter ¢. In [11],
Belkin and Niyogi suggest to compute the normalized graph Laplacian from this kernel and use the spectral properties
of the corresponding diffusion to cluster and organize the data. Although the virtues of this type of approach are well
known for a general graph (see [4,26]), more can be said for the special case of points in the Euclidean space. In
particular, what is the influence of the density of the points and of the geometry of the possible underlying data set
over the eigenfunctions and spectrum of the diffusion?

To address this type of question, we now introduce a family of anisotropic diffusion processes that are all obtained
as small-scale limits of a graph Laplacian jump process. This family is parameterized by a number « € R which can
be tuned up to specify the amount of influence of the density in the infinitesimal transitions of the diffusion. The
crucial point is that the graph Laplacian normalization is not applied on a graph with isotropic weights, but rather on
a renormalized graph. Three values of the parameter « are particularly interesting:

e When o = 0, the diffusion reduces to that of the classical normalized graph Laplacian normalization applied to
the graph with isotropic weights, e.g., e~ % =% I’/¢ The influence of the density is maximal in this case.

e For the intermediate case o = %, the Markov chain is an approximation of the diffusion of a Fokker—Planck
equation, allowing to approximate the long-time behavior or the point distribution of a system described by a
certain stochastic differential equation.

e When «a = 1, and if the points approximately lie on a submanifold of R", one obtains an approximation of the
Laplace—Beltrami operator. In this case, one is able to recover the Riemannian geometry of the data set, regardless
of the distribution of the points. This case is particularly important in many applications.
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In the following, we start by explaining the construction of this family of diffusions and then we study each of
the above special cases separately. Let us fix the notation and review some notions related to the heat propagation on
submanifolds. Let M be a compact C*>° submanifold of R”. The heat diffusion on M is the diffusion process whose
infinitesimal generator is the Laplace—Beltrami operator A (we adopt the convention that this operator is positive
semi-definite). Let the Neumann heat kernel be denoted e ~’2. The operator A has eigenvalues and eigenfunctions

on M:
Adr = vidy,

where ¢; verifies the Neumann condition d¢; = O at the boundary d M. These eigenfunctions form a Hilbert basis of
L*(M,dx). Let

Eg =Span{¢;, 0<I< K]}

be the linear span of the first K + 1 Neumann eigenfunctions. Another expression for the Neumann heat kernel is
given by
AN 2
e 't = lim (1 - —) =Y e gi(0)Pi(y).

§—>400 KY
>0

We will assume that the data set X is the entire manifold (as later in this paper we address the question of finite sets
approximating M). Let g (x) be the density of the points on M.

3.1. Construction of a family of diffusions

There are two steps in the algorithm: one first renormalizes the rotation-invariant weight into an anisotropic kernel,
and then one computes the normalized graph Laplacian diffusion from this new graph.

Construction of the family of diffusions

||x—yu2).

(1) Fix « € R and a rotation-invariant kernel k. (x, y) = h( -

(2) Let

0.0 = [ ke Mgy
b's
and form the new kernel
ke(x,y)
a8 (x)qe(y)
(3) Apply the weighted graph Laplacian normalization to this kernel by setting

k‘ga)(x’ Y) =

df (x) = / k0 (x, )q () dy
X
and by defining the anisotropic transition kernel
K (x, y)

De,a(X,y) = .
o d (x)

Note that, up to a multiplicative factor, the quantity g.(x) is an approximation of the true density ¢ (x). Let P, o, be
defined by

Peo f(X) :/ps,oc(xs »fg(y)dy.

X
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Our main result® concerns the infinitesimal generator of the corresponding diffusion as & — 0:

Theorem 2. Let

I—-P

Leo= L e
e

be the infinitesimal generator of the Markov chain. Then for a fixed K > 0, we have on Ex
: A(fg'™  AG'™)
EII_%LE’O‘]CZ ql—a - ql—a I
In other words, the eigenfunctions of P; o can be used to approximate those of the following symmetric Schrodinger
operator:

Ag'™)
o ql—a
where ¢ = fq' ™.

A¢ ¢,

The proof is given in Appendix B.
3.2. The case o = 0: normalized graph Laplacian on isotropic weights

Setting « = 0 comes down to computing the normalized graph Laplacian on a graph with isotropic (e.g., Gaussian)
weights. From the previous theorem, the corresponding infinitesimal operator is given by

A
Ap—Ly
q

Note that when the density ¢ is uniform on M, then the potential term vanishes.® This is consistent with Belkin’s
result [11] saying that in this situation, the graph Laplacian normalization yields an approximation of the Laplace—
Beltrami operator on M. However our analysis also reveals that in the general case, this no longer holds, and simple
calculations show that the influence of the density term can be quite important.

3.3. The case « = % Fokker—Planck diffusion

When o = %, the asymptotic infinitesimal generator reduces to

AV,
N2

Let us write g = e~ U, then the generator becomes

IVU|? AU
Ag — <— - —>¢.

A¢

4 2

It is shown in [29] that a simple conjugation of this specific Schrodinger operator leads to the forward Fokker—Plank
equation
dq

—~=V.(V vU),
o (Vg +4qVU)

where g (x, t) represents the density of points at position x and time ¢ of a dynamical system satisfying the Langevin
equation

5 Without any loss of generality, we assume that function 4 has a zeroth moment equal to 1 and second moment equal to 2 (see the proof of the
theorem on p. 27).

6 In practice, a perfectly uniform density is difficult to achieve, if possible at all. Therefore this scheme cannot really be used to approximate A
as the slightest nonconstant mode in ¢ is amplified in the factor Ag/q.
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¥ =—VU(x)+ 2w, 2)

where w is an n-dimensional Brownian motion.

The implication of this observation is that this normalization can be used for the analysis of stochastic dynamical
systems governed by the Langevin equation (2). In particular, it shown in [29] that this normalization is a powerful tool
for the study of systems exhibiting different time scales: a short-time scale corresponding to the Brownian fluctuations,
and a long-time scale corresponding to the drift induced by the vector field VU.

3.4. The case o = 1: approximation of the heat kernel
Finally, when o = 0, we obtain the following important result:
Proposition 3. We have:
lim Lg’l =A.
e—0

tA

t
Furthermore, for any t > 0, the Neumann heat kernel e~'® can be approximated on L*(M) by Pl

The proof is given in Appendix B.

By setting o = 1, the infinitesimal generator is simply the Laplace—Beltrami operator A. In other words, the Markov
chain converges to the Brownian motion on M. As a consequence, this normalization removes all influence of the
density and recovers the Riemannian geometry of the data set. This procedure therefore allows to separate the dis-

W

Fig. 4. From left to right: original curves, the densities of points, the embeddings via the graph Laplacian (o« = 0) and the embeddings via the
Laplace—Beltrami approximation (a = 1). In the latter case, the curve is embedded as a perfect circle and the arclength parametrization is recovered.
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tribution of the data from the geometry of the underlying manifold and constitutes a simple way to approximate the
Neumann heat kernel on M.

t
Note that in the case of a general &, we also have that P”, is an approximation of the diffusion kernel exp(—# (A —
Aqlfa

qlfa

)) of the corresponding stochastic process.

As an illustration, consider a set of points X € R3 on a curve, with some nonuniform density. Although a natural
ordering of these points is given by following the curve, the points were given unordered. We then computed and
plotted the embedding obtained using the first 2 nontrivial eigenfunctions (1, ¥») of the Laplace—Beltrami operator,
ignoring ¥ = 1. The results are shown in Fig. 4 for three different curves.

This experiment shows that the approximate Laplace—Beltrami diffusion (approximated by our algorithm for ¢ = 1)
allows to reorganize the points on a circle, regardless of the density of points on the original curve. On this circle, the
density as a function of arclength is the same as on the original curve: the geometry and the statistics of the points
have been completely decoupled. On the contrary, the graph Laplacian (corresponding to the situation o« = 0) tends
to generate corners at regions of high density. To understand the situation for the Laplace—Beltrami embedding, it is
useful to recall the formula for the heat kernel at time ¢ on a curve of length 1:

e(x,y)=1+ Z eI’ cos(27j (B — 6y)).
j=1
where 6, and 0, are the arclength parameters of points x and y on the curve. This implies that the diffusion distance

D; at time 7 is verified:

¢'D(x,y) = |e2i7r9x _ plimty 2(1 + O(e*”))

and therefore, using 1 (x) = cos(2im6,) and y¥»(x) = sin(2iwh,), the curve is embedded as a circle of same length,
and the diffusion distance is, at moderate and large times ¢, proportional to the cord-length between the images of x
and y.

4. Directed diffusions

The previous section emphasizes the importance of anisotropic diffusions. We now extend this idea to the con-
struction of kernels that define fast and slow directions for the Markov chain, in order to capture geometric features
of interest or to perform a specific local analysis (see [16] for more details). We illustrate this idea by considering an
empirical function f defined on X. Suppose that we want to find a function g defined on X that is constant on the
level sets of f, but that is less oscillatory than f.

One way to proceed is to consider the kernel

Ix=yI>  (Vfix— y>)2).

€ g2

k&‘(x’ y) ZCXP(_

This kernel defines the affinity between points in X, and obviously, it will favor associations of points belonging to the
same level set. It can be shown that by normalizing this kernel into a Markov kernel p,, then as ¢ — 0, one obtains a
diffusion along the levels sets of f (see [33]). In addition, the first nontrivial eigenfunction v is constant along those
level sets and has a few oscillations (since it is at the beginning of the spectrum of the Laplacian).

We illustrate these ideas by considering the function f (¢, 8) = sin(126) on the unit sphere S? c R3 (see Fig. 5).
This function oscillates 12 times along the z-axis, and by employing an f-driven diffusion, we were able to generate
the function the function ¥ (¢, 8) = cos(#) as the first nontrivial eigenfunction.

5. Finite data set approximating M

We now investigate the fact that in applications one has to deal with finite data sets and that even if the manifold
assumption is valid, the approximation of M by the data points only holds modulo some perturbation due to noise or
imperfections of the model on the data. A natural way to compute the different quantities involved in our algorithm is
to approximate integrals by finite sums:
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S

=

Fig. 5. Left: the original function f (¢, ) = sin(120). Right: first nontrivial eigenfunction ¢ (¢, 6) = cos(6).

m

m
7 5 ke (xi, xj)
(x;) = ke(x;,x;) and d(“)(x-)z SR L L
qeXi ; e(Xi, X e A ;qs(xi)aqs(xj)a
ke (xi,x)

m and Pa,af(xi):Zps(xi»xj)f(xj)»
e i)le J

j=1

Dea(Xi, X)) =

where the bar over the letters means that these quantities represent discrete sums used for approximating their contin-
uous counterparts, namely g, (x;), de(a) (xi), Pe,a(xi, xj) and I_’&a f (x;) introduced in the previous sections.

In our study, two factors of error are to be accounted for: the fact that the data set is finite, and the fact that the
points do not exactly lie on the manifold. We investigate the influence of these two factors separately.

Assume first that the data set X = {x;}1<;<n consists of finitely many points on M that are the realizations of i.i.d.
random variables {X;}1<;<m With density g (supported on M). Because of the law of large numbers, as m goes to
infinity, all of the discrete sums above converge, at least in some weak sense and modulo a renormalization by 1/m,
to continuous integrals (Monte Carlo integration). For instance,

1 m
lim - E ks(x,xj)szs(x,y)q(y)dy-
Jj=1

m—+00
M

For a finite value of m, the relative error is expected to be of the order of O(m™ 5 £~%/%) and the same estimate should
apply to the error of approximating P o f (x;) by Pe o f(xi).

Several papers provide rigorous estimates for the accuracy of the approximation. For instance, it is shown in [23]
that the error of approximation of P o f (x;) by 138,0, f(x;) verifies

| P f (1) = Pea f ()] = O(m™ 26744,

with high probability.
_ This bound can be further refined [24] by noticing that the numerator and denominator of the expression defining
Py o f (x;) are correlated random variables. This allows Singer to derive the following estimate:
= _1
|Pea f (i) = Peo f (x)] = O(m ™26~ /41/2),
with high probability. )
Since we are interested in the approximation of L, o by L o, we conclude the following: with high probability

1

|Leo f(xi) = Leo f(x1)] = O(m™2e=4/471/2),
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Fig. 6. Left: a noisy helix. Right: the curve is embedded as a perfect circle.

Criterion 4. In order to achieve a given precision with high probability, the number m of sample points must grow

d_1 . . .
faster than ¢~ 4~ 2, where d is the dimension of M.

The second aspect that we wish to explore concerns the fact that the data points of X might not lie exactly on M.
This case can be treated using spectral perturbation theory. Suppose that X is a perturbed version of M, that is, there
exists a perturbation function 1 : M — X with a small norm (the size of the perturbation) such that every point in X
can be written as x + 7(x) for some x € M. The function 5 plays the role of some additive noise on the data. Then,
assuming that the kernel k. is smooth, we can linearize the effect of the perturbation:

_ Il
ke (x +n(x), y +1()) =ke(x,y) + (9( ﬁ)

and as a consequence, the perturbation of P o is the same order

5 lInll

Ps,a:Pa,a‘i‘O(% > €)]
where f’gﬁa is the perturbed version of P; ,. To obtain the effect of the perturbation on the eigenvalues and eigenfunc-

tions, we refer to classical theorems of spectral perturbation theory, like Weyl’s theorem, that states that

sup|hr — M| < [ Peo — Peall-
I
The bound on the error in Eq. (3) shows that

Criterion 5. The approximation is valid as long as the scale parameter /¢ remains larger than the size of the pertur-
bation.

We now illustrate the robustness of the different objects we have defined so far (diffusion distances, maps and
eigenfunctions) to perturbations. In Fig. 6, we considered a helix curve in R3 that we perturbed with some additive
Gaussian noise. We represented the embedding obtained from (1, ¥») and the image by the diffusion map is a
perfect circle. Compared to the organization of the data points that we would have obtained from a perfect helix, this
organization is identical up to the scale defined by the standard deviation of the noise.

6. Combining the multiscale geometries

The collection {D;};>( describes the data set X through a family of multiscale geometries corresponding to the
diffusion at different time-scales. The descriptions provided by the diffusion maps {¥;};>( represents the data set at
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different resolutions. In applications, one can deal with the different values of m separately, or one can combine the
information at all times into one single description. For instance, in [19], Fouss et al. suggest the use of the average
commute time c(x, y) as a distance between points of X. The quantity c(x, y) is defined as the average minimum time
for the random walker to go from x to y and then return to x, in other words, c(x, y) = m(x, y) + m(y, x), where
m(x,y) is the average first time passage to y when starting at x. The average commute time and first time passage
exhibit the same interesting property as the diffusion distance D, namely that they get smaller as the number of
paths joining x and y increases. As shown in [19], these quantities can be computed using the pseudo-inverse of the
combinatorial graph Laplacian, and this leads to another type of embedding of the data set into a Euclidean space, in
which the usual distance equals the average commute time, and where the balls of diffusion are specified by the level
sets of the Green’s function.

In order to illustrate the usefulness of combining diffusions at all times, we focus on the example of partially labeled
data classification. Suppose that one is given a data set X, made of m points, and that one wants to classify all these
points among r classes. Assume that within the set X, there are s points already classified, but this number is very
small compared to the size of X. This type of situation is quite common in many applications, and goes by the name
of partially-labeled data. In [2], Szummer and Jaakkola suggest a classification scheme based on random walks on the
data, which basically comes down to computing the posterior probability for a point to belong to a given class, at a
given time ¢. The value of ¢ is chosen as maximizing the margin between the classes. An alternative way to classify
the data consists in considering the labeled points as absorbing states and to use the average time of absorption (i.e.,
the average first time passage in a labeled point) as a classifier: x is assigned to the same class as the labeled point y
that is the closest in terms of average first time passage. Another option would be to use the probability of absorption
by a given absorbing state as a classifier:

class(x) = argmax P (getting absorbed by class j | starting at x).
J

The probability of absorption by a given state for a random walk starting at x is generally referred to as the Harmonic
measure w,, and this approach is equivalent to considering the absorbing states as part of a “boundary” and solving
the following Dirichlet problem using Kakutani’s theorem: find the harmonic function (in the sense defined by the
random walk) whose restriction to the boundary is equal to the characteristic function of all points with a given label.

7. Conclusion

In this paper, we have introduced a set of tools, the diffusion maps and distances, and we have explained their
construction from Markov processes defined on a set X. The diffusion coordinates provide a global representation
of X via a coordinate system that integrate the local geometry of the graph of the data. These coordinates allow
us to parametrize the data set, and they also define a metric on X that reflects the connectivity within the graph.
Dimensionality reduction is achieved thanks to the decay of the eigenvalues of the diffusion operator.

In the case of data points in the Euclidean space R", we constructed a one-parameter family of diffusion kernels
that capture different features of the data. In particular, we showed how to design a kernel that reproduces the diffusion
induced by a Fokker—Planck equation. This allows to compute the long-time dynamics of some stochastic differential
system. Also, we explained that when the data approximate a manifold, then one can recover the geometry of this
manifold by computing an approximation of the Laplace—Beltrami operator. This computation is completely insen-
sitive to the distribution of the points and therefore provides a separation of the statistics and the geometry of the
data.

In the future, we plan to show that working in the diffusion space can be extremely useful for applications related
to pattern recognition, learning, multisensor integration and the study of dynamical systems.
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Appendix A. Spectral decomposition of P and diffusion distance

If we conjugate p by /7, then the resulting kernel

ey VT k)
RV LAV es Wz ¢

is symmetric. The corresponding operator A is therefore self-adjoint in L2(X, dy). If, in addition, we assume that

/fa(x,yfdu(y)du(x)=//k<x,y)2Md“(x) < too,
XX XX

m(y) m(y)

then A is also compact (see [32, p. 94] for a reference). Note that this condition is always satisfied if X is finite as A
can be represented as a finite matrix. From the compactness of P, we have that A has a discrete set of eigenvalues
{A1}i>0 and that it satisfies the following eigendecomposition:

ax,y) =Yy up(x)pi(),

=0

where {¢;};>0 is an orthonormal set of eigenfunctions forming a basis of L2(X, duw). It can be checked that ¢ = JT.
This implies that p satisfies

P y) =Y Mvi)e(y).

120

where Yy (x) = ¢;(x)/m(x) and ¢;(y) = ¢;(y)(y). In particular, ¥o(x) = 1. Moreover, by a result [33, p. 24] the
largest eigenvalue 1o of P is equal to 1. As discussed previously, it is reasonable to assume that k(x, x) > O as this
number represents this affinity of x with itself. As a consequence, the Markov chain is aperiodic. The graph being
connected, it is also irreducible. These two conditions imply that the chain is ergodic and that, apart from Ao, all other
eigenvalues have a magnitude stricly less than 1.

We have an analogous formula for powers P! of P:

P y) =Y Ayn®)@(y). (A.1)

120

Since {¢};>0 forms an orthonormal basis of L?(X,dpu), it can be verified that {@1}i1>0 is an orthonormal basis of
L>(X,du/m).

The connection with diffusion distances is as follows: if we fix x, then Eq. (A.1) can be viewed as the orthogonal
expansion of the function y > p;(x, y) into the orthonormal basis {¢;};>0. Note that the coefficients of expansion are
precisely given by the sequence of numbers {11 (x)};>0. Consequently, in L*(X,du/m):

Dy, 9% = [P, ) = i@ ) | Ty = 2 (Y100 = ¥(2).

1>0
Appendix B. Asymptotics for Laplacian operators

In this appendix, we prove different asymptotic expansions for the various operators defined in Section 3 and acting
on a submanifold M C R”. We extend the proofs of [33] from the case of hypersurfaces to general submanifolds.
We start by comparing the metric on the manifold (given by the geodesic distance) with that defined on the (local)
projection of the submanifold over the tangent space. We use this result to obtain a small-scale expansion for any
isotropic kernel integral operator. Then we conclude with the asymptotics for all the normalizations introduced in
Section 3.

We assume M to be C°° and compact. Let x € M be a fixed point not on the boundary, 7, M be the tangent
space to M at x and (e, ..., eg) be a fixed orthonormal basis of T\ M. In what follows, we introduce two systems of
local coordinates in the neighborhood of x (see Fig. B.1). We first consider normal coordinates: the exponential map
exp, generates a set of orthogonal geodesics (y1, ..., yq) intersecting at x with initial velocity (ey, ..., eq), and any
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u e

Fig. B.1. The two types of coordinates that we use, illustrated here for a curve in the 2D plane.

point y in a sufficiently small neighborhood of x has a set of normal coordinates (s, ..., s¢) along these geodesics.
Therefore, any function f defined on M in the neighborhood of x, can be viewed as a function f of (sq, ..., sg), and
in this case, if f is C2?, we have

d

92 f
Af(x):—za—sf(o,...,O),

i=1

where A is the Laplace—Beltrami operator on M (see [30]). With this convention, A is a positive semi-definite

operator. If x is on the boundary d. M of M, and if we choose ey, ..., e4—1 to be in the tangent space of this boundary
at x, while e; is normal and pointing in, then the normal derivative of a function f at x is defined as
of of

E(X) = —@(0)-

The other system of coordinates is given by the orthogonal projection u of y on T, M. More precisely, let

(u1,...,uq) be its coordinates in (e, ..., eq), i.e., u; = (y — x, ¢;). The submanifold is now locally parameterized

as y = (u, g(u)), where g: R — R"~4_ Note that since u = (u1, ..., uy) are tangent coordinates, we must have that
y=(u,g( g g

E0)=0

u;
! Locally, we have the following diagram:

exp, projection
(S1y0.,80) <> y<——u
In what follows, we provide the tools for converting all quantities depending on (s, ...,s4) or y into functions
of u. More precisely, we compute asymptotic expansions for the changes of variable u — (s1,...,sq) and u > y.

Notice that similar results were obtained in [31], where the geodesic distance is compared to the Euclidean distance
in the ambient space R" (rather than the projection on the tangent space) and in [12] for the asymptotics of the
graph Laplacian for uniform densities on submanifolds. In the following, Q ,, (#) denotes a generic homogeneous
polynomial of degree m of the variable u = (uy, ..., uy), whose coefficient depends on x. Since these polynomials
form an equivalence class, we might abuse the notation and write, for instance, Q j (4) + Qx.m(u) = Ox m ().

Lemma 6. If y € M is in a Euclidean ball of radius e7 around X, then, for ¢ sufficiently small, there exists:

si=u; + Qx3) + O(e2). (B.1)
Proof. Let y be the geodesic connecting x and y parameterized by arclength. We have y (0) = x and let s be such
that y (s) = y. If y has normal coordinates (s, ..., 54), then we have sy’ (0) = (s1, ..., s4). A Taylor expansion yields

52 53
&) =y O +57' O + 57" + =y V0 +O().

By definition of a geodesic, the covariant derivative of the velocity is zero, which means that y”(0) is orthogonal
to the tangent plane at x. Now since the parameter u; is defined by u; = (y(s) — y(0), ¢;), we obtain that u; =

s; + %(y@ 0),e;) + O(&?). Iterating this equation yields the result. O
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Lemma 7. In the same ball as in the previous lemma, we have

Ly = x11* = lull® + Qu.a(w) + Qu,5u) + O(e”)  (metric comparison) (B.2)
and
d
det(d—y) =14+ Qx2(u)+ Ox3u) + (9(82) (volume comparison). (B.3)
u
Proof. The submanifold is locally parameterized as u — (u, g(u)), where g : R? — R"~¢ Writing ¢ = (gi 11, ..., 8n)

and applying Pythagore’s theorem, we obtain
n
Iy —xI=lul*+ Y gi?.
i=d+1

Clearly, g;(0) =0, and as noted before, ;Tg (0) = 0. As a consequence, g; (u) = b; x(u) + c; x(u) + O(&?), where bi x
is the Hessian quadratic form of g; at u = 0 and ¢; x is the cubic term. This proves (B.2) with

Qra)= Y bl ) and Qus@)=2 Y bi (e ).
i=d+1 i=d+1

To prove Eq. (B.3), observe that the fact that %(O) = 0 implies that %(u) = 5,-,)( (u) + cix(u) + 0(8%), where

l;,‘, x and ¢; x (u)+ are the linear and quadratic terms in the Taylor expansion of % at 0. We thus have:

9 9
2wy =(vi, 2L w)), wherevi=(0,...,0,1,0,...,0) e R?
Bui Bui

= (v, bi x () + & x (u) + (’)(g%))_

The squared volume generated by these d vectors is the determinant of their Gram matrix, i.e.,

d 2 d d d d
det(ﬁ) IZZE,']'(M)+ZZF,']'(M)+O(82),
where

i=1 j=I i=1 j=I
Eiju) = (bixw),bj ) and Fyju) = (bi W), j @)+ (G x @), bj W)
Defining

d

d d d
Qo)=Y Y Ej) and Q.3)=) Y Fju),

i=1 j=1 i=1 j=1

we obtain the last result. O

Let k;(x, y) be an isotropic kernel:

)
ke (x, ) =h(u)
£

where /4 is assumed to have an exponential decay and let G, be the corresponding operator acting on

1
Gef o)== [Kelxn) () dy,

2

We now produce asymptotics for G.. The idea is to use the previous lemmas to write that, for small values of the scale
parameter ¢, integrating a function f against the kernel on the manifold is approximately like integrating on the tangent
space. On this space, the kernel is approximately symmetric and is orthogonal to monomials of degree 1 and therefore
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will only capture terms of degree 0 and 2 in the Taylor expansion of f. All corrections to these approximations are
expressed in terms of extrinsic and intrinsic geometric quantities related to M. We start by studying the case of points
away from the boundary.

Lemma 8. Let f € C3(M) and let 0 < y < 1/2. Then we have, uniformly for all x € M at distance larger than &¥
from A M,

Gef(x) =mof (x) + s%w(x)f(x) — Af(x) +O(?),
where
m0=/h(||u||2)du and mz:fu%h(nunz)du

R4 R4
and w is a potential term depending on the embedding of M.

Proof. Because of the exponential decay of /, the domain of integration can be restricted to the intersection of M
with the ball of radius ¢¥ around x. Indeed, in doing so, we generate an error of order

1 bl - 2
d / h(u)f(y)dy < f oo / ‘;Z(u)‘dy

2
yeM:|y—x|>e” yeM:|ly—x|>&”
2
<l / Ih(Iy1?)| dy
yeM:|yl>ev—1/2
—1/2
<ClflloQ(e"*7)e ",

where we have used the exponential decay of the kernel and where Q is a polynomial. Since 0 < y < 1/2, this term

is exponentially small and is bounded by O(e %). Therefore,

1 _ 2
Gef )= / h(@)f(y)dy +0(e3).
82y€M:Hy—xll<eV

Now that things are localized around x, we can Taylor-expand the function (s1, ..., sq) — f(y(s1,...,52)):
3’ f 5
fO)=rF00)+ Zsl (0) + 5 ZZs,s, oy O Qe s O(&?),
i=1 j=1

where f(sl, cesSq) = f(y(s1, ..., 82)). Invoking Eq. (B.1), we obtain
d

i Y 1 92 f
f(y)=f(0)+2ui£(0>+—22uu,a 5 -(0) + Q. 3(u) + O(£7).
i=1 !

i=1 j=1
Likewise, because of Eq. (B.2), the Taylor expansion of the kernel is

h<u> =h(“u” >+ (Qx,4(u) N Qx,s(u)>h,<llull >+(’)(82).
€ € N € &

Using Eq. (B.3) to change the variable s — u in the previous integral defining G, f (x) yields:

2 2
saoe [ ((2)-(520 ) ()

lull<e¥

(f<0)+Zul -(0) + > ZZ”“fa s (0)+Qx3(u)>

i=1 j=1

x (14 Qea() + O 3w)) du + O(£7+2).
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This identity can be dramatically simplified by identifying odd functions and setting their integral to zero. One is left

with
g s Ju (&t f ), [ llul?
estf(X)—f(O)/h( - >d”+§(Za_s3(O) fu1h< - )du
1= Rd

R4 1

2 2
70 (25T 5 n () ) s 045,
R4

where the domain of integration has been extended to R (exponential decay of /). Changing the variable according
to u > /eu,

d 2 F
- d
Gef(x)= f(O)/h(IIullz) du + %(Z 8—5@)) /u%h(||u||2) du
Rd i=1 "7

R4

+e(0) f (Qxa R (1]?) + Qr 2@ (ll?)) du + O(?).
Rd

where we have used the homogeneity of Oy 4 and Q, ». Finally, observing that
i 92 f
fO)=f@x) and ) SO =—4f),
i=1 "7

we end up with
G f (x) =mof(x) + e%(wu)f(x) — AF(0)) +O(3),

where

2

0l =— / (Qxa@h'(Jlul®) + Qu2)h(l1u])?)) dut.
2Rd

Finally, the uniformity follows from the compactness and smoothness of M. O

The case of points close to the boundary is a bit more delicate. Indeed, if we integrate a function f against the
kernel centered at such a point, the kernel will “see” the first-order term of the Taylor series of f (because it does not
correspond to a vanishing moment anymore). In fact the only first term that is captured by the kernel is the derivative
across the boundary since in other directions, the kernel is symmetric, and therefore orthogonal to monomials of
degree 1.

Lemma 9. Let f € C3(M) and let O < y < 1/2. Then we have, uniformly for all x € M at distance less than or equal
to & from O M,

0
Ge f (x) =m(x) f (xo) + «/EmT(X)a—J:(XO) + O(e),

where x is the closest point to x that belongs to the boundary and where my(x) and m§(x) are bounded functions of
x and .

Proof. Let xo be the closest point to x on the boundary, where closeness is measured with the norm of the ambient
space. This point is uniquely defined if the boundary is smooth and ¢ is small enough. Let us pick a specific orthonor-
mal basis of Ty, M so that the first (d — 1) vectors ey, ..., eq—1 belong to the tangent space Ty,d.M of the boundary
at xq (see Fig. B.2). As before, we can now consider the projections u = (v, ug4) of points y in the neighborhood of x
onto Ty, M, where v = (uy, ..., uq—1) € R s the projection over the first (d — 1) basis vectors and uy € R is the
projection over ey (pointing in). By definition of x(, we have (x — xg,e;) =0fori =1,...,d — 1, and therefore x has
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Fig. B.2. Geometric configuration at the boundary.

coordinates (0, n) where n > 0. The proof is very similar to that of the previous lemma. Indeed, up to a term of order
&, the integrand is symmetric with respect to the variable u; fori = 1,...,d — 1, and thus the integration will “kill”
the corresponding first order terms in the Taylor expansion of f. The only term that remains is the normal derivative.

Just as before, we can truncate the integral defining G, f(x) by considering only points y that are at most at
distance ¥ from x. The correction term is exponentially small, and therefore can be bounded by O(¢). In addition to
this truncation, we decompose the domain into slices. More precisely, define

Sua) ={, ug) eR? /|| (v, ug) — 0, | <&”}.

To compute the integral defining G f(x) up to order &, we can integrate over all S(uy) for ug € [n —&?;n+¢¥].
Now this is not good enough as we want to take advantage of the symmetries of the kernel. We therefore consider

d—1

Sua) =) RiS(ua),

i=1
where R; is the reflection on R? defined by
Ri(ulv cees Ui, U U]y e l/id) = (Ml, ey U1, —UG U4, e, Md)

This domain has now all the symmetries that we need. Moreover, up to a term of order 8%, the projection of I M
onto Ty, M is a hypersurface (in R9) with equation ug = @(u1, ..., ug_1), where ¢ is a homogeneous polynomial
of degree 2. Consequently, up to an error of the same order, it is approximately preserved by all reflections R;. In
particular, going from the slices S(uy) to S(ug) is only generating an error of order ¢.

n+e? 5 B 5
Ggf(x)ze_%[ /h(W)f(u)dvdud—}—O(s),

1=€" S(uq)

where u = (v, ug). For the same reason, starting the integration from u; = 0 generates an error of order &:

n+e? ) B )
Ggf(x)ze_%[ /h(W)f(u)dvdud—f-O(e).

0 Suq)

If we Taylor-expand f around u = 0, we obtain

i N 457 D af of
F=FO + 3 ui=(0) +0@) = f(xo) + Y _uiz*=(0) = tta-(x0) + Ofe).
i=1 ' i=1 i
Now the symmetry of the kernel implies that fori =1,...,d — 1,

2 2
/h<llvll +(877 Ua) )uidvzo.

Sua)
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Therefore, the only first-order term of the Taylor expansion that survives is the partial derivative along u,. We can
conclude that

0
Ge f (x) =m{(x) f (xo) + «/EmT(X)a—J;(XO) + O(e),

with
n+ev ) 5 ey—1/2
mé(xp) = £~ / / h(W)dvdudz / f h(Jlu)?) dv dug
0 Swa) —1/E 5 8ua)
and
ne? ) 5 er—1/2
_d loll* + (m —ua)”\ ua / 2
& —_—g 2 h - —d d = — ]’l d d .
mi(xo) / / < A NG vdug Ud (lull*) dv dug
0 S —n/VE J-Sua)

Clearly, these functions are well behaved as

|m (x)| </h(||u||2)du and |m§ ()| </|udh(||u||2)|du.
R4 R4

The uniformity follows from the compactness and smoothness of M and of its boundary oM. O

We now use these ingredients to obtain asymptotics for operator L, . To simplify the notations, we can assume
that function /# in Lemma 8 is scaled in such a way that mo = 1 and m, = 2. We now prove
Proposition 10. For a fixed K > 0, we have on Ex
A(fg'™)  A@'T)
q l—a o q l—a

f.

lim Le o f =
e—0

Proof. We fix 0 < y < 1/2 and we start by focusing on the set M, of points of M that are at distance larger than &”
from 9. M. Using the notations introduced in Section 3 and Lemma 8, it is easy to verify that uniformly on M, and
up to a term of order O(g?):

qe =q +e(wg — Aq) (B.4)

and that, consequently,

—o_ - Aq
q, =q <1+a£(7—w>>. (B.5)

Let
ke(x, y)

K (x,y) = ——— B.6

o OV = g ) (B.6)
and for ¢ € Eg, define

K@¢(x) = / K (x, )¢ (»)gq(y) dy. (B.7)

X

Then

Kéa)d) =qg—a |:¢q1—ﬂl<1 +3a<% — a))) +g(w¢q1—w _ A(¢q1_a))i|

A

l—a
:Q;“ql—a[(p‘FS((l —Ol)a)tl)—i-aq‘)% _ %)}
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Consequently,

A A 11—«
d® =K® 1 =g %' [1 + s((l — oo+ a;q - %)] (B.8)

Taking the ratio of the last two equations yields the expansion for the operator

kéo‘) , A 1—a A 11—«
/ #wy)q(y)dy:mxwe(qs(x) G ) A0 )(x)). (B.9)
g de (%) q'e(x) q' % (x)
Therefore, uniformly on M.,
A 11—« A 11—«
Lead = (Z’lq_a ) ;ql_a)qﬁ—l-(?(e). (B.10)

Now, on M\ M,, Lemma 9 implies that, uniformly and up to a term of order ¢,

0
ge(x) = m(x)q (x0) + ﬁm§<x)a—f<xo> +0),

which implies that

H 1 0
g7 () =m3<x>‘“q<xo>—°‘<1 e —q(x0)> + 0.

mg(x) q(xo) dv
As a consequence,

3 (q" " mf)~¢)
v

q(xo)!—
mg(x)*~1

¢ (x0) + +/emf(x)

K@ (x)=q;® (xo>( (x0)

0
— a/emi(x) "% q(x0) "mS (x) —q(xo)¢(x0)> +O(e)

q(xo) dv
P 1—a e\—o
$(x0) + ﬁmimw

1 9q
e 5(x0)¢(x0)) +0(),

q(xo)' ™
mg(x)a—l

=q;“ (xo)( (x0)¢ (x0)

— a/em(x) " m] (x)

where we have used the fact that ¢ verifies the Neumann condition at x¢ and therefore can be taken out of any
derivative across the boundary. Thus,

K@% (x) = (K1 + O(e))p(x0)
and since d* = K1, for x € M\ M,

K
% = (x0) + O(e)

and, therefore, uniformly on M\ Mg,
Leoad(x)=0(). (B.11)

To summarize the situation:

e Uniformly on M., we have

A l—a A l—«a
-2+ 00,

e and uniformly on M\ M,, we have L. 4¢ (x) = O(1).

Ls,a‘»b =
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Since we are interested in the L? convergence of this operator on M, and for the strip M\ M, has a measure of
order O(g?), we have on Eg:

Alpg'™)  A@g'™)
ql—a - ql—ot

Le,(x¢ = ¢ + Re,

where R, = O(¢) if M has no boundary and R, = O(e?) for any y € (0; %) if M has a boundary. 0O

We finally prove Proposition 3:

L
—tA s

Proposition 11. For any t > 0, the Neumann heat kernel e can be approximated on L*(M) by PS

hmP = 1A,

Proof. The idea of the proof is that at very small scales, M is flat and the Markov chain is a good approximation of
the short-time transitions of heat. We then show that the semi-group property holds approximately, which allows us
to propagate the approximation to large times. It is worth noting that this result is valid for general values of «, where

A(I’

one just needs to replace A by A — ) . In this case, the following proof can be transposed easily.

In the previous proof, we showed that on Eg,
Le1=A+ R, orequivalently P.=1—¢cA—¢R,.
To obtain the result on the heat kernel, we note that

o Uk-oEx =L*(M),
o (P:1)e=0 is uniformly bounded in L?(M, dx) by 1

and therefore the result needs only to be proven on Ex for any fixed value of K > 0. We also remark that if B is a
bounded operator with || B|| < 1 and nonnegative spectrum, then for any g > 0

[+1 -1 —1+1
[ 4B 1| Zﬂ(ﬂ (/3 ) <Zl3(ﬂ ) H(ﬂ £
>1 >1 ’
<(1+||B||)ﬁ—1<ﬁ(1+||B||)ﬂ‘1||B||. (B.12)

For a fixed K > 0, if ¢ is small enough, then I — €A is invertible, and has norm less than 1, in which case
|PS — I —eN)F| <[ —e)e|| [T —eA) 5 —eA—eRe)E — 1|
<[a —ert 1]
t (_
<= x (14+elRell) 7 xel|Rell by Eq. (B.12)
= O(|IRell)-

Now since on Eg, one has (I — SA)é = e~ '2 4 O(e) (this can be verified by viewing each operator in the eigenbasis
of A), we can conclude that

Pel_e—’A+(9(||R . o©
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