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Abstract

In this paper, we show that the Cauchy problem of the Navier—Stokes equations with damping alulP~tu (@ > 0) has global
weak solutions for any B > 1, global strong solution for any g > 7/2 and that the strong solution is unique for any 7/2 < 8 < 5.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

We consider the following incompressible Navier—Stokes equations with damping

Uy — uAu+u-Vu +a|u|ﬁ_1u +Vp=0, (x,t)€ R3x (0,7),

divu =0, (x,1) € R* x[0,T),

3 (1.1)
uli=0 = uo, X ER’,
lu| — 0, as |x| — oo.

The unknown functions here are u = u(x,t) = (u1(x,1),us(x,t),usz(x,t)) and p = p(x,t), which stand for the
velocity field and the pressure of the flow, respectively. In damping term, 8 > 1 and o > 0 are two constants. The
given function ugy = ug(x) is the initial velocity and the constant ;. > 0 represents the viscosity coefficient of the flow.

The existence of global weak solutions of initial value problem and initial-boundary value problem of the Navier—
Stokes equations were proved by Leray [11] and Hopf [6] long before. Since then, the uniqueness and the regularity of
the weak solutions and the global (in time) existence of strong solution have been extensively investigated (see [3-6,
9-18] and references therein). However, the uniqueness of weak solutions and the global existence (in time) of strong
solutions remain completely open. Introducing the class L*(0, T; L?), Serrin showed that if u is a weak solution in
such a class with 2/s 4+ 3/q < 1 satisfying 2 < s < 00,3 < g < 00, then u is smooth. Since Serrin’s criterion, many
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efforts have been made to obtain a larger class of weak solutions in which the uniqueness and regularity hold. The
obtained results show that if the weak solution u(x, #) of the Navier—Stokes equations belongs to L*(0, T'; LY) with
2/s +3/q < 1 satisfying 2 < s < 00, 3 < g < 00, then the weak solution is regular and unique (see [3-5,13-17] and
references therein). The class L(0, T; L?) is also called Serrin’s class.

The damping is from the resistance to the motion of the flow. It describes various physical situations such as
porous media flow, drag or friction effects, and some dissipative mechanisms (see [1,2,7,8] and references therein).
The purpose of this paper is to study the well-posedness of the incompressible Navier—Stokes equations with damping.
We will show that the Cauchy problem (1.1) has global weak solutions for any 8 > 1 and global strong solution for
any 8 > 7/2. Moreover, we will prove that for any 7/2 < 8 < 5, the global strong solution of (1.1) is unique.

We apply the Galerkin method to construct the approximate solutions and make more delicate a priori estimates
to proceed to compactness arguments. In particular, we obtain new more a priori estimates, comparing with the
Navier—Stokes equations, to guarantee that the solution u belongs to L*°(0, T’; Wol,’j(R3)) N L2, T; LAY (R3)) N
L%(0,T; H*(R%)) for B > % and the strong solution is unique when % < B < 5. Recalling Serrin’s class to the Navier—
Stokes equations, we obtain that the solutions of (1.1) will belong to Serrin’s class if and only if 8 > 4. As mentioned
above, the solution of the Navier—Stokes equations lying in Serrin’s class will be unique. However, for the Navier—
Stokes equations with damping, when 8 > 5, whether the strong solution is unique or not is still open.

Before ending this section, we introduce some notations of function spaces which will be used later. The space
L? (R3), 1 < p < oo, represents the usual Lebesgue space of scalar functions as well as that of vector-valued functions
with norm denoted by || - || ,. Let C&OU (R3 ) denote the set of all C*° real vector-valued functions u = (u1, uy, u3) with

compact support in R3 such that divu = 0. Then the function space L (R3), 1 < p < oo, is defined as the closure of
CSOG(R3) in L?(R3) endowed with norm || - | ». We define WK-P(R3) the usual Sobolev space with the norm || - ||z, »
and W p(.Q) is the closure of C°o (£2) with respect to || - [|x, . When p =2, we denote WK2(R3) by H*(R?). Given
a Banach space X with norm || - || X, we denote by L?(0,T; X), 1 < p < o0, the set of functions f(¢) defined on

(0, T) with values in X such that fo Il f(@® ||X dt < oo. In this paper, we use C to express an absolute constant which
may change from line to line.

The rest of the paper is organized as follows. In Section 2, we prove the global weak solutions of (1.1) forany g > 1
In Section 3, we prove the global existence of strong solutions for any g > % and the existence and uniqueness of

strong solution for % < B < 5 for the Cauchy problem (1.1).
2. Existence of weak solutions

In this section, we prove the global existence of weak solutions for the problem (1.1). The definition of weak
solutions is given as usual way.

Definition 1. The function pair (u#(x,t), p(x,t)) is called a weak solution of the problem (1.1) if for any 7" > 0, the
following conditions are satisfied:

(1) we L0, T3 LZ(R®) N L2(0, T; Wy 7 (R)) N LA, T; LA (R)),
(2) forany @ € C3° ([0, T] x R?) with & (-, T) =0, we have

/(u @t)dt+u/fVu V@dxdt—/f(u Vu® dx dt

0 R3 0 R3

+a//|u|ﬂ—1ucpdxdt=(uo,q>o), (2.1)
0 R3
(3) divu(x,r) =0forae. (x,1) € R? x [0, T).

In (2.1), Vu denotes matrix (0;u j)3x3 and for two matrices A = (a;;) and B = (b;;), the matrix A : B = Z?,j:l a;jbij.
Here (, ) means the inner product in L2(R%).
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The following lemma is a compactness result, for the proof of it one can refer to [18].

Lemma 2.1. Let X, X be Hilbert spaces satisfying a compact imbedding Xo < X. Let 0 <y < 1 and (vj)c>0 be a
sequence in L>(R; Xo) satisfying

o] +00
2 215412
Sup( f |Ivj||X0dt)<OO, su_p< f k1 y||vj||Xd'L’)<OO,
J J
—00

—0Q0
where
+00

(1) = / v(t)exp(—2mitt)dt
—0oQ
is the Fourier transformation of v(t) on the time variable. Then there exists a subsequence of {v; }°° | which converges
strongly in L2(R; X) to some v € L2(R; X).

Our main result of this section reads as

Theorem 1. Suppose that f > 1 and ug € Lg(R3). Then for any given T > 0, there exists a weak solution
(u(x,t), p(x,t)) to the problem (1.1) such that

we L®(0,T; L2(R?) N L*(0.T; Wy 2 (RY) N LAH (0, T: LAT!(R?)). (2.2)
Moreover,
T
B+1 2
sup ||u(t)||L2+2u/||vu|| dt+2a/||u||Lﬁ+l dt <|lugll3,. (2.3)
\t\

Proof. We employ the Galerkin approximations to prove the theorem. The approach is similar to that of [18] for the
classical Navier—Stokes equations.
Since W 1s separable and C"o(7 is dense in W there exists a sequence wi, 2, ...,y of elements of Cgoﬂ,

which is free and total in W() ... For each m we deﬁne an approximate solution u,, as follows:

m
=) _ gim ()i (x)
i=1
and
(u;n(t)’ U)j) +M(V”m(t)a v(l)j) + (um(t) <V, (1), wj) + (a|”m|ﬁ_lurn(t)» wj) =0,
tel0,T],j=1,2,....,m, 2.4)
and uq, — ug in L(ZT, as m — oQ.
We have a priori estimates on the approximate solutions u,, as follows.

Lemma 2.2. Suppose that ug € L2. Then for any given T > 0 and any B > 1, we have

2
sup ||Mm(t) || LZ + 2M||um”L2(0 T: Wl 2, + 2a||um ”LﬁJrl(O T; Ll3+1) ||u0||L2'
0<t<T

Proof. Multiplying on both sides of (2.4) by g, (t) and summing over j =1,...,m, we have

1d B+1
2dl ||um||L2 +N||Vum”L2 +a”um”Lﬁ+1 <0,

where we have used the fact that ((u - V)v,v) =0 foru € Wol”f and v e W2,



802 X. Cai, Q. Jiu/J. Math. Anal. Appl. 343 (2008) 799-809

Integrating over (0, 7)) we obtain

T T
2 1
sup_[un(® |72 + 21 f IVumlly» dt + 2 / w1552, dt < uoll2,. 2.5)
0T 0 0

The proof of Lemma 2.2 is finished. O

By a standard procedure, applying Lemma 2.2, we obtain the global existence of the approximate solutions u,, €
L*®0,T; Li (R3)NL%20,T; Wol’(z(R3)) N LAY, T; LPH1(R?)). Next, we will use Lemma 2.1 to prove the strong
convergence of u,, (or its subsequence) in LN Lﬂ([O, T] x £2) for any 2 C R3. To this end, we denote by i, the

function from R into Wé 02 which is equal to u,, on [0, 7] and to O on the complement of this interval. Similarly, we
prolong gi;, (¢) to R by defining g;,, (t) =0 for t € R\[0, T']. The Fourier transforms on time variable of i,, and g;,,

are denoted by i, and g;,, respectively.
Note that the approximate solutions i,, satisfy

d . - - ~
E(”mv wj) = /L(Vum(l), ij) + (”m(t) Vit (1), a)j)
+ (@l P i (1), )) + (om, @)80 — (un(T), ;)7
= (f, 0)) + (@liw|P it (1), ®;) + (om, )80 — (m(T), )87,  j=1,2,...,m, (2.6)
where &g, 87 are Dirac distributions at O and T and
(@) = 1 (Vit (0), Voo, ) + (itm (1) - Viim (1), ;).
Taking the Fourier transform about the time variable, (2.6) gives

2711'1:(;7,,,, wj) = (fm, ;) +d(|ﬁm|ﬁ_lﬁm(l), a)j) + (wom, wj) — (um(T), a)j)exp(—2niTr), 2.7)

where f;, denotes the Fourier transform of f,.
Multiply (2.7) by g () and add the resulting equations for j =1, ..., m to get:

T 2 2 2 ~ B_1~ 2 2 2 .
2mit ||Mm () ”2 = (fm (), um) + a(lum|ﬁ71um (0), um) + (Uom, Um) — (um(T)v um) exp(—2miTT). (2.8)
Forany v € L*(0, T; H}) N LPT1(0, T; L), we have

(fn (@), v) = Vi, VV) + (- Vi, v) < C(lumll3 + Vet 13 + Vit 12) 0]l 1.
It follows that for any given 7 > 0

T T
/llfmu)nH_] dt < f C(lumll3 + IVum 3 + [ Vuml2) dt < C,
0 0
and hence
T
sugllfm(r)llel éfllfm(t)llel dt<C. (2.9)
TE
0

Moreover, it follows from Lemma 2.2 that

T T

-1
Jenl? o at < [ v ar < c
0 0

which implies that

sup [t [P 1u(7)]| g1 < C. (2.10)
TER B
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From Lemma 2.2, we have

um @], < C, lum(T)], < C. (2.11)
We deduce from (2.8)—(2.11) that

el (@[3 < C(Jim ()] 1 + Jiin @] )-

For any y fixed, 0 <y < %, we observe that

1 T
IT1% < cﬁ, Vr € R.
1+ |7|1-2¥

Thus

+00 +00 | |

2 2 + T 2 2
/|r|2y||um(r)||2dr<C/ P [im (0|5 dx
—00

—00

~ +00 A
i (Ol l[m (D)l g+1
/||um(t)||2d +C md‘[—FC Wdr. (2.12)

—0o0 —00

Thanks to the Parseval equality and Lemma 2.2, the first integral on the right-hand side of (2.12) is bounded uniformly
on m.
By the Schwartz inequality, the Parseval equality and Lemma 2.2, we have

i@l T ] :

U (T H! T 2

T2 dr g( f 4(1+|1:|1—2V)2> </||um(r)||H1dt) <C (2.13)
—00 0

forO<y < %,
Similarly, when 0 < y < m we have

+00

+00 A L 1
f i1 (0) g+ dr<<f dv )ﬂ (/”u O d )BH
— X m
1+|T|1 2y (1+|‘L’|1 Zy)_ﬁ,a A+l

—00

—00
: .
b B+1
< CTF#F lum (s, dz | - (2.14)
0
It follows from (2.12) that
+00
2 2
/ [ it (T) |, dT < C. (2.15)
—0o0

Thanks to Lemma 2.2, there exists a function u(x, t) such that
we L®(0,T; L2(R?) N L*(0.T; Wy 2 (R) N LAH (0, T: LAT! (R?)), (2.16)
and there exists a subsequence of {u,,};°_,, still denoted by itself, such that u,, — u weakly-* in L>°(0, T} Lg(R3))

and weakly in L2(0, T; Wy > (R®)) and u,, — u in LF+1(0, T; LP+1(R%)). Moreover, we choose 21 C £2, C 23 C -+
with smooth boundary, satisfying Ufil 2 = R3. For any fixedi = 1,2, ..., we take Xo = Wol’z(.Q,-), X = LZ(Qi) in
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Lemma 2.1. Then in view of Lemmas 2.1 and 2.2, and (2.15), we obtain that there exists a subsequence of {um}fn": 1

still denoted by itself, such that u,, — u strongly in L%(0, T; L>(£2;)). By the diagonal principle, there exists a

subsequence {um_/ };?Ozl of {um}fn‘;l, such that Um; = U strongly in L?(0, T; L*(£2;)) for anyi =1,2,...and hence in

L?(0,T; L}, (R%)). Noting that fOT Jx3 lum!PH!dx dt < C, we obtain that u,,; — u strongly in L?(0, T; L{ (R?))
for2 < p < B+ 1if B > 1. These convergence guarantee that u(x, ) is a weak solution of (1.1). Furthermore, (2.2) is

a direct consequence of (2.16) and (2.3) is clearly satisfied due to Lemma 2.2. The proof of Theorem 1 is finished. O
3. Existence and uniqueness of strong solution
We call the function pair (u(x, t), p(x,t)) the strong solution of the problem (1.1) if it is a weak solution of (1.1)
satisfying
we L0, T; W2 (R®) nL*(0, T; H*(R®)) N L>(0, T; L+ (RY)).

It should be remarked that just as the case of the classical Navier—Stokes equations, if (u(x, t), p(x,t)) is a strong
solution of (1.1), then the pressure function p(x, ¢) can be determined uniquely (up to a constant) by the velocity field
u(x,t).

As a preliminary, we recall the known Gagliardo—Nirenberg inequality as follows.

Lemma 3.1 (Gagliardo—Nirenberg inequality). Assume that q and r satisfy 1 < q,r < 0o, and j, m are arbitrary
integers satisfying 0 < j < m. Assume u € C3°(R"), then

|D7ul,, <C|D™ul)7, lull o 3.1)

1_Jj 1 1 . .
where = +a(y; — ’:l—’) + (1 —a)g, o< a< 1, and the constant C only depends on n,m, j,q,r,a.l[fm — j — %

is a nonnegative integer, the above inequality holds for # <a<l.
Our main result of this section is stated as

Theorem 2. Suppose that § > % and ug € WO1 3 N LAY, Then there exists a strong solution (u(x,t), p(x,t)) to the
problem (1.1) satisfying

e L0, T; Wy (R?)) N L>(0, T: LFT'(R%)) n L*(0, T; H*(RY)),
Vulu|'T € L2(0.T; L2 (R%)):  u, € L2(0,T; L2(RY)).
Moreover when % < B <5, the strong solution is unique.

Proof. The existence of strong solution is based on the following a priori estimates.

Lemma 3.2. Suppose that (u(x,t), p(x,t)) is a smooth solution of the problem (1.1). Then for any 8 > % we have

<Su£T(HVu(I)”§ + ||u(t)||§ﬁ) + ||Mt||%,2;7 + ||Au||§’2;T -+ |Vu||u|% ||§,2;T

0<1<

T
_1
+%f/|u|ﬂ—3w|u|2\2dxdrgc. 3.2)

0 R3

Proof. Multiply the first equation of (1.1) by u;, —Au and integrate the resulting equations on R3, respectively, to
obtain

d d
%E/|Vu|2dx+ﬁaf|u|’3+1dx+/|ut|2dx=—/utu~Vudx, (3.3)
R3 R3 R3 R3
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1d 2 2 g1 2
2 [Vul“dx +u | |Au|“dx +a | |u|” " |Vu|“dx
R3 R3 R3
-1
+ % f |u|ﬁ_3|V|u|2‘2dx = /(u -Vu)Audx.
3 3

Adding (3.3), (3.4) and using Holder inequality, Young inequality yield

1d
ptl /|Vu|2dx —/| Bl gx 4 22 /IAM| dx
T2 B+1d

1 -1
+5[|ut|2dx+a/|u|ﬂ—1|W|2dx+%ﬁmﬂ‘ﬂvwzlzdx<
R3 R3 R3

The estimates of J are divided into the following two cases.

Case I. Using Gagliardo—Nirenberg inequality (3.1), we have

||V”||2<ﬂﬂjll) CIIAullzllullﬁH

where 8 satisfies

1, _l-p
2 B+7

that is,

<17

2<B<S.

Using Holder inequality, (3.6) and Young inequality, we have

< Cllulfy IVull3 20
T

2d1-8) 4(6-2)

< Cllullgyy 1Auly, ™ Q) g5
2(11-8) 6(8+1)
< CllAull, ™" lull g7
3([5+1)

—IIAMII2+CIIMII,3+1

If 3(;%21) > B+ 1, thatis, 2 < 8 <5, it directly follows that

w ) g1,
)
7 < BB+t

In (3.10) we demand that

{4/3—/32+5>o = —1<B<5,
4B—B1+5<(B-DB+1) = B=1.

Combining (3.8) with (3.11), we obtain the restrictions on S:

> <SB<S.
5 SB

805

(3.4)

C/|u~Vu|2deJ. (3.5)
3

(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)
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Substituting (3.10) into (3.5), we have

(+1) sup [Vuml;+

\t\

2u 2
m sup ||u(t)’ﬂJrl + ullAully .p

T
- —1
+2||”t||§,2;7~+2a“|u|%|vu|”;2j+%//|u|ﬂ*3|v|u|2|2dxdt

0 R3
4p—p2+5 26-7
= = 1
<Cexp(llul g/ pir.r T 72) x (1Vuol3 + lluollsty). (3.13)

where B satisfies (3.12).
Case II. Using Gagliardo—Nirenberg inequality, we have

IIVullz%Sjln < Cllaullflluly ™, (3.14)

1 4

Teas Pt o (3.15)

2 208+ 1)
that is,

B>2. (3.16)

Using Holder inequality, (3.14) and Young inequality, we obtain

2 2
J < C||u”ﬁ+1||vu“2(ﬂ+l)
=

B4 B2

B+ BFI
Cllull,g+1||AM|| g

4(ﬂ+1)

—IIAMII2+CIIMII,3 luell3. (3.17)

Now we divide the index 4(;%21) into two cases and then we discuss them.

If 4%33‘) < B+ 1, thatis,

B =6, (3.18)

substituting (3.17) into (3.5), we have

(+1) sup |[Vu()];+ sup ||u(t)| +1+M||Au||22T
0<t<T

200
B+1oci<

T
+Iluzllggz;T+20tHIMI%IVMIH§’2;T+@//Iulﬂ_3lvlu|2|2dxdt
0 R3

4B+ B
- — 1
C(Iull3 s Iell /7 g T72) + (1Vu013 + lluo 5 ). (3.19)

where S satisfies (3.18).
If 20 > B+ 1, thatis,

=N

B <o, (3.20)
it directly follows that
5p—p2+6
I 1
J< g lIAul+ Cllullf il g [ lull3. (3.21)
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In (3.21) we demand that

{5ﬂ—ﬁ2+6>o = -1<B<6,
5B—-B2+6<(B—-2(B+1) = p=4
Combining (3.20) and (3.22), we obtain

4<B<6. (3.23)
Substituting (3.17) into (3.5), we have

(3.22)

(L+1) sup ||Vu(r) ||2

0<t<T

- -1
+2||uz||§,2;T+2a|||u|T|W|||2,2;T+%/W*Muﬁlzm

R3

b2 sup ||u(t)|| 4l Au?
/3+1 B+1 2,2;T

2 D 28 2 B+1
< CCXP(IIM||2,OO;T||M||,3+1,,3+1;TT 72) x (IIVuoll; + ||M0||,3+1) (3.24)

where B satisfies (3.23).
Combining (3.5), (3.13), (3.19) and (3.24), we obtain that, for any § > %
2 1
sup ([[Vu®]; + H“(t)”,ﬁl) Flluell3 o + IAul3 5,7 + | Vullul T ”2 21T
<t<T

\t\
! 2
+7a(ﬁ2_ )//|u|ﬁ—3|V|u|2|2dxdt<c. (3.25)
0 R3
The proof of Lemma 3.2 is finished. O

Now we proceed to proving the uniqueness of the strong solution of Theorem 2. Assume that under the same initial
data, there exist two strong solutions (u, p),(i, p) of (1.1) satisfying

(uy, @) —l—usu Vo dx —/(u . V)u@dx—l—ozf |u|ﬁ_lu(Ddx =0, (3.26)
R3 R3 R3

(ﬁ,,d))+/L/Vﬁ:V@dx—/(ﬁ-V)ﬁq)dx+o¢f|ﬁ|ﬁ_lﬁq)dx=0 (3.27)
R3 R3 R3

for @ € C°° ([0, T] x R3) and by the density argument (3.26) and (3.27) hold actually for @ € L%(0,T; HY.
Subtractmg (3.26) from (3.27) and taking @ = u — u in the resulting equations, we obtain

_ _\ 12 £-1 _ 2
wnu—u||%+u||V(u—u>||2+a|||u| = fu —al],

g/|u—ﬁ|2|va|dx+a/|u—ﬁ||ﬁ|||u|ﬂ—1—|a|ﬂ—1|dx
R3 R3
=1+ D, (3.28)

where we have used the fact that (i - V)v,v) =0, u € W()l”f, ve wh2,
Apply Holder and Sobolev inequalities to yield

I < Jlu— @l Vil
C(| V@ -3 u — a1 vuls
<C| V@ -3l — a3 Vil
<a||V(u—ﬁ)||§+C||u—ﬁ||§||Vﬁ||‘2‘ (3.29)
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and
< [ =l = @l ax
R3
<C(/3—1)/|u—ﬁ|||u|ﬁ—2+|ﬁ|ﬂ—2||u—ﬁ||ﬁ|dx
R3
<C||u—ﬁ||i||ﬁ||6|||u|”‘2+|ﬁ|ﬁ‘2|l
(va—u)llznu—unz) Nalls el + 121|557,

<C| V- “)Hz lJu — MIIZ lialle | lue] + IuIHW 2)

4(-2)

-2 (3.30)

<e|Vu—a)|3+ Cllu — al3lang | ul + lal|
In the second inequality of I, we used the fact that
[x? = yP| < Cp(IxP" + 117! x — v
for any x, y > 0, where C is an absolute constant.
Substituting the estimates of /1, I> into inequality (3.28), choosing ¢ = %, we obtain

d _
Tl =l + |V — |2, + 20 u) T — a2

_ _ _ 4(8-2 — 4(B=2
< Cllu— a2, (1Val§ + lalg el + a3y _5)]). (3.31)
Note that

424 828-7) 42 +p) BQB-T)  35_7
4(B-2) 7 7 7 7 =i
[l < /n aly BT 1Aul, T < sup Nl 5y NAul, 7 T (3:32)

SSAS

and similar estimate holds true for u instead of u in (3.32). In (3.32), we have a restriction of B8 such that

0< 8%’177) < 2, that is,

L <B<S. (3.33)

Substituting (3.32) into (3.31) and applying the Gronwall inequality, we obtain that u = i for a.e. (x,?) €
3 % [0, T] under (3.33). This completes the proof of Theorem 2. O
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