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## 0. Introduction

The results of this paper are a crucial part of the proof for the classification of contragredient Lie superalgebras with finite growth, and in particular, for the classification of finite-growth KacMoody superalgebras [2,3]. Previously, such a classification was known only for contragredient Lie superalgebras with either symmetrizable Cartan matrices [11,12], or Cartan matrices with no zeros on the main diagonal, i.e. contragredient Lie superalgebras without simple isotropic roots [5]. Several of the results of this paper are surveyed in [10].

A contragredient Lie superalgebra $\mathfrak{g}(A)$ is a Lie superalgebra defined by a Cartan matrix $A[4,6]$. A Lie superalgebra usually has more than one Cartan matrix. However, an odd reflection at a regular simple isotropic root allows one to move from one base to another (see Definitions 1.4, 1.5) [9]. An odd reflection yields a new Cartan matrix $A^{\prime}$ such that $\mathfrak{g}\left(A^{\prime}\right)$ and $\mathfrak{g}(A)$ are isomorphic as Lie superalgebras.

A matrix which satisfies certain numerical conditions is called a generalized Cartan matrix (see Definition 1.9). If $A$ is a generalized Cartan matrix then all simple isotropic roots are regular. A contragredient Lie superalgebra $\mathfrak{g}(A)$ is said to be regular Kac-Moody if $A$ and any matrix $A^{\prime}$, obtained by a sequence of odd reflections of $A$, are generalized Cartan matrices. If $A$ is a generalized Cartan

[^0]matrix and $\mathfrak{g}(A)$ has no simple isotropic roots, then $\mathfrak{g}(A)$ is regular Kac-Moody by definition. Hence, we restrict our attention to regular Kac-Moody superalgebras which have a simple isotropic root. Remarkably, there are only a finite number of such families.

It is shown in [3] that if $\mathfrak{g}(A)$ is a finite-growth contragredient Lie superalgebra and the defining matrix $A$ has no zero rows, then simple root vectors of $\mathfrak{g}(A)$ act locally nilpotently on the adjoint module. This implies certain conditions on $A$ which are only slightly weaker than the conditions for the matrix to be a generalized Cartan matrix. For a finite-growth Lie superalgebra, these matrix conditions should still hold after odd reflections, which leads to the definition of a regular Kac-Moody superalgebra. Remarkably, these superalgebras almost always have finite growth. The exception is the family: $Q^{ \pm}(m, n, t)$ with $m, n, t \in \mathbb{Z}_{\leqslant-1}$ and not all equal to -1 .

By comparing the classification of regular Kac-Moody superalgebras given in this paper to the classification of symmetrizable finite-growth contragredient Lie superalgebras in [11,12] we obtain the following formulation of our classification theorem.

Theorem 2.27. If $A$ is a symmetrizable indecomposable matrix and the contragredient Lie superalgebra $\mathfrak{g}(A)$ has a simple isotropic root, then $\mathfrak{g}(A)$ is a regular Kac-Moody superalgebra if and only if it has finite growth.

If $A$ is a non-symmetrizable indecomposable matrix and the contragredient Lie superalgebra $\mathfrak{g}(A)$ has a simple isotropic root, then $\mathfrak{g}(A)$ is a regular Kac-Moody superalgebra if and only if it belongs to one of the following three families: $q(n)^{(2)}, S(1,2, \alpha)$ with $\alpha \in \mathbb{C} \backslash \mathbb{Z}, Q^{ \pm}(m, n, t)$ with $m, n, t \in \mathbb{Z}_{\leqslant-1}$.

The non-symmetrizable contragredient Lie superalgebra $S(1,2, \alpha)$ appears in the list of conformal superalgebras [7]. It has finite growth, but is not regular Kac-Moody when $\alpha \in \mathbb{Z}$. The nonsymmetrizable regular Kac-Moody superalgebra $Q^{ \pm}(m, n, t)$ was discovered during this classification (see Section 3). If $m, n, t=-1$ then $Q^{ \pm}(m, n, t)$ is just $q(3)^{2}$, which has finite growth. Otherwise, $Q^{ \pm}(m, n, t)$ has infinite growth, but is hyperbolic for small (absolute) values of $m, n$, and $t$. An explicit realization of $Q^{ \pm}(m, n, t)$ is still unknown and would be interesting.

For the proof of Theorem 2.27, we classify the corresponding connected regular Kac-Moody diagrams (see Section 1.3) by using induction on the number of vertices (i.e. simple roots). A subdiagram of a regular Kac-Moody diagram is regular Kac-Moody, however if the subdiagram does not have an isotropic vertex then it is not part of the classification. We work around this difficulty by using odd reflections.

We say that a regular Kac-Moody diagram is subfinite if it is connected, has an isotropic vertex, and satisfies the condition that all connected proper subdiagrams which have an isotropic vertex are of finite type. In Section 2, we find all subfinite regular Kac-Moody diagrams by extending connected finite type diagrams which have an isotropic vertex. A diagram of a finite-dimensional or affine KacMoody superalgebra is subfinite regular Kac-Moody. In Section 4, we prove that every connected regular Kac-Moody diagram with an isotropic vertex is subfinite by using integrable modules and some explicit computations.

A highest weight module $V$ of a regular Kac-Moody superalgebra $\mathfrak{g}(A)$ is called integrable if for each real root $\alpha$ the element $X_{\alpha} \in \mathfrak{g}(A)_{\alpha}$ is locally nilpotent on $V$. This is consistent with the original definition of integrable modules for affine Lie superalgebras. It is shown in [8] that most nontwisted affine Lie superalgebras do not have non-trivial irreducible integrable highest weight modules. The only exceptions are $B(0, n)^{(1)}, A(0, m)^{(1)}$ and $C(n)^{(1)}$. By the same method, one can show that the twisted affine Lie superalgebras, including $q(n)^{(2)}$, but excluding $A(0,2 n-1)^{(2)}, A(0,2 n)^{(4)}$ and $C(n)^{(2)}$, have only trivial irreducible integrable highest weight modules.

A regular Kac-Moody superalgebra is integrable under the adjoint action, hence, so are its submodules. A non-trivial extension of a regular Kac-Moody diagram $\Gamma$ yields a non-trivial integrable highest weight module of $\mathfrak{g}\left(A_{\Gamma}\right)$. Thus, if the Kac-Moody superalgebra corresponding to $\Gamma$ does not have non-trivial irreducible integrable highest weight modules, then $\Gamma$ is not extendable. Thus, it remains to show that the diagrams for $A(0, m)^{(1)}, C(n)^{(1)}, S(1,2, \alpha)$, and $Q^{ \pm}(m, n, t)$ are not extendable, which we do by direct computation.

Integrable irreducible highest weight modules for affine Lie superalgebras were described in [8]. If $L(\lambda)$ is an irreducible highest weight module a regular Kac-Moody superalgebra which does not have
an isotropic root, then $L(\lambda)$ is integrable if and only if $\lambda_{i} \in 2^{p(i)} \mathbb{Z}_{\geqslant 0}$. We describe the integrable irreducible highest weight modules for the remaining regular Kac-Moody superalgebras which have an isotropic root: $S(1,2, \alpha)$ with $\alpha \in \mathbb{C} \backslash \mathbb{Z}$, and $Q^{ \pm}(m, n, t)$ with $m, n, t \in \mathbb{Z}_{\leqslant-1}$ and not all equal to -1 . We show that these superalgebras have non-trivial irreducible integrable highest weight modules, and give explicit conditions on the weights for an irreducible highest weight module to be integrable.

## 1. Preliminaries

### 1.1. Contragredient Lie superalgebras

Let $A$ be an $n \times n$ matrix over $\mathbb{C}, I=\{1, \ldots, n\}$ and $p: I \rightarrow \mathbb{Z}_{2}$ be a parity function. Fix a vector space $\mathfrak{h}$ over $\mathbb{C}$ of dimension $2 n-\operatorname{rk}(A)$. Let $\alpha_{1}, \ldots, \alpha_{n} \in \mathfrak{h}^{*}$ and $h_{1}, \ldots, h_{n} \in \mathfrak{h}$ be linearly independent elements satisfying $\alpha_{j}\left(h_{i}\right)=a_{i j}$, where $a_{i j}$ is the $i j$-th entry of $A$. Define a Lie superalgebra $\overline{\mathfrak{g}}(A)$ by generators $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}$ and $\mathfrak{h}$, and by relations

$$
\begin{equation*}
\left[h, X_{i}\right]=\alpha_{i}(h) X_{i}, \quad\left[h, Y_{i}\right]=-\alpha_{i}(h) Y_{i}, \quad\left[X_{i}, Y_{j}\right]=\delta_{i j} h_{i}, \tag{1}
\end{equation*}
$$

where the parity of $X_{i}$ and $Y_{i}$ is $p(i)$, and the elements of $\mathfrak{h}$ are even.
The contragredient Lie superalgebra given by the matrix $A$ is defined to be the quotient of $\overline{\mathfrak{g}}(A)$ by the unique maximal ideal that intersects $\mathfrak{h}$ trivially, and it is denoted by $\mathfrak{g}(A)$. We call $A$ the Cartan matrix of $\mathfrak{g}(A)$. If $B=D A$ for some invertible diagonal matrix $D$, then $\mathfrak{g}(B) \cong \mathfrak{g}(A)$. Hence, we may assume without loss of generality that $a_{i i} \in\{0,2\}$ for $i \in I$.

The matrix $A$ is said to be symmetrizable if there exists an invertible diagonal matrix $D$ such that $B=D A$ is a symmetric matrix, i.e. $b_{i j}=b_{j i}$ for all $i, j \in I$. In this case, we also say that $\mathfrak{g}(A)$ is symmetrizable. A contragredient Lie superalgebra is symmetrizable if and only if there exists a nondegenerate invariant symmetric bilinear form. Hence, symmetrizability does not depend on the choice of Cartan matrix.

The matrix $A$ is indecomposable if the set $I$ cannot be decomposed into the disjoint union of nonempty subsets $J, K$ such that $a_{j, k}=a_{k, j}=0$ whenever $j \in J$ and $k \in K$. A proof of the following lemma can be found in [3].

Lemma 1.1. For any subset $J \subset I$ the subalgebra $\mathfrak{a}_{J}$ in $\mathfrak{g}(A)$ generated by $\mathfrak{h}, X_{i}$ and $Y_{i}$, with $i \in J$, is isomorphic to $\mathfrak{h}^{\prime} \oplus \mathfrak{g}\left(A_{J}\right)$, where $A_{J}$ is the submatrix of $A$ with coefficients $\left(a_{i j}\right)_{i, j \in J}$ and $\mathfrak{h}^{\prime}$ is a subspace of $\mathfrak{h}$. More precisely, $\mathfrak{h}^{\prime}$ is a maximal subspace in $\bigcap_{i \in J} \operatorname{Ker} \alpha_{i}$ which trivially intersects the span of $h_{i}, i \in J$.

A superalgebra $\mathfrak{g}=\mathfrak{g}(A)$ has a natural $\mathbb{Z}$-grading $\mathfrak{g}=\bigoplus \mathfrak{g}_{m}$, called the principal grading, which is defined by $\mathfrak{g}_{0}=\mathfrak{h}$ and $\mathfrak{g}_{1}=\mathfrak{g}_{\alpha_{1}} \oplus \cdots \oplus \mathfrak{g}_{\alpha_{n}}$. We say that $\mathfrak{g}$ is of finite growth if dim $\mathfrak{g}_{n}$ grows polynomially depending on $n$. This means that the Gelfand-Kirillov dimension of $\mathfrak{g}$ is finite.

We recall a result from [3].
Theorem 1.2 (Hoyt, Serganova). Suppose $A$ is a matrix with no zero rows. If $\mathfrak{g}(A)$ has finite growth, then $\operatorname{ad}_{X_{i}}$ are locally nilpotent for all $i \in I$.

A proof of the following lemma can be found in [3].
Lemma 1.3. Let $\mathfrak{g}(A)$ be a contragredient Lie superalgebra. Then $\operatorname{ad}_{X_{i}}$ are locally nilpotent for all $i \in I$ if and only if A satisfies the following conditions (after rescaling the rows of $A$ such that $a_{i i} \in\{0,2\}$ for all $i \in I$ ):

1. if $a_{i i}=0$ and $p(i)=0$, then $a_{i j}=0$ for all $j \in I$;
2. if $a_{i i}=2$, then $a_{i j} \in 2^{p(i)} \mathbb{Z}_{\leqslant 0}$ for all $j \in I$;
3. if $a_{i j}=0$ and $a_{j i} \neq 0$, then $a_{i i}=0$.

### 1.2. Roots and reflections

The Lie superalgebra $\mathfrak{g}=\mathfrak{g}(A)$ has a root space decomposition

$$
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}_{\alpha}
$$

Every root is either a positive or a negative linear combination of the simple roots, $\alpha_{1}, \ldots, \alpha_{n}$. Accordingly, we have the decomposition $\Delta=\Delta^{+} \cup \Delta^{-}$, and we call $\alpha \in \Delta^{+}$positive and $\alpha \in \Delta^{-}$negative. One can define $p: \Delta \rightarrow \mathbb{Z}_{2}$ by letting $p(\alpha)=0$ or 1 whenever $\alpha$ is even or odd, respectively. By $\Delta_{0}$ (resp. $\Delta_{1}$ ) we denote the set of even (resp. odd) roots.

Let $\Pi:=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be the set of simple roots of $\mathfrak{g}(A)$. There are four possibilities for each simple root $\alpha_{i}$ :

1. if $a_{i i}=2$ and $p\left(\alpha_{i}\right)=0$, then $X_{i}, Y_{i}$ and $h_{i}$ generate a subalgebra isomorphic to $\mathfrak{s l}(2)$;
2. if $a_{i i}=0$ and $p\left(\alpha_{i}\right)=0$, then $X_{i}, Y_{i}$ and $h_{i}$ generate a subalgebra isomorphic to the Heisenberg algebra;
3. if $a_{i i}=2$ and $p\left(\alpha_{i}\right)=1$, then $X_{i}, Y_{i}$ and $h_{i}$ generate a subalgebra isomorphic to $\mathfrak{o s p}(1 \mid 2)$, and in this case $2 \alpha_{i} \in \Delta$;
4. if $a_{i i}=0$ and $p\left(\alpha_{i}\right)=1$, then $X_{i}, Y_{i}$ and $h_{i}$ generate a subalgebra isomorphic to $\mathfrak{s l}(1 \mid 1)$.

Definition 1.4. A simple root $\alpha_{i}$ is isotropic if $a_{i i}=0$ and $p\left(\alpha_{i}\right)=1$, and otherwise $\alpha_{i}$ is non-isotropic.
Definition 1.5. A simple root $\alpha_{i}$ is regular if for any other simple root $\alpha_{j}, a_{i j}=0$ implies $a_{j i}=0$.
If $\alpha_{k}$ is a simple root with $a_{k k} \neq 0$, we define the (even) reflection $r_{k}$ at $\alpha_{k}$ by

$$
r_{k}\left(\alpha_{i}\right)=\alpha_{i}-\alpha_{i}\left(h_{k}\right) \alpha_{k}, \quad \alpha_{i} \in \Pi
$$

If $\alpha_{k}$ is a regular isotropic root, we define the odd reflection $r_{k}$ at $\alpha_{k}$ as follows:

$$
\begin{aligned}
r_{k}\left(\alpha_{i}\right)= & \begin{cases}-\alpha_{k}, & \text { if } i=k ; \\
\alpha_{i}, & \text { if } a_{i k}=a_{k i}=0, i \neq k ; \\
\alpha_{i}+\alpha_{k}, & \text { if } a_{i k} \neq 0 \text { or } a_{k i} \neq 0, i \neq k ;\end{cases} \\
X_{i}^{\prime} & := \begin{cases}Y_{i}, & \text { if } i=k ; \\
X_{i}, & \text { if } i \neq k, \text { and } a_{i k}=a_{k i}=0 \\
{\left[X_{i}, X_{k}\right],} & \text { if } i \neq k, \text { and } a_{i k} \neq 0 \text { or } a_{k i} \neq 0 ;\end{cases} \\
Y_{i}^{\prime} & := \begin{cases}X_{i}, & \text { if } i=k ; \\
Y_{i}, & \text { if } i \neq k, \text { and } a_{i k}=a_{k i}=0 \\
{\left[Y_{i}, Y_{k}\right],} & \text { if } i \neq k, \text { and } a_{i k} \neq 0 \text { or } a_{k i} \neq 0\end{cases}
\end{aligned}
$$

and

$$
h_{i}^{\prime}:=\left[X_{i}^{\prime}, Y_{i}^{\prime}\right] .
$$

Then

$$
h_{i}^{\prime}= \begin{cases}(-1)^{p\left(\alpha_{i}\right)}\left(a_{i k} h_{k}+a_{k i} h_{i}\right), & \text { if } i \neq k, \text { and } a_{i k} \text { or } a_{k i} \neq 0 ; \\ h_{i}, & \text { if } i \neq k, \text { and } a_{i k}=a_{k i}=0 ; \\ h_{k}, & \text { if } i=k .\end{cases}
$$

Set $\alpha_{i}^{\prime}:=r_{k}\left(\alpha_{i}\right)$ for $i \in I$.

A proof of the following lemma can be found in [3].
Lemma 1.6. Let $\mathfrak{g}(A)$ be a contragredient Lie superalgebra with base $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Suppose that $\Pi^{\prime}=$ $\left\{\alpha_{1}^{\prime}, \ldots, \alpha_{n}^{\prime}\right\}$ is obtained from $\Pi$ by an odd reflection with respect to a regular isotropic root. Then $\alpha_{1}^{\prime}, \ldots, \alpha_{n}^{\prime}$ are linearly independent. The corresponding elements (defined above) $X_{1}^{\prime}, \ldots, X_{n}^{\prime}, Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}$ together with $h_{1}^{\prime}, \ldots, h_{n}^{\prime}$ satisfy (1). Moreover, $\mathfrak{h}$ and $X_{1}^{\prime}, \ldots, X_{n}^{\prime}, Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}$ generate $\mathfrak{g}(A)$.

It then follows that given a matrix $A$ and a regular isotropic root $\alpha_{k}$, one can construct a new matrix $A^{\prime}$ such that $\mathfrak{g}\left(A^{\prime}\right) \cong \mathfrak{g}(A)$ as superalgebras. Explicitly, the entries of $A^{\prime}$ can be defined by $A_{i j}^{\prime}=\alpha_{j}^{\prime}\left(h_{i}^{\prime}\right)$. After possibly rescaling the elements $h_{i}^{\prime}$, we find that ( $i \neq k$ and $j \neq k$ ):

$$
\begin{gathered}
a_{k k}^{\prime}:=a_{k k} ; \quad a_{k j}^{\prime}:=a_{k j} ; \quad a_{i k}^{\prime}:=-a_{k i} a_{i k} ; \\
a_{i j}^{\prime}:= \begin{cases}a_{i j}, & \text { if } a_{i k}=a_{k i}=0 ; \\
a_{k i} a_{i j}, & \text { if } a_{i k} \text { or } a_{k i} \neq 0, \text { and } a_{k j}=a_{j k}=0 ; \\
a_{k i} a_{i j}+a_{i k} a_{k j}+a_{k i} a_{i k}, & \text { if } a_{i k} \text { or } a_{k i} \neq 0, \text { and } a_{j k} \text { or } a_{k j} \neq 0 .\end{cases}
\end{gathered}
$$

Remark 1.7. We can rescale the rows of $A^{\prime}$ by rescaling the elements $h_{i}^{\prime}$. So after rescaling, we may assume that $a_{i i}^{\prime}=\alpha_{i}^{\prime}\left(h_{i}^{\prime}\right)=0$ or 2 . In the case that $a_{i i}^{\prime}=0$ for some $i$, it is our convention to rescale $A^{\prime}$ so that $a_{i j}^{\prime}=1$ for some $j$.

We say that $A^{\prime}$ is obtained from $A$ (and $\Pi^{\prime}:=\left\{\alpha_{1}^{\prime}, \ldots, \alpha_{n}^{\prime}\right\}$ is obtained from $\Pi$ ) by an odd reflection with respect to $\alpha_{k}$. If $\Delta^{\prime+}$ is the set of positive roots with respect to $\Pi^{\prime}$, then

$$
\Delta^{\prime+}=\left(\Delta^{+} \backslash\left\{\alpha_{k}\right\}\right) \cup\left\{-\alpha_{k}\right\} .
$$

A root $\alpha$ is called real if $\alpha$ or $\frac{1}{2} \alpha$ is simple in some base $\Pi^{\prime}$, which is obtained from $\Pi$ by a sequence of even and odd reflections. Otherwise, it is called imaginary otherwise.

Remark 1.8. A reflection with respect to a regular isotropic simple root $\alpha_{k}$ is indeed a reflection. If $A^{\prime \prime}$ is obtained from $A$ by successively applying the reflection at $\alpha_{k}$ twice, then there is an invertible diagonal matrix $D$ such that $A^{\prime \prime}=D A$ and scalars $b_{i}, c_{i}$ such that $X_{i}^{\prime \prime}=b_{i} X_{i}$ and $Y_{i}^{\prime \prime}=c_{i} Y_{i}$. It is possible to define an "odd reflection" at a simple isotropic root which is not regular, but in this case the subalgebra generated by $X_{1}^{\prime}, \ldots, X_{n}^{\prime}, Y_{1}^{\prime}, \ldots, Y_{n}^{\prime}$ and $\mathfrak{h}$ is necessarily a proper subalgebra of $\mathfrak{g}(A)$.

The notion of finite growth does not depend on the choice of a base for $\mathfrak{g}(A)$ [3]. It thus follows from Theorem 1.2 that if $\mathfrak{g}(A)$ has finite growth and $A$ has no zero rows, then $A$ and any matrix $A^{\prime}$ obtained from $A$ by a sequence of odd reflections satisfies the matrix conditions of Lemma 1.3.

Definition 1.9. A matrix $A$ is called a generalized Cartan matrix if it satisfies the matrix conditions of Lemma 1.3, where the third condition is strengthened to the following:
$3^{\prime}$. if $a_{i j}=0$, then $a_{j i}=0$.
If a matrix satisfies the conditions of Lemma 1.3 , then condition $3^{\prime}$ is equivalent to the condition that all simple isotropic roots are regular. We call $\mathfrak{g}(A)$ a regular Kac-Moody superalgebra if $A$ and any matrix obtained from $A$ by a sequence of odd reflections is a generalized Cartan matrix.

We call a root $\alpha \in \Delta$ principal if either $\alpha$ is even and belongs to some base $\Pi^{\prime}$ obtained from $\Pi$ be a sequence of odd reflections, or if $\alpha=2 \beta$ where $\beta$ is odd and belongs to some base $\Pi^{\prime}$ obtained from $\Pi$ be a sequence of odd reflections. For a principal root, the subalgebra generated by $X_{\alpha}, Y_{\alpha}$
and $h_{\alpha}:=\left[X_{\alpha}, Y_{\alpha}\right]$ is isomorphic to $\mathfrak{s l}_{2}$, and we may choose $X_{\alpha}, Y_{\alpha}$ such that $\alpha\left(h_{\alpha}\right)=2$. Note that if $\alpha=2 \beta$, then $X_{\alpha}=\left[X_{\beta}, X_{\beta}\right]$.

Let $\Pi_{0} \subset \Delta$ denote the set of principal roots. It is clear that $\Pi_{0} \subset \Delta_{0}^{+}$. In general this set can be infinite, but this is not the case whenever $\mathfrak{g}(A)$ has finite growth [3]. For any finite subset $S \subset \Pi_{0}$, we can define a matrix $B$ by setting $b_{i j}=\alpha_{j}\left(h_{i}\right)$.

A proof of the following lemma can be found in [3].

Lemma 1.10. If a Lie superalgebra $\mathfrak{g}(A)$ has finite growth, then for any finite subset $S$ of $\Pi_{0}$ the Lie algebra $\mathfrak{g}(B)$ also has finite growth. In particular, B is a generalized Cartan matrix for a finite-growth Kac-Moody algebra.

### 1.3. Matrix diagrams

Given a Cartan matrix $A$, we can associate a matrix diagram, denoted $\Gamma_{A}$ (or simply $\Gamma$ when $A$ is fixed), as follows. Recall that we may assume that $a_{i} i=0$ or 2 . The vertices of $\Gamma_{A}$ correspond to the simple roots of $\mathfrak{g}(A)$ and are given by the following table.

| $\mathfrak{g}(A)$ | $A$ | $p(1)$ | Diagram |
| :--- | :--- | :--- | :--- |
| $A_{1}$ | $(2)$ | 0 | $\bigcirc$ |
| $B(0,1)$ | $(2)$ | 1 | $\ominus$ |
| $A(0,0)$ | $(0)$ | 1 | $\otimes$ |
| Heisenberg | $(0)$ | 0 | $\square$ |

We join vertex $v_{i}$ to vertex $v_{j}$ by an arrow if $a_{i j} \neq 0$, and we label this arrow with the number $a_{i j}$. This correspondence between Cartan matrices and matrix diagrams is a bijection. The condition that the matrix $A$ is indecomposable corresponds to the requirement that the diagram $\Gamma_{A}$ is connected. We say that a vertex is isotropic if it is of the type $\otimes$. We use the notation of the following table to denote the possible vertex types.


Let $A$ be a Cartan matrix with $a_{i i}=0$. Then rescaling the $i$-th row of the matrix $A$ (i.e. multiplying by a non-zero constant) corresponds to rescaling all labels of arrows exiting the vertex $v_{i}$ of the diagram $\Gamma_{A}$. This defines is an equivalence relation on matrix diagrams, where $\Gamma_{A^{\prime}} \sim \Gamma_{A}$ if $A^{\prime}=D A$ for some invertible diagonal matrix $D$, and in this case $\mathfrak{g}\left(A^{\prime}\right) \cong \mathfrak{g}(A)$. We consider matrix diagrams modulo this equivalence.

A diagram $\Gamma_{A}$ is called a regular Kac-Moody (or regular Kac-Moody diagram) if the corresponding contragredient Lie superalgebra $\mathfrak{g}(A)$ is regular Kac-Moody. An odd reflection of a matrix diagram $\Gamma_{A}$ at an isotropic vertex $v_{i}$ is defined to be the diagram $\Gamma_{A^{\prime}}$, where $A^{\prime}$ is obtained from $A$ by an odd reflection at the corresponding isotropic root $\alpha_{i}$ of $\mathfrak{g}(A)$. Note that the set of all regular Kac-Moody diagrams is closed under odd reflections. Denote by $C(\Gamma)$ the collection of all diagrams obtained from sequences of odd reflections of a regular Kac-Moody diagram $\Gamma$. When $\alpha_{i}$ is a simple odd isotropic root, we denote by $r_{i}$ the odd reflection with respect to $\alpha_{i}$.

By a subdiagram $\Gamma^{\prime}$ of the diagram $\Gamma$, we mean a full subdiagram, i.e. if the vertices $v_{i}$ and $v_{j}$ are in $\Gamma^{\prime}$ then the arrows with labels $a_{i j}$ and $a_{j i}$ also belong to $\Gamma^{\prime}$. We say that a connected regular KacMoody diagram is extendable if it is a proper subdiagram of a connected regular Kac-Moody diagram. For a 3 -vertex subdiagram $\Gamma^{\prime}=\left\{v_{i}, v_{j}, v_{k}\right\}$, with $v_{j}$ isotropic, we refer to the fractions $\frac{a_{j i}}{a_{j k}}$ and $\frac{a_{j k}}{a_{j i}}$ as the ratios of the isotropic vertex $v_{j}$ in $\Gamma^{\prime}$.

## 2. Classification of connected subfinite regular Kac-Moody diagrams

In order to classify regular Kac-Moody superalgebras, we classify the corresponding regular KacMoody diagrams. A diagram for a finite-dimensional or affine Kac-Moody superalgebra is regular Kac-Moody.

Definition 2.1. We call a regular Kac-Moody diagram subfinite if it is connected, it contains an isotropic vertex, and it satisfies the following condition for all reflected diagrams: all connected proper subdiagrams which contain an isotropic vertex are of finite type.

In Section 5, we will show that all regular Kac-Moody diagrams are subfinite.
In this section, we classify subfinite regular Kac-Moody diagrams, by using induction on the number of vertices. A subdiagram of a subfinite regular Kac-Moody diagram is regular Kac-Moody, however if it does not contain an isotropic vertex then it is not part of our classification. We will work around this difficulty by using odd reflections.

Note that we only need to find the extensions of one diagram $\Gamma$ belonging to a collection of reflected diagrams $\mathcal{C}(\Gamma)$, and then include all reflections of each extended diagram in our classification.

### 2.1. Regular Kac-Moody diagrams: 2 or 3 vertices

In this section, we find all connected diagrams with two or three vertices which are regular KacMoody and contain an isotropic vertex.

We say that an $n$-vertex diagram is a cycle if it is a connected diagram and each vertex is connected to exactly two other vertices. We say that an $n$-vertex diagram is a chain if the vertices can be enumerated by the set $\{1,2, \ldots, n\}$ such that $a_{i j}=0$ if and only if $j \neq i+1$ and $i \neq j+1$. A proper connected subdiagram of a cycle is a chain.

Lemma 2.2. The connected regular Kac-Moody 2-vertex diagrams which contain an isotropic vertex are $A(1,0)$ and $B(1,1)$.

Proof. Recall that in the case that $a_{i i}=0$ for some $i$, it is our convention to rescale so that $a_{i j}=1$ for some $j$.

$$
\otimes \underset{a}{\stackrel{1}{\rightleftarrows}}(\mathbb{V}
$$

$\diamond$ If $a \neq-1$, then reflecting at $v_{1}$, we have $a, \frac{-a}{a+1} \in \mathbb{Z}_{<0}$ which implies $a=-2$. Then $\frac{-a}{a+1}=-2$ and this is $B(1,1)$.

$$
\otimes \underset{a}{\stackrel{1}{\rightleftarrows}} \odot \quad \overrightarrow{r_{1}} \quad \otimes \underset{-\frac{a}{1+a}}{\stackrel{1}{\rightleftarrows}} \odot
$$

$\diamond$ If $a=-1$, then by reflecting at $v_{1}$ we have $A(1,0)$.

$$
\otimes \underset{-1}{\stackrel{1}{\rightleftarrows}} \bigcirc \quad \overrightarrow{r_{1}} \quad \otimes \underset{1}{\underset{\sim}{\rightleftarrows}} \stackrel{1}{\rightleftarrows} \otimes
$$

We note that all 2-vertex diagrams of regular Kac-Moody superalgebras are of finite type.

Lemma 2.3. The regular Kac-Moody extensions of $A(1,0)$ to three vertices are the following: $A(0,2), A(1,1)$, $B(1,2), B(2,1), C(3), G(3), D(2,1, \alpha), A(1,2)^{(2)}, A(0,1)^{(1)}, B(1,1)^{(1)}, S(1,2, \alpha), q(3)^{(2)}, Q^{ \pm}(m, n, t)$.

Proof. We consider each case for attaching a vertex to an $A(1,0)$ diagram.

## Case 1:

$$
\bigotimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \bigotimes_{2} \underset{b}{\stackrel{a}{\rightleftarrows}} \text { V }_{3} \quad a, b \neq 0
$$

$\diamond$ If $v_{3}$ is $\otimes$, then by reflecting at $v_{2}$ we have $1+a, 1+\frac{1}{a} \in \mathbb{Z}_{\leqslant 0}$, which implies $a=-1$. This is $A(1,1)$.

$\diamond$ If $v_{3}$ is $\odot$ and $b=-2$, then by reflecting at $v_{2}$ we have $1+a, 2+\frac{2}{a} \in \mathbb{Z}_{\leqslant 0}$, which implies $a=-1$. This is $B(1,2)$.

$\diamond$ If $v_{3}$ is $\bigcirc$ and $a, b=-1$, then this is $A(0,2)$.
$\diamond$ If $v_{3}$ is $\bigcirc, b=-1$ and $a \neq-1$, then by reflecting at $v_{2}$ we have $1+a \in\{-1,-2\}$, which implies $a \in\{-2,-3\}$. If $a=-2$, then $1+a=-1$ and this is $C(3)$. If $a=-3$, then $1+a=-2$ and this is $G(3)$.


## Case 2:


$\diamond$ If $v_{2}$ is $\otimes$, then after rescaling we have


Then $1+a+\frac{1}{b}, 1+b+\frac{1}{c} \in \mathbb{Z}_{<0}$ or both zero. By symmetry it follows that

$$
\begin{align*}
& 1+a+\frac{1}{b}=m \\
& 1+b+\frac{1}{c}=n \quad \in \mathbb{Z}_{<0}, \text { or all equal to zero. } \\
& 1+c+\frac{1}{a}=t \tag{2}
\end{align*}
$$

If they all equal zero, then this is $D(2,1, \alpha)$. If they all equal -1 , then $a, b, c=-1$ and this is $q(3)^{(2)}$. If they are in $\mathbb{Z}_{<0}$ and not all equal to -1 , then this is $Q^{ \pm}(m, n, t)$.
$\diamond$ If $v_{2}$ is $\odot$ and $b, d=-2$, then by reflecting at $v_{1}$ we have $4+\frac{2}{a}, 4+\frac{2}{c}, 1+a+c \in \mathbb{Z}_{<0}$ or all zero, which implies $a, c=-\frac{1}{2}$. If $v_{2}$ is $\bigcirc$ then this is $A(1,2)^{(2)}$, and if $v_{2}$ is $\bigcirc$ then this is $B(1,1)^{(1)}$.

$\diamond$ If $v_{2}$ is $\bigcirc, b=-2$ and $d=-1$, then by reflecting at $v_{1}$ we have


Then either $1+a+c \in \mathbb{Z}_{<0}$ and $3+\frac{2}{a} \in 2 \mathbb{Z}_{<0}$, or both equal zero. If they are both zero, then $a=-\frac{2}{3}$, $c=-\frac{1}{3}$ and this is $G(3)$.

So now assume that $1+a+c \neq 0$. Then by reflecting at $v_{3}$ we have


This implies $1+a+c \in\{-1,-2\}$. Since $3+\frac{2}{a} \leqslant-2$, it follows that $c \in\left(-2,-1 \frac{3}{5}\right]$ in the first case $(1+a+c=-1)$ and $c \in\left(-3,-2 \frac{3}{5}\right]$ in the second case.

If $1+a+c=-1$, then by reflecting the last diagram of (4) at $v_{2}$ we have


Then $R=\frac{4+9 c}{2+5 c} \in 2 \mathbb{Z}_{<0}$, which contradicts $c \in\left(-2,-1 \frac{3}{5}\right]$.

If $1+a+c=-2$, then by reflecting the last diagram of (4) at $v_{2}$ we have


$$
\begin{aligned}
& P=-1-3 c \\
& S=\frac{3+7 c}{1+3 c}
\end{aligned}
$$

Then $S=\frac{3+7 c}{1+3 c} \in 2 \mathbb{Z}_{<0}$, which contradicts $c \in\left(-3,-2 \frac{3}{5}\right]$.
$\diamond$ If $v_{2}$ is $\bigcirc$ and $b, d=-1$, then by reflecting at $v_{1}$ we have


Then either $1+a+c=0$ and $1+2 a=0$, or $1+a+c \in\{-1,-2\}$. If $1+a+c=0$, then this is $C(3)$. We have that $1+a+c \neq-2$ by the previous case, since the first diagram is not a diagram for $G(3)$.

Suppose now that $1+a+c=-1$. If $c=-1$, then this is $A(0,1)^{(1)}$. For $c \neq-1$ the substitution $c=\frac{1-\alpha}{\alpha}$ is reversible. After substituting and rescaling, we have


This diagram is $S(1,2, \alpha)$, and is regular Kac-Moody precisely when $\alpha$ is not an integer. Indeed, by reflecting the following diagram at $v_{1}$ we have


Reflecting at $v_{3}$ gives us


By induction, two diagrams given by labels $\alpha_{1}$ and $\alpha_{2}$ are connected by a sequence of odd reflections precisely when $\alpha_{1}-\alpha_{2} \in \mathbb{Z}$. Hence, $S(1,2, \alpha)$ is regular Kac-Moody if and only if $\alpha$ is not an integer.

We have found all regular Kac-Moody extensions of $A(1,0)$ by one vertex.

Lemma 2.4. The regular Kac-Moody extensions of $B(1,1)$ to three vertices that are not extensions of $A(1,0)$ are the following: $A(2,2)^{(4)}, D(2,1)^{(2)}$.

Proof. We consider each case for attaching a vertex to a $B(1,1)$ diagram.

## Case 1:

$$
\bigotimes_{1} \underset{-2}{\stackrel{1}{\longleftrightarrow}} \bigcirc_{2} \xrightarrow[b]{\stackrel{a}{\longleftrightarrow}} \text { (V) } 3 \quad a, b \neq 0
$$

Reflecting at $v_{1}$ we have

This implies $a,-a \in \mathbb{Z}_{<0}$, which is a contradiction.

## Case 2:

$$
\bigodot_{1} \underset{a}{\stackrel{-2}{\longleftrightarrow}} \bigotimes_{2} \underset{-2}{\stackrel{1}{\longleftrightarrow}} \Theta_{3} \quad a \neq 0
$$

By reflecting at $v_{2}$ we have

which implies $2+2 a, 2+\frac{2}{a} \in \mathbb{Z}_{<0}$. The unique solution is $a=-1$. If $v_{1}$ is $\bigcirc$ then this is $A(2,2)^{(4)}$, and if $v_{1}$ is then this is $D(2,1)^{(2)}$.

## Case 3:



Now $a \neq 0, b \in \mathbb{Z}_{<0}$, and $c \in \mathbb{Z}_{<0}$. By reflecting at $v_{1}$ we have

where $P=2-b+\frac{2}{a}, Q=2-c+2 a$, and $P, Q \in \mathbb{Z}_{\leqslant 0}$. But, the system of equations

$$
b \leqslant-1, \quad c \leqslant-2, \quad 2-c+2 a \leqslant 0, \quad 2-b+\frac{2}{a} \leqslant 0
$$

has no real solution. This is a contradiction.

We note that the only regular Kac-Moody diagram with three vertices which is not finite or of finite growth is $Q^{ \pm}(m, n, t)$.

### 2.2. Preliminaries

Lemma 2.5. Suppose that $\Gamma$ is a subfinite regular Kac-Moody $n$-vertex chain where the vertex $v_{n}$ is isotropic and the vertices $v_{i}$ for $1<i<n$ are not isotropic. Then there is a sequence of odd reflections of the vertices $v_{i}$ with $3 \leqslant i \leqslant n$ such that in the reflected diagram $\Gamma^{\prime}$ the vertex $v_{2}$ is isotropic. The vertex $v_{1}$ is unchanged and $a_{12}^{\prime}=a_{12}$.

Proof. If $n=2$, then we are done. So suppose the lemma holds for such a chain with $n-1$ vertices. Let $\Gamma$ be a chain with $n$ vertices satisfying the hypothesis of the lemma. Now $a_{n, n}=0$ because $v_{n}$ is isotropic, and $a_{n-1, n-1}=2$ because $v_{n-1}$ is not isotropic. Since $\Gamma$ is a chain, $a_{n-1, n-2} \neq 0$ and $a_{n-2, n}=a_{n, n-2}=0$. Since $\Gamma$ is a subfinite regular Kac-Moody diagram, the subdiagram containing the vertices $v_{n-2}, v_{n-1}, v_{n}$ is of finite type, which by the three vertex classification implies that $a_{n-1, n}=-1$ and the vertex $v_{n-1}$ is even.

By reflecting at $v_{n}$ we obtain a diagram $\Gamma^{\prime}$ where $v_{n-1}^{\prime}$ is isotropic. We observe that $\Gamma^{\prime}$ is again a chain. Indeed, $a_{i n}^{\prime}=a_{n i}^{\prime}=0$ and $a_{i j}^{\prime}=a_{i j}$ for $i<n-1, j<n$, because $a_{i n}=a_{n i}=0$ for $i \neq n-1$. Also,
$a_{n-1, i}^{\prime}=a_{n, n-1} a_{n-1, i}=0$ for $i<n-2$. We can apply the induction hypothesis to $\Gamma^{\prime}-\left\{v_{n}\right\}$ which gives us the desired sequence of odd reflections of $\Gamma^{\prime}$ and hence of $\Gamma$.

Lemma 2.6. Let $\Gamma$ be a subfinite regular Kac-Moody diagram. Suppose $\Gamma^{\prime}$ is a connected m-vertex subdiagram of $\Gamma$ such that $\Gamma^{\prime}$ does not contain an isotropic vertex. Then there is a sequence of odd reflections $R$ of $\Gamma$ such that $R\left(\Gamma^{\prime}\right)=\Gamma^{\prime}$, and there is a connected ( $m+1$ )-vertex subfinite regular Kac-Moody subdiagram of $R(\Gamma)$ which contains $\Gamma^{\prime}=R\left(\Gamma^{\prime}\right)$ as a subdiagram and an isotropic vertex.

Proof. First note that $\Gamma$ contains an isotropic vertex because it is subfinite. So we may take a minimal subdiagram $\Gamma^{\prime \prime}$ containing $\Gamma^{\prime}$ and an isotropic vertex. Then by the minimality of $\Gamma^{\prime \prime}$ the set of vertices in $\Gamma^{\prime \prime}-\Gamma^{\prime}$ form a chain with an isotropic vertex, and only one of these vertices is connected to the subdiagram $\Gamma^{\prime}$. Denote this vertex $v_{2}$ and the rest of the vertices in the chain $\Gamma^{\prime \prime}-\Gamma^{\prime}$ by $\left\{v_{3}, \ldots, v_{n}\right\}$ so that $v_{k}$ is connected to $v_{k-1}$ and $v_{k+1}$. Then $v_{n}$ is isotropic by minimality. Choose any vertex in $\Gamma^{\prime}$ that is connected to $v_{2}$ and denote it $v_{1}$.

Now apply Lemma 2.5 to the subdiagram given by $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ to obtain a sequence of odd reflections $R$ such that $R\left(v_{2}\right)$ is isotropic. By minimality of $\Gamma^{\prime \prime}$ each vertex $v_{k}$ for $k \geqslant 3$ is not connected to $\Gamma^{\prime}$, so each reflection does not change the subdiagram $\Gamma^{\prime}$, i.e. $a_{i j}^{\prime}=a_{i j}$ if $v_{i}, v_{j} \in \Gamma^{\prime}$. Then the subdiagram $R\left(\Gamma^{\prime} \cup\left\{v_{2}\right\}\right)$ of $R(\Gamma)$ is a subfinite regular Kac-Moody ( $m+1$ )-vertex diagram containing the diagram $\Gamma^{\prime}$ and an isotropic vertex.

Lemma 2.7. If $\Gamma$ is a subfinite regular Kac-Moody diagram with $n \geqslant 4$ vertices, then any odd non-isotropic vertex of $\Gamma$ has degree one.

Proof. First note that connected finite type 3 -vertex regular Kac-Moody diagrams satisfy the condition that odd non-isotropic vertices have degree one. Suppose that the vertex $v_{2}$ is odd non-isotropic with degree greater than or equal to two. Let $\Gamma^{\prime}=\left\{v_{1}, v_{2}, v_{3}\right\}$, where $a_{12}, a_{21}, a_{23}, a_{32} \neq 0$. By the 3 -vertex classification, $\Gamma^{\prime}$ does not contain an isotropic vertex since $\Gamma$ is subfinite. By Lemma 2.6 , we are reduced to the case when $\Gamma$ has four vertices.

If $v_{4}$ is connected to an odd non-isotropic vertex $v_{i}$, then $v_{i}$ has degree two in a 3 -vertex subdiagram $\left\{v_{4}, v_{i}, v_{j}\right\}$, which contradicts the assumption that $\Gamma$ is subfinite. Thus, $a_{24}=a_{42}=0$. We may assume $a_{14}, a_{41} \neq 0$, which implies that $v_{1}$ is even. By reflecting at $v_{4}$ we obtain a diagram in which $R\left(v_{1}\right)$ is isotropic, $R\left(v_{2}\right)=v_{2}$ and $a_{2 i}^{\prime}=a_{2 i}$ for $i=1, \ldots, 4$. But then the subdiagram $R\left(\left\{v_{1}, v_{2}, v_{3}\right\}\right)$ is not of finite type. This contradicts the assumption that $\Gamma$ is subfinite.

Lemma 2.8. If $\Gamma$ is a subfinite regular Kac-Moody diagram with $n \geqslant 4$ vertices, and $\Gamma^{\prime}$ is a 3 -vertex subdiagram with an isotropic vertex of degree two in $\Gamma^{\prime}$ such that the ratio of the vertex is not a negative rational number, then $\Gamma^{\prime}$ is a $D(2,1, \alpha)$ diagram.

Proof. Since $\Gamma^{\prime}$ is finite type regular Kac-Moody, this follows from the 3-vertex classification.
Corollary 2.9. If $\Gamma$ is a subfinite regular Kac-Moody diagram with $n \geqslant 4$ vertices and $\Gamma^{\prime}$ is a 4 -vertex subdiagram containing an isotropic vertex of degree three in $\Gamma^{\prime}$, then $\Gamma^{\prime}$ contains a $D(2,1, \alpha)$ diagram containing this vertex.

### 2.3. Subfinite regular Kac-Moody: 4 vertices

We introduce the following notation in order to simplify the presentation. If $\Gamma$ is a diagram and $\left\{v_{i}\right\}_{i \in I}$ is a subset of the vertices of $\Gamma$, then we denote by $\Gamma_{\{i \mid i \in I\}}$ the subdiagram of $\Gamma$ obtained by removing the vertices $\left\{v_{i}\right\}_{i \in I}$. For example, $\Gamma_{1,2}$ is the subdiagram of $\Gamma$ obtained by removing the vertices $v_{1}$ and $v_{2}$. Let $\mathcal{F}$ denote the set of all connected finite type regular Kac-Moody diagrams which contain an isotropic vertex.

For each finite type 3-vertex diagram, we will consider each case for attaching an additional vertex to the diagram. Let $\Gamma$ denote the corresponding extended diagram.

Lemma 2.10. The subfinite regular Kac-Moody extensions of $D(2,1, \alpha)$ to four vertices are $D(3,1), D(2,2)$, $F_{4}, B(2,1)^{(2)}, D(2,1, \alpha)^{(1)}, G(3)^{(1)}, A(1,3)^{(2)}$, and $A(2,3)^{(2)}$.

Proof. We consider each case for attaching a vertex to a $D(2,1, \alpha)$ diagram.

## Case 1:


$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{2} \in \mathcal{F}$ implies $d=-1$ and $\Gamma_{3} \in \mathcal{F}$ implies $c=-d$. Then by (5) we have $a=\frac{-1}{2}$, $b=-2, c=1$, and $d=-1$. This is $D(2,2)$.
$\diamond$ If $v_{4}$ is $\odot$ and $e=-2$, then $\Gamma_{2} \in \mathcal{F}$ implies $d=-1$ and $\Gamma_{3} \in \mathcal{F}$ implies $c=-d$. Then by (5) we have $a=\frac{-1}{2}, b=-2, c=1$, and $d=-1$. If $v_{4}$ is $\bigcirc$, then this is $B(2,1)^{(1)}$. If $v_{4}$ is $\bigcirc$, then this is $A(2,3)^{(2)}$.
$\diamond$ If $v_{4}$ is $\bigcirc$ and $e=-1$, then $\Gamma_{2} \in \mathcal{F}$ implies $d \in\{-1,-2,-3\}$ and $\Gamma_{3} \in \mathcal{F}$ implies $c \in$ $\left\{-d, \frac{-d}{2}, \frac{-d}{3}\right\}$. If $d \in\{-1,-2\}$, then $c \in\left\{-d, \frac{-d}{2}\right\}$. This yields three distinct options, and we find that $\Gamma$ is one of the following: $D(3,1), F_{4}, A(1,3)^{(2)}$. If $d=-3$, then $c \in\left\{3, \frac{3}{2}, 1\right\}$ and by reflecting at $v_{1}$ we obtain


Then $r_{1}(\Gamma)_{1} \in \mathcal{F}$ implies $\frac{3-c}{2} \leqslant 0$. Hence, $c=3$. Then by (5) we have $a=\frac{-1}{4}, b=\frac{-4}{3}$. This is $G(3)^{(1)}$.

## Case 2:



$$
\begin{array}{rl}
a+\frac{1}{b} & =-1 \\
a, b, c, d, e, f, g \neq 0 & b+\frac{1}{c} \tag{6}
\end{array}=-1 .
$$

$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{F}$ implies $d=-c$ and $\Gamma_{1} \in \mathcal{F}$ implies $f=-1$. Then by substitution and by (6), we have $d+\frac{f}{a}=-\left(c+\frac{1}{a}\right)=1$. Now $\Gamma_{2}$ must be a $D(2,1, \alpha)$ diagram, so (2) implies $d+\frac{f}{a}=-1$. This is a contradiction.
$\diamond$ If $v_{4}$ is $\bigcirc, e=-1$ and $g=-2$, then $\Gamma_{2} \in \mathcal{F}$ implies $a=\frac{3}{2}, d=\frac{-1}{2}$. Now $\Gamma_{3} \in \mathcal{F}$ implies $\frac{d}{c}<0$. Hence, $c>0$. Then $c+\frac{1}{a}>0$, which contradicts (6).
$\diamond$ If $v_{4}$ is $\bigcirc$ and $e=g=-1$, then $\Gamma_{2} \in \mathcal{F}$ implies $d=\frac{f}{a}=\frac{-1}{2}, \Gamma_{1} \in \mathcal{F}$ implies $f<0$, and $\Gamma_{3} \in \mathcal{F}$ implies $\frac{d}{c}<0$. Since $d, f<0$ we have $a, c>0$. But then $c+\frac{1}{a}>0$, which contradicts (6).
Case 3:


Suppose $v_{4}$ is $\bigcirc$. Then $\frac{d}{b}, \frac{a}{d}, \frac{c}{e}, \frac{e}{b}, \frac{f}{a}, \frac{c}{f} \in \mathbb{Q}<0$ implies $\frac{a+c}{b}>0$, which contradicts (7). Hence, $v_{4}$ is $\otimes$. Thus all subdiagrams are $D(2,1, \alpha)$ diagrams. So we have $g=d, h=e$, and $k=f$. We also have $a+b+c=0, c+d+e=0, a+e+f=0$, and $b+d+f=0$. It follows that $d=a, e=b$ and $f=c$. Hence, this is $D(2,1, \alpha)^{(1)}$.

Now that we have found all subfinite regular Kac-Moody extensions of $D(2,1, \alpha)$ by one vertex, we may restrict our attention to diagrams that do not contain a $D(2,1, \alpha)$ subdiagram. In particular, the ratio of an isotropic vertex must be a negative rational number by Lemma 2.8, and an isotropic vertex has at most degree two by Corollary 2.9.

Lemma 2.11. The subfinite regular Kac-Moody 4-vertex extensions of $C$ (3) that are not extensions of $D(2,1, \alpha)$ are the following: $C(4), C(3)^{(1)}, B(1,2)^{(1)}$, and $A(1,4)^{(2)}$.

Proof. Since an isotropic vertex has degree at most two, we are reduced to the following case.

$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{2} \in \mathcal{F}$ implies $b=-1$. This is $D(2,2)$.
$\diamond$ If $v_{4}$ is $\boldsymbol{\bullet}$, then $\Gamma_{2} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $B(1,2)^{(1)}$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{2} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $A(1,4)^{(2)}$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{2} \in \mathcal{F}$ implies $a=-1, b \in\{-1,-2,-3\}$. If $b=-1$, then this is $C(4)$. If $b=-2$, then this is $C(3)^{(1)}$. If $b=-3$, then by reflecting at $v_{2}$ and then at $v_{1}$ we obtain

$$
\overrightarrow{r_{2}} \quad \bigcirc_{4} \underset{-3}{\stackrel{-1}{\rightleftarrows}} \otimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \otimes_{2} \stackrel{-2}{\underset{-1}{\rightleftarrows}} \bigcirc_{3} \quad \overrightarrow{r_{1}}
$$



But, $r_{1}\left(r_{2}(\Gamma)\right)_{1} \notin \mathcal{F}$. Hence, $b \neq-3$.
Lemma 2.12. All subfinite regular Kac-Moody extensions of $G(3)$ are extensions of $D(2,1, \alpha)$.
Proof. Since an isotropic vertex has degree at most two, we are reduced to the following case.


But, $\Gamma_{3} \notin \mathcal{F}$.
Lemma 2.13. The subfinite regular Kac-Moody extensions of $B(1,2)$ that are not extensions of $D(2,1, \alpha)$, $C(3)$ or $G(3)$ are the following: $B(1,3), B(2,2), D(2,2)^{(2)}$, and $A(2,4)^{(4)}$.

Proof. Since $\otimes$ has at most degree two and - has at most degree one, we are reduced to the following case.

$$
()_{4} \underset{b}{\stackrel{a}{\rightleftarrows}} \otimes_{1} \stackrel{1}{\underset{1}{\rightleftarrows}} \otimes_{2} \underset{-2}{\stackrel{-1}{\rightleftarrows}} \Theta_{3} \quad a, b \neq 0
$$

$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{F}$ implies $b=-1$. This is $B(2,2)$.
$\diamond$ If $v_{4}$ is $\boldsymbol{\bullet}$, then $\Gamma_{3} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $D(2,2)^{(2)}$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{3} \in \mathcal{F}$ implies $a \in\{-1,-2\}$ and $b \in\{-1,-2,-3\}$. By assumption, $\Gamma_{3}$ is not $C(3)$ or $G(3)$, which implies $b=-1$. If $a=-1$, then this is $B(1,3)$. If $a=-2$, then this is $A(2,4)^{(4)}$.

Lemma 2.14. The subfinite regular Kac-Moody extensions of $B(2,1)$ that are not extensions of $D(2,1, \alpha)$, $C(3)$ or $G(3)$ are the following: $B(3,1), B(2,2), A(2,4)^{(4)}$, and $D(1,3)^{(2)}$.

Proof. We consider each case for attaching a vertex to a $B(2,1)$ diagram.

## Case 1:



Then $\Gamma_{1} \notin \mathcal{F}$ even if $c, d=0$.
Case 2:
$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{F}$ implies $b=-1$. This is $B(2,2)$.
$\diamond$ If $v_{4}$ is $\boldsymbol{\bullet}$ then $\Gamma_{3} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $A(2,4)^{(4)}$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{3} \in \mathcal{F}$ implies $a \in\{-1,-2\}$ and $b \in\{-1,-2,-3\}$. By assumption, $\Gamma_{3}$ is not $C(3)$ or $G(3)$, which implies $b=-1$. If $a=-1$, then this is $B(3,1)$. If $a=-2$, then this is $D(1,3)^{(2)}$.

Lemma 2.15. The subfinite regular Kac-Moody extensions of $A(0,2)$ that are not extensions of $D(2,1, \alpha)$, $C(3)$ or $G(3)$ are the following: $A(0,3), A(1,2), B(1,3), B(3,1), A(0,2)^{(1)}$, and $q(4)^{(2)}$.

Proof. We consider each case for attaching a vertex to an $A(0,2)$ diagram.

## Case 1:

$$
(\mathrm{D}) 4 \underset{b}{\stackrel{a}{\rightleftarrows}} \otimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \otimes_{2} \stackrel{-1}{\underset{-1}{\rightleftarrows}} \bigcirc_{3} \quad a, b \neq 0
$$

$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{F}$ implies $b=-1$. This is $A(1,2)$.
$\diamond$ If $v_{4}$ is , then $\Gamma_{3} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $B(1,3)$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{3} \in \mathcal{F}$ implies $a \in\{-1,-2\}$ and $b \in\{-1,-2,-3\}$. By assumption, $\Gamma_{3}$ is not $C(3)$ or $G(3)$, which implies $b=-1$. If $a=-1$, then this is $A(0,3)$. If $a=-2$, then this is $B(3,1)$.

## Case 2:

$$
\otimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \otimes_{2} \underset{-1}{\stackrel{-1}{\rightleftarrows}} \bigcirc_{3} \stackrel{b}{\underset{a}{\rightleftarrows}}\left(\nabla_{4} \quad a, b \neq 0\right.
$$

$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{1} \in \mathcal{F}$ implies $b=-1$. This is $A(1,2)$.
$\diamond$ If $v_{4}$ is $\bullet$, then $\Gamma_{1} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $B(1,3)$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{1} \in \mathcal{F}$ implies $a \in\{-1,-2\}$ and $b \in\{-1,-2,-3\}$. By assumption, $\Gamma_{1}$ is not $C(3)$ or $G(3)$, which implies $b=-1$. If $a=-1$, then this is $A(0,3)$. If $a=-2$, then this is $B(3,1)$.

## Case 3:


$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{2} \in \mathcal{F}$ implies $c=-1$ and $b \in\{-1,-2,-3\}$. By assumption, $\Gamma_{2}$ is not $C$ (3) or $G(3)$, which implies $b=-1$. Since we assume that $\Gamma_{3}$ is not $C(3)$ or $G(3)$, we have that $\Gamma_{3} \in \mathcal{F}$ implies $d=-1$. Now $\Gamma_{1} \in \mathcal{F}$ implies $a \in\{-1,-2,-3\}$ and since we assume that it is not $C(3)$ or $G(3)$, we have $a=-1$. This is $A(0,2)^{(1)}$.
$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{1} \in \mathcal{F}$ implies $a=-1$. Since we assume that $\Gamma_{3}$ is not $D(2,1, \alpha)$, we have that $\Gamma_{3} \in \mathcal{F}$ implies $d=-1$. Finally, $\Gamma_{2} \in \mathcal{F}$ and not equal to $C$ (3) or $G(3)$ implies $\frac{b}{c}=-1$. This is $q(4)^{(2)}$.

Lemma 2.16. The subfinite regular Kac-Moody extensions of $A(1,1)$ that are not extensions of $D(2,1, \alpha)$, $C(3)$ or $G(3)$ are the following: $A(1,2), B(2,2), A(1,1)^{(1)}$, and $q(4)^{(2)}$.

Proof. We consider each case for attaching a vertex to an $A(1,1)$ diagram.

## Case 1:

$$
\otimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \otimes_{2} \underset{1}{\stackrel{-1}{\rightleftarrows}} \otimes_{3} \stackrel{b}{\underset{a}{\rightleftarrows}} \text { (V) } 4 \quad a, b \neq 0
$$

$\diamond$ If $v_{4}$ is $\bigotimes$, then $\Gamma_{1} \in \mathcal{F}$ implies $b-1$. This is $A(1,2)$.
$\diamond$ If $v_{4}$ is , then $\Gamma_{1} \in \mathcal{F}$ implies $a=-2, b=-1$. This is $B(2,2)$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{1} \in \mathcal{F}$ implies $a \in\{-1,-2\}$ and $b \in\{-1,-2,-3\}$. By assumption, $\Gamma_{1}$ is not $C(3)$ or $G(3)$, which implies $b=-1$. If $a=-1$, then this is $A(1,2)$. If $a=-2$, then this is $B(2,2)$.

## Case 2:


$\diamond$ If $v_{4}$ is $\bigotimes$, then $\Gamma_{1} \in \mathcal{F}$ implies $a=-1, \Gamma_{3} \in \mathcal{F}$ implies $d=-1$, and $\Gamma_{2} \in \mathcal{F}$ implies $\frac{b}{c}=-1$. This is $A(1,1)^{(1)}$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{1} \in \mathcal{F}$ implies $b=c=-1$. Then $\Gamma_{2}, \Gamma_{3} \in \mathcal{F}$ and not $C(3)$ or $G(3)$ imply $a=d=-1$. This is $q(4)^{(2)}$.

This completes the classification of connected subfinite regular Kac-Moody diagrams with four vertices. We observe that all are either of finite type or have finite growth.

### 2.4. Subfinite regular Kac-Moody: 5 vertices

For each finite type 4 -vertex diagram, we will consider each case for attaching a vertex to the diagram. Let $v_{5}$ denote the additional vertex, and let $\Gamma$ denote the corresponding extended diagram. Recall that $a_{i j}$ denotes the label of the arrow from the vertex $v_{i}$ to the vertex $v_{j}$. Also, $a_{i j}=0$ if and only if $a_{j i}=0$.

Lemma 2.17. The subfinite regular Kac-Moody extensions of $D(2,2)$ are the following: $D(2,3), D(3,2)$, $B(2,2)^{(1)}, A(4,3)^{(2)}, A(3,3)^{(2)}, D(2,2)^{(2)}$.

## Proof.



First observe that $\Gamma_{4} \in \mathcal{F}$ implies $a_{52}=a_{53}=0$.
$\diamond$ If $v_{5}$ is $\boldsymbol{\text { , then }} \Gamma_{2} \in \mathcal{F}$ implies $a_{51}=0, a_{54}=-2, a_{45}=-1$. This is $B(2,2)^{(1)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{2} \in \mathcal{F}$ implies $a_{51}=0$ and $a_{45}, a_{54} \in\{-1,-2\}$. If $a_{54}=-2$ and $a_{45}=-1$, then this is $A(4,3)^{(2)}$. If $a_{54}=-1$ and $a_{45}=-2$, then this is $D(2,2)^{(2)}$. If $a_{54}=a_{45}=-1$, then this is $D(2,3)$.
$\diamond$ If $v_{5}$ is $\otimes$, then $\Gamma_{2} \in \mathcal{F}$ implies that either $a_{51}=a_{15}=0, a_{45}=-1, a_{54}=1$ and this is $D(3,2)$, or $a_{51}=-1, a_{15}=1, a_{45}=a_{54}=-2$ and this is $A(3,3)^{(2)}$.

Lemma 2.18. The subfinite regular Kac-Moody extensions of $D(3,1)$ are the following: $D(2,3), D(4,1)$, $B(3,1)^{(1)}, A(2,5)^{(2)}, A(3,3)^{(2)}, A(5,1)^{(2)}$.

## Proof.



First observe that $\Gamma_{4} \in \mathcal{F}$ implies $a_{52}=a_{53}=0$.
$\diamond$ If $v_{5}$ is , then $\Gamma_{3} \in \mathcal{F}$ implies $a_{51}=0, a_{54}=-2, a_{45}=-1$. This is $A(2,5)^{(2)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{3} \in \mathcal{F}$ implies that $\Gamma$ satisfies the following conditions. If $a_{51} \neq 0$, then $a_{51}=$ $a_{15}=-1, a_{54}=a_{45}=0$, and this is $A(3,3)^{(2)}$. If $a_{51}=0$, then $a_{54}, a_{45} \in\{-1,-2\}$. If $a_{51}=0, a_{54}=-2$
and $a_{45}=-1$, then this is $B(3,1)^{(1)}$. If $a_{51}=0, a_{54}=-1$ and $a_{45}=-2$, then this is $A(5,1)^{(2)}$. If $a_{51}=0, a_{54}=-1$ and $a_{45}=-1$, then this is $D(4,1)$.
$\diamond$ If $v_{5}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{F}$ implies $a_{51}=0, a_{45}=-1, a_{54}=1$. This is $D(2,3)$.
Lemma 2.19. The subfinite regular Kac-Moody extensions of $C$ (4) are the following: $C(5), D(2,3), B(1,3)^{(1)}$, $D(1,3)^{(1)}, A(5,1)^{(2)}, A(6,1)^{(2)}$.

## Proof.



First observe that $\Gamma_{4} \in \mathcal{F}$ implies $a_{52}=a_{53}=0$.
$\diamond$ If $v_{5}$ is , then $\Gamma_{3} \in \mathcal{F}$ implies $a_{51}=0, a_{54}=-2, a_{45}=-1$. This is $B(1,3)^{(1)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{3} \in \mathcal{F}$ implies that $\Gamma$ satisfies the following conditions. If $a_{51} \neq 0$, then $a_{51}=$ $a_{15}=-1, a_{54}=a_{45}=0$, and this is $A(5,1)^{(2)}$. If $a_{51}=0$, then $a_{54}, a_{45} \in\{-1,-2\}$. If $a_{51}=0, a_{54}=-2$ and $a_{45}=-1$, then this is $A(6,1)^{(2)}$. If $a_{51}=a_{15}=0, a_{54}=-1$ and $a_{45}=-2$, then this is $D(1,3)^{(1)}$. If $a_{51}=a_{15}=0, a_{54}=-1$ and $a_{45}=-1$, then this is $C(5)$.
$\diamond$ If $v_{5}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{F}$ implies $a_{51}=0, a_{54}=1, a_{45}=-1$. This is $D(2,3)$.
Lemma 2.20. The only subfinite regular Kac-Moody extensions of $F(4)$ is $F(4)^{(1)}$.

## Proof.



First observe that $\Gamma_{4} \in \mathcal{F}$ implies $a_{52}=a_{53}=0$. Then $\Gamma_{2} \in \mathcal{F}$ implies $a_{51}=0, a_{54}=a_{45}=-1$. This is $F(4)^{(1)}$.

Let $\mathcal{K}=\left\{\Gamma^{\prime} \in \mathcal{F} \mid R\left(\Gamma^{\prime}\right)\right.$ is a chain for every sequence $R$ of odd reflections $\}$.
Lemma 2.21. The subfinite regular Kac-Moody extensions of $A(0,3), A(1,2), B(1,3), B(3,1)$ and $B(2,2)$, that are not extensions of $C(4), D(3,1), D(2,2)$ or $F_{4}$, are the following: $A(0,4), A(1,3), A(2,2), B(1,4)$, $B(2,3), B(3,2), B(4,1), A(0,3)^{(1)}, A(1,2)^{(1)}, A(4,4)^{(2)}, A(6,2)^{(2)}, D(2,3)^{(2)}, D(3,2)^{(2)}, D(4,1)^{(2)}$, $q(5)^{(2)}$.

Proof. Note that every connected 4 -vertex subdiagram of $\Gamma$ containing an isotropic vertex is an element of $\mathcal{K}$. We find the extensions for each of the diagrams: $A(0,3), A(1,2), B(1,3), B(3,1)$ and $B(2,2)$.

$$
B(3,1) \quad \otimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \otimes_{2} \stackrel{-1}{\underset{-1}{\rightleftarrows}} \bigcirc_{3} \underset{-2}{\stackrel{-1}{\rightleftarrows}} \bigcirc_{4}
$$

First observe that since $\Gamma_{1}, \Gamma_{4} \in \mathcal{K}$ we have $a_{52}=a_{53}=a_{54}=0$.
$\diamond$ If $v_{5}$ is $\bigotimes$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{15}=1$. This is $B(3,2)$.
$\diamond$ If $v_{5}$ is $\boldsymbol{Q}$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{51}=-2$. This is $A(6,2)^{(2)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{51} \in\{-1,-2\}$. If $a_{51}=-1$, then this is $B(4,1)$. If $a_{51}=-2$, then this is $D(4,1)^{(2)}$.

$$
B(1,3) \quad \otimes_{1} \underset{1}{\stackrel{1}{\rightleftarrows}} \otimes_{2} \stackrel{-1}{\stackrel{-1}{\rightleftarrows}} \bigcirc_{3} \underset{-2}{\stackrel{-1}{\rightleftarrows}} \Theta_{4}
$$

First observe that since $\Gamma_{1}, \Gamma_{4} \in \mathcal{K}$ we have $a_{52}=a_{53}=a_{54}=0$.
$\diamond$ If $v_{5}$ is $\otimes$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{15}=1$. This is $B(2,3)$.
$\diamond$ If $v_{5}$ is , then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{51}=-2$. This is $D(2,3)^{(2)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{51} \in\{-1,-2\}$. If $a_{51}=-1$, then this is $B(1,4)$. If $a_{51}=-2$, then this is $A(6,2)^{(2)}$.

$$
B(2,2) \quad \bigotimes_{1} \underset{1}{\stackrel{1}{\longleftrightarrow}} \bigotimes_{2} \underset{1}{\stackrel{-1}{\longleftrightarrow}} \bigotimes_{3} \stackrel{-1}{\underset{-2}{\rightleftarrows}} \bigcirc_{4}
$$

First observe that since $\Gamma_{1}, \Gamma_{4} \in \mathcal{K}$ we have $a_{52}=a_{53}=a_{54}=0$.
$\diamond$ If $v_{5}$ is $\otimes$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{15}=1$. This is $B(2,3)$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{51}=-2$. This is $A(4,4)^{(2)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$, then $\Gamma_{4} \in \mathcal{K}$ implies $a_{15}=-1, a_{51} \in\{-1,-2\}$. If $a_{51}=-1$, then this is $B(3,2)$. If $a_{51}=-2$, then this is $D(3,2)^{(2)}$.

Finally, we restrict our attention to diagrams satisfying: a connected 4 -vertex subdiagram containing an isotropic vertex is a diagram for $A(0,3)$ or $A(1,2)$.

A(1, 2)


First observe that since $\Gamma_{1}, \Gamma_{4} \in \mathcal{K}$ we have $a_{52}=a_{53}=0$. There are two distinct cases: $a_{54}=0$ and $a_{51}, a_{54} \neq 0$.
$\diamond$ If $v_{5}$ is $\otimes$ and $a_{54}=0$, then $a_{51}=1, a_{15}=-1$. This is $A(2,2)$.
$\diamond$ If $v_{5}$ is $\bigcirc$ and $a_{54}=0$, then $a_{51}, a_{15}=-1$. This is $A(1,3)$.
$\diamond$ If $v_{5}$ is $\otimes$ and $a_{54}, a_{51} \neq 0$, then $a_{51}=1, a_{15}, a_{54}, a_{45}=-1$. This is $q(5)^{(2)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$ and $a_{54}, a_{51} \neq 0$, then $a_{51}, a_{15}, a_{54}, a_{45}=-1$. This is $A(1,2)^{(1)}$.

$$
A(0,3) \quad \bigcirc_{1} \underset{1}{\stackrel{-1}{\rightleftarrows}} \otimes_{2} \underset{1}{\stackrel{-1}{\rightleftarrows}} \otimes_{3} \underset{-1}{\stackrel{-1}{\rightleftarrows}} \bigcirc_{4}
$$

Now we assume that a connected 4 -vertex subdiagram is a diagram for $A(0,3)$. First observe that since $\Gamma_{1}, \Gamma_{4} \in \mathcal{K}$ we have $a_{52}, a_{53}=0$. There are two distinct cases: $a_{54}=0$ and $a_{51}, a_{54} \neq 0$.

Table 1

$\diamond$ If $v_{5}$ is $\bigotimes$ and $a_{54}=0$, then $a_{51}=1, a_{15}=-1$. This is $A(1,3)$.
$\diamond$ If $v_{5}$ is $\bigcirc$ and $a_{54}=0$, then $a_{51}, a_{15}=-1$. This is $A(0,4)$.
$\diamond$ If $v_{5}$ is $\otimes$ and $a_{54}, a_{51} \neq 0$, then $a_{51}=1, a_{15}, a_{54}, a_{45}=-1$. This is $q(5)^{(2)}$.
$\diamond$ If $v_{5}$ is $\bigcirc$ and $a_{54}, a_{51} \neq 0$, then $a_{51}, a_{15}, a_{54}, a_{45}=-1$. This is $A(0,3)^{(1)}$.

This completes the classification of connected subfinite regular Kac-Moody diagrams with five vertices. We observe that all are either of finite type or have finite growth.

### 2.5. Subfinite regular Kac-Moody: $n \geqslant 6$ vertices

Now we handle the general case. We find all connected subfinite regular Kac-Moody diagrams with six or more vertices. We will show in Theorem 5.5 that the subfinite regular Kac-Moody diagrams which are not of finite type are not extendable, completing the classification of regular Kac-Moody diagrams.

Remark 2.22. A finite type diagram $\Gamma^{\prime}$ with $n \geqslant 5$ vertices has the following form:

where $\Gamma_{1}^{\prime}$ is $A(k, l)$ or $A_{k}$, and the subdiagram $\left\{v_{1}, v_{2}, v_{3}\right\}$ is one of the diagrams in Table 1.

Lemma 2.23. Let $\Gamma$ be a subfinite regular Kac-Moody cycle with $n \geqslant 4$ vertices and let $v_{j}$ be a vertex of $\Gamma$ connected to $v_{i}$ and $v_{k}$. Then either

$$
\begin{gather*}
v_{j} \text { is } \bigcirc \text { with } a_{j i}=a_{j k}=-1 ; \quad \text { or } \\
\qquad v_{j} \text { is } \bigotimes \text { with } \frac{a_{j i}}{a_{j k}}=-1 . \tag{9}
\end{gather*}
$$

If $\Gamma$ has an even number of odd roots, then $\mathfrak{g}(A)$ is an $A(k-1, l)^{(1)}$ diagram. If $\Gamma$ has an odd number of odd roots, then $\mathfrak{g}(A)$ is a $q(n)^{(2)}$ diagram.

Proof. By the above classification, all subfinite regular Kac-Moody 4 -vertex and 5 -vertex cycles are of type $A(k, l)^{(1)}$ or $q(n)^{(2)}$, and satisfy (9). Let $\Gamma$ be a subfinite regular Kac-Moody cycle with $n \geqslant 6$ vertices and let $v_{j}$ be a vertex which is connected to $v_{i}$ and $v_{k}$. Since $n \geqslant 6, v_{j}$ is contained in a proper 5 -vertex subdiagram where $v_{j}$ is the middle vertex of the chain. By the 5 -vertex classification, we see that for every finite type chain diagram with five vertices, the middle vertex satisfies (9). Hence, every vertex of $\Gamma$ satisfies (9). If $\Gamma$ has an even number of odd roots, then the corresponding matrix $A$ is symmetrizable and $\mathfrak{g}(A)$ is an $A(k, l)^{(1)}$ diagram. If $\Gamma$ has an odd number of odd roots, then $A$ is non-symmetrizable and $\mathfrak{g}(A)$ is a $q(n)^{(2)}$ diagram.

Lemma 2.24. If $\Gamma$ contains a proper subdiagram $\Gamma^{\prime}$ which is a cycle with $n \geqslant 4$ vertices then $\Gamma$ is not subfinite regular Kac-Moody.

Proof. Suppose $\Gamma$ is a subfinite regular Kac-Moody diagram which contains a cycle with $n \geqslant 4$ vertices. By Lemma 2.6, we are reduced to the case where $\Gamma=\Gamma^{\prime} \cup\left\{v_{n+1}\right\}$ is subfinite regular Kac-Moody. By the above classification, a subfinite regular Kac-Moody 5 -vertex diagram does not contain a 4 -vertex cycle subdiagram. So now suppose $\Gamma^{\prime}$ is a cycle with $n$ vertices where $n \geqslant 5$ and that $\Gamma=\Gamma^{\prime} \cup\left\{v_{n+1}\right\}$ is subfinite regular Kac-Moody. If $\Gamma^{\prime}$ contains an isotropic vertex, then by Lemma 2.23 the diagram $\Gamma^{\prime}$ is either $A(m, n)^{(1)}$ or $q(n)^{(2)}$, which is not of finite type.

Suppose $\Gamma^{\prime}$ does not contain an isotropic vertex. Then the additional vertex $v_{n+1}$ of $\Gamma$ is isotropic. Since $\Gamma$ is connected we have the following subdiagram:

where the double lines are necessarily connected, and the dotted lines are possibly connected. But by the 5 -vertex classification, we see that this is not a finite type subdiagram.

Lemma 2.25. Let $\Gamma$ be the following diagram

where $\Gamma$ contains an isotropic vertex and $\Gamma_{6}$ is a diagram for $A(k, l)$ or $A_{k}$. Then $\Gamma$ is not a subfinite regular Kac-Moody diagram.

Proof. If $v_{6}$ is isotropic, then $\Gamma_{5} \notin \mathcal{F}$, which is a contradiction. We may assume that $v_{3}$ is isotropic, by using odd reflections in the subdiagram $\Gamma_{3,6}$. Then $\Gamma_{1}, \Gamma_{5} \in \mathcal{F}$ implies that the vertices $v_{2}, v_{4}$,
$v_{6}$ are even. Moreover, $\Gamma_{1} \in \mathcal{F}$ implies that the ratio of $v_{3}$ in the subdiagram $\left\{v_{2}, v_{3}, v_{6}\right\}$ is 1 , while $\Gamma_{5} \in \mathcal{F}$ implies that the ratio is -1 , which is a contradiction.

Proposition 2.26. If $\Gamma$ is a subfinite regular Kac-Moody diagram with $n \geqslant 6$ vertices and $\Gamma$ is not a cycle, then $\Gamma$ is of the form

where the subdiagram $\Gamma \backslash\left\{v_{1}, v_{n}\right\}$ is $A(k, l)$ or $A_{k}$, and the subdiagrams $\left\{v_{1}, v_{2}, v_{3}\right\}$ and $\left\{v_{n}, v_{n-1}, v_{n-2}\right\}$ are diagrams from Table 1.

Proof. First note that diagrams satisfying (10) reflect by odd reflections to diagrams that again satisfy (10). So it suffices to prove the proposition for a diagram obtained by odd reflections from the original diagram.

Let $\Gamma$ be a subfinite regular Kac-Moody diagram with $n \geqslant 6$ vertices, which is not a cycle. Choose a vertex $v_{n}$ such that $\Gamma^{\prime}:=\Gamma \backslash\left\{v_{n}\right\}$ is connected and contains an isotropic vertex. Then $\Gamma^{\prime}$ satisfies (8). We may assume that the subdiagram $\left\{v_{1}, v_{2}, v_{3}\right\}$ contains an isotropic vertex, by using odd reflections in the subdiagram $\left\{v_{4}, \ldots, v_{n-1}\right\}$. If $\Gamma^{\prime} \backslash\left\{v_{1}\right\}$ does not contain an isotropic vertex, then $v_{1}$ is isotropic. In this case, by Table $1, \Gamma^{\prime}$ is the standard diagram for $A(1, n-2)$ and an odd reflection at $v_{1}$ results in a diagram with $v_{2}$ isotropic. So we may assume that $v_{2}$ or $v_{3}$ is isotropic.

Suppose that $v_{n}$ is connected only to the vertex $v_{1}$. If $a_{12}, a_{21}=0$, then $a_{13}, a_{31} \neq 0$ and $\left\{v_{n}, v_{1}, v_{3}, v_{2}, v_{4}\right\} \in \mathcal{F}$ implies that the subdiagram $\left\{v_{n}, v_{1}, v_{3}\right\}$ is $A(k, l)$ or $A_{k}$. Then by Lemma 2.25 , the diagram $\left\{v_{n}, v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}$ is not a subfinite regular Kac-Moody diagram. If $a_{12}, a_{21} \neq 0$, then $\Gamma_{n-1} \in \mathcal{F}$ implies $a_{13}, a_{31}=0$. The condition $\left\{v_{n}, v_{1}, v_{2}, v_{3}, v_{4}\right\} \in \mathcal{F}$ yields two possibilities: either $\left\{v_{n}, v_{1}, v_{2}\right\}$ is a diagram from Table 1 and $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ is $A(k, l)$ or $A_{k}$, or $\left\{v_{4}, v_{3}, v_{2}\right\}$ is a diagram from Table 1 and $\left\{v_{n}, v_{1}, v_{2}, v_{3}\right\}$ is $A(k, l)$ or $A_{k}$. In the first case, $\Gamma_{n}$ is $A(k, l)$ or $A_{k}$, and we are done. In the second case, $\Gamma$ is $A(k, l)$ or $A_{k}$, and we are done.

Now we may assume that $\Gamma \backslash\left\{v_{1}\right\}$ is connected, and hence satisfies (8). Thus, the vertex $v_{n}$ is not connected to vertices $v_{j}$ with $3<j<n-2$. First suppose that $v_{n}$ is connected to $v_{n-2}$ or $v_{n-1}$. Then $\Gamma_{1} \in \mathcal{F}$ implies that $v_{n}$ is not connected to $v_{2}$ or $v_{3}$ and $\Gamma_{1}$ satisfies (8). By Lemma 2.24, $v_{n}$ is not connected to $v_{1}$. Thus, $\Gamma$ satisfies (10). Now suppose that $v_{n}$ is not connected to $v_{n-2}$ or $v_{n-1}$. If $v_{n}$ is connected to $v_{3}$ then $\left\{v_{n}, v_{1}, v_{2}, v_{3}, v_{4}\right\}$ satisfies (8), implying $v_{n}$ is not connected to $v_{1}$ or $v_{2}, a_{13}, a_{31}=0$, and the subdiagram $\left\{v_{1}, v_{2}, v_{3}\right\}$ is $A(k, l)$ or $A_{k}$. But then by Lemma 2.25 , $\left\{v_{n}, v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}$ is not a subfinite regular Kac-Moody diagram. Hence, $v_{n}$ is not connected to $v_{3}$. Finally, since subdiagram $\Gamma \backslash\left\{v_{n-1}\right\}$ satisfies (8) with $v_{n}$ connected only to $v_{1}$ or $v_{2}$ we conclude that $\Gamma$ satisfies (10).

### 2.6. Classification theorem

Theorem 2.27. If $A$ is a symmetrizable matrix and $\mathfrak{g}(A)$ has a simple isotropic root, then $\mathfrak{g}(A)$ is regular KacMoody if and only if it has finite growth. If $A$ is a non-symmetrizable matrix and $\mathfrak{g}(A)$ has a simple isotropic root, then $\mathfrak{g}(A)$ is regular Kac-Moody if and only if it is one of the following three classes:


Remark 2.28. This theorem follows from the classification of connected subfinite regular Kac-Moody diagrams in Section 2 and Theorem 5.5. The fact that $Q^{ \pm}(m, n, t)$ is not symmetrizable and does not have finite growth will be proven in Section 3. Note that $Q^{ \pm}(m, n, t) \cong Q^{ \pm}(n, t, m)$ as algebras (see Remark 3.3).
3. The Lie superalgebra $Q^{ \pm}(m, n, t)$


In this section, we describe the parameters of the defining matrices for $Q^{ \pm}(m, n, t)$, and then we show that $Q^{ \pm}(m, n, t)$ is not symmetrizable and does not have finite growth.

Lemma 3.1. For each diagram $Q^{ \pm}(m, n, t)$, it follows that $a, b, c \in \mathbb{R} \backslash \mathbb{Q}$, and there are two solutions of the above equations, namely $Q^{-}(m, n, t)$ with $a, b, c<-1$ and $Q^{+}(m, n, t)$ with $-1<a, b, c<0$.

Proof. First, we show that a solution exists. To simplify the calculations we let

$$
M=1-m, \quad N=1-n, \quad T=1-t .
$$

Then $M, N, T \in \mathbb{Z}_{\geqslant 2}$. Solving Eq. (1) for $b$ and Eq. (3) for $c$, and then substituting into Eq. (2) yields

$$
-N=\frac{-1}{a+M}+\frac{-a}{a T+1} .
$$

By clearing denominators and regrouping, we have $f(a)=0$ where

$$
f(a)=(N T-1) a^{2}+(M N T-M+N-T) a+(M N-1) .
$$

Since $M, N, T \geqslant 2$, one has $N T-1>0$. The discriminant of $f(a)$ is $D=(M N T-M-N-T)^{2}-4$. Now since $M-1, N-1, T-1 \in \mathbb{Z} \geqslant 1$ and not all equal to 1 , we have

$$
\begin{aligned}
3 & \leqslant(M-1)(N-1)(T-1)+1 \\
& =M N T-(N-1) M-(T-1) N-(M-1) T \\
& <M N T-M-N-T,
\end{aligned}
$$

which implies $D>0$. Hence, $f(a)$ has two real roots. Moreover, these roots are not rational, since by taking $k=M N T-M-N-T$ and $y^{2}=D$, we obtain the equation $y^{2}=k^{2}-4$, which has only two solutions with integral $k$ and rational $y$, namely $k= \pm 2, y=0$. Since $D \neq 0$, we conclude that $y$ is not rational. Hence, $a \in \mathbb{R} \backslash \mathbb{Q}$, and it follows from the defining equations that $b, c \in \mathbb{R} \backslash \mathbb{Q}$.

Let $a_{1}>a_{2}$ be the roots of the quadratic equation $f(a)=0$. Since $N T-1, M N-1>0$, the function $f(a)$ is concave up with $f(0)>0$. We can express $f(-1)$ as

$$
f(-1)=-(M-1)(N-1)(T-1)-(M-2)(T-2)+1,
$$

where it is easy to see that $f(-1)<0$ for $M, N, T \in \mathbb{Z} \geqslant 2$, not all equal to 2 . Hence,

$$
a_{2}<-1<a_{1}<0 .
$$

Denote by $b_{1}, b_{2}, c_{1}, c_{2}$ the corresponding values of $b, c$. From $a_{i}+b_{i}^{-1} \leqslant-2$ and similar formulas we obtain

$$
-1<a_{1}<0 \quad \Longrightarrow \quad-1<b_{1}<0 \quad \Longrightarrow \quad-1<c_{1}<0
$$

and

$$
a_{2}<-1 \Longrightarrow c_{2}<-1 \Longrightarrow b_{2}<-1
$$

Corollary 3.2. The determinant of the Cartan matrix equals $1+a b c$ and is non-zero. Hence, the dimension of the Cartan subalgebra is 3.

Remark 3.3. It is clear that $Q^{ \pm}(m, n, t) \cong Q^{ \pm}(n, t, m)$ as algebras by cyclic permutation of the variables $a, b, c$. We also have $Q^{ \pm}(m, n, t) \cong Q^{\mp}(m, t, n)$ by transforming the equations: $a \rightarrow \frac{1}{b}, b \rightarrow \frac{1}{a}$, $c \rightarrow \frac{1}{c}$.

Lemma 3.4. $Q^{ \pm}(m, n, t)$ is not symmetrizable.
Proof. Suppose that we have a symmetrizable solution $a, b, c$. We show that this implies $a \in \mathbb{Q}$, which is a contradiction. If the matrix is symmetrizable then $a b c=1$. So, we substitute $c=\frac{1}{a b}$ into the defining equations. This yields

$$
\begin{aligned}
1+a+\frac{1}{b} & =m \\
1+(a+1) b & =n \\
1+\frac{1}{a b}+\frac{1}{a} & =t
\end{aligned}
$$

From the first equation we have $b=\frac{1}{m-a-1}$. Substituting this into the second equation and solving for $a$, we have $a=\frac{m n-m-n}{n} \in \mathbb{Q}$. Hence, there is no symmetrizable solution.

Lemma 3.5. $Q^{ \pm}(m, n, t)$ does not have finite growth.
Proof. The set of principal roots of $Q^{ \pm}(m, n, t)$ is $\Pi_{0}=\left\{\alpha_{1}+\alpha_{2}, \alpha_{2}+\alpha_{3}, \alpha_{3}+\alpha_{1}\right\}$. The Cartan matrix $B$ of the subalgebra of $Q^{ \pm}(m, n, t)$ generated by $\Pi_{0}$ is

$$
B=\left(\begin{array}{ccc}
2 & m & m \\
n & 2 & n \\
t & t & 2
\end{array}\right)
$$

All off diagonal entries of $B$ are negative integers. Since they are not all equal to -1 , this is not a Cartan matrix of a finite-growth Kac-Moody algebra. By Lemma 1.10, $Q^{ \pm}(m, n, t)$ does not have finite growth.

A Kac-Moody superalgebra is called hyperbolic if after the removal of any simple root the superalgebra is either of finite or affine type.

Lemma 3.6. The regular Kac-Moody superalgebra $Q^{ \pm}(m, n, t)$ is hyperbolic for the following $m \geqslant n \geqslant t$.

| $m$ | $n$ | $t$ |
| :--- | :--- | :--- |
| -1 | -1 | -2 |
| -1 | -1 | -3 |
| -1 | -1 | -4 |
| -1 | -2 | -2 |
| -2 | -2 | -2 |

## 4. Integrable modules

Let $\mathfrak{g}(A)$ be a regular Kac-Moody superalgebra, and let $\mathfrak{g}(A)=\mathfrak{h} \oplus\left(\bigoplus_{\alpha \in \Delta} \mathfrak{g}(A)_{\alpha}\right)$ be the root space decomposition. Recall that we may assume that $a_{i i} \in\{0,2\}$ without loss of generality. An element $\rho \in \mathfrak{h}^{*}$ such that $\rho\left(h_{i}\right)=\alpha_{i}\left(h_{i}\right)=\frac{1}{2} a_{i i}$ for all $i \in I$ is called a Weyl vector.

A root $\alpha$ is called real if $\alpha$ or $\frac{1}{2} \alpha$ is simple in some base obtained by a sequence of even and odd reflections, and it is called imaginary otherwise. For each real root $\alpha$, the vector space [ $\mathfrak{g}_{\alpha}, \mathfrak{g}_{-\alpha}$ ]
is a one-dimensional subspace of the Cartan subalgebra $\mathfrak{h}$. Moreover, if $\alpha$ is non-isotropic, then for each non-zero $h \in\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{-\alpha}\right]$ we have that $\alpha(h) \neq 0$. In this case, we may choose $h_{\alpha}$ to be the unique vector in $\left[\mathfrak{g}_{\alpha}, \mathfrak{g}_{-\alpha}\right.$ ] which satisfies $\alpha\left(h_{\alpha}\right)=2$ (see Remark 1.7). Then take $x_{\alpha} \in \mathfrak{g}_{\alpha}, y_{\alpha} \in \mathfrak{g}_{-\alpha}$ such that $\left[x_{\alpha}, y_{\alpha}\right]=h_{\alpha}$. If $\alpha$ is even, then $\left\{x_{\alpha}, y_{\alpha}, h_{\alpha}\right\}$ forms an $\mathfrak{s l}_{2}$-triple. If $\alpha$ is odd non-isotropic, then $\left\{x_{\alpha}, y_{\alpha}, h_{\alpha},\left[x_{\alpha}, x_{\alpha}\right],\left[y_{\alpha}, y_{\alpha}\right]\right\}$ is a basis for a subalgebra which is isomorphic to $\mathfrak{o s p}(1,2)$, and $\left\{-\frac{1}{4}\left[x_{\alpha}, x_{\alpha}\right], \frac{1}{4}\left[y_{\alpha}, y_{\alpha}\right], \frac{1}{2} h_{\alpha}\right\}$ forms an $\mathfrak{s l}_{2}$-triple.

Let $U(\mathfrak{g})$ denote the universal enveloping algebra of a Lie superalgebra $\mathfrak{g}$. Let $\mathfrak{n}_{+}$(resp. $\mathfrak{n}_{-}$) denote the subalgebra of $\mathfrak{g}(A)$ generated by the elements $X_{i}$ (resp. $Y_{i}$ ), $i \in I$. Then one has the triangular decomposition $\mathfrak{g}(A)=\mathfrak{n}_{-}+\mathfrak{h}+\mathfrak{n}_{+}$.

A $\mathfrak{g}(A)$-module $V$ is called a weight module if $V=\bigoplus_{\mu \in \mathfrak{h}^{*}} V_{\mu}$, where $V_{\mu}=\{v \in V \mid h v=\mu(h) v$, for all $h \in \mathfrak{h \}}$. If $V_{\mu}$ is non-zero, then $\mu$ is called a weight. A $\mathfrak{g}(A)$-module $V$ is called a highest weight module with highest weight $\lambda \in \mathfrak{h}^{*}$ if there exists a vector $v_{\lambda} \in V$ such that

$$
\mathfrak{n}_{+} v_{\lambda}=0, \quad h v=\lambda(h) v_{\lambda} \quad \text { for } h \in \mathfrak{h}, \quad U(\mathfrak{g}(A)) v_{\lambda}=V
$$

A highest weight module is a weight module. We let $L(\lambda)$ denote the irreducible highest weight module with highest weight $\lambda$. To simplify notation we define $\lambda_{i}:=\lambda\left(h_{i}\right)$, for $i \in I$.

A subalgebra $\mathfrak{s}$ of $\mathfrak{g}(A)$ is locally finite on a module $V$ if $\operatorname{dim} U(\mathfrak{s}) V<\infty$ for any $v \in V$. An element $x \in \mathfrak{g}$ is locally nilpotent on $V$ if for any $v \in V$ there exists a positive integer $N$ such that $x^{N} v=0$.

### 4.1. Integrable modules over affine Lie superalgebras

Let $\mathfrak{g}$ be a basic Lie superalgebra, that is, a finite-dimensional simple Lie superalgebra over $\mathbb{C}$ with a nondegenerate even symmetric invariant bilinear form ( $\cdot, \cdot$ ), such that $\mathfrak{g}_{0}$ is reductive [4]. The associated (non-twisted) affine Lie superalgebra is

$$
\widehat{\mathfrak{g}}=\left(\mathbb{C}\left[t, t^{-1}\right] \otimes_{\mathbb{C}} \mathfrak{g}\right) \oplus \mathbb{C} K \oplus \mathbb{C} d
$$

with commutation relations

$$
[a(n), b(l)]=[a, b](n+l)+n \delta_{n,-l}(a \mid b) K, \quad[d, a(n)]=-n a(n), \quad[K, \widehat{\mathfrak{g}}]=0
$$

where $a, b \in \mathfrak{g} ; n, l \in \mathbb{Z}$ and $a(n)=t^{n} \otimes a$. By identifying $\mathfrak{g}$ with $1 \otimes \mathfrak{g}$, we have that the Cartan subalgebra of $\widehat{\mathfrak{g}}$ is

$$
\mathfrak{h}=\stackrel{\circ}{\mathfrak{h}} \oplus \mathbb{C} K \oplus \mathbb{C} d
$$

where $\mathfrak{h}$ is the Cartan subalgebra of $\mathfrak{g}$. Let $\delta$ be the linear function defined on $\mathfrak{h}$ by $\left.\delta\right|_{\mathfrak{h} \oplus \mathbb{C} K}=0$ and $\delta(d)=1$. Let $\theta$ be the unique highest weight of the $\mathfrak{g}$. Then $\alpha_{0}=\delta-\theta$ is the additional simple root which extends $\mathfrak{g}$ to $\widehat{\mathfrak{g}}$.

Now suppose $\sigma$ is an automorphism of $\mathfrak{g}$ with order $m \neq 1$. Then $\mathfrak{g}$ decomposes into eigenspaces:

$$
\mathfrak{g}=\bigoplus_{j \in \mathbb{Z} / m \mathbb{Z}} \mathfrak{g}(\sigma)_{j}, \quad \mathfrak{g}(\sigma)_{j}=\left\{x \in \mathfrak{g} \left\lvert\, \sigma(x)=e^{\frac{j 2 \Pi i}{m}} x\right.\right\} .
$$

The associated twisted affine Lie superalgebra is

$$
\mathfrak{g}^{(m)}=\left(\bigoplus_{j \in \mathbb{Z}} t^{j} \otimes \mathfrak{g}(\sigma)_{j \bmod m}\right) \oplus \mathbb{C} K \oplus \mathbb{C} d
$$

with the same commutation relations as given above. By identifying $\mathfrak{g}(\sigma)_{0}$ with $1 \otimes \mathfrak{g}(\sigma)_{0}$, we have that the Cartan subalgebra of $\mathfrak{g}^{(m)}$ is $\mathfrak{h}=\mathfrak{h} \oplus \mathbb{C} K \oplus \mathbb{C} d$ where $\mathfrak{h}$ is the Cartan subalgebra of $\mathfrak{g}(\sigma)_{0}$. Let $\delta$ be the linear function defined on $\mathfrak{h}$ by $\left.\delta\right|_{\mathfrak{h}_{0} \oplus \mathbb{C} K}=0$ and $\delta(d)=1$. Let $\theta$ be the unique highest weight of the $\mathfrak{g}(\sigma)_{0}$-module $\mathfrak{g}(\sigma)_{1}$. Then $\alpha_{0}=\delta-\theta$ is the additional simple root which extends $\mathfrak{g}(\sigma)_{0}$ to $\mathfrak{g}^{(m)}$.

The bilinear form ( $\cdot, \cdot$ ) on $\mathfrak{g}$ gives rise to a nondegenerate symmetric invariant bilinear form on $\widehat{\mathfrak{g}}$ and on $\mathfrak{g}^{(m)}$ by

$$
\begin{gathered}
(a(n), b(l))=\delta_{n,-l}(a, b), \quad\left(\mathbb{C}\left[t, t^{-1}\right] \otimes \mathfrak{g}, \mathbb{C} K \oplus \mathbb{C} d\right)=0, \\
(K, K)=(d, d)=0, \quad(K, d)=1, \quad\left(\bigoplus_{j \in \mathbb{Z}} t^{j} \otimes \mathfrak{g}(\sigma)_{j \bmod m}, \mathbb{C} K \oplus \mathbb{C} d\right)=0 .
\end{gathered}
$$

The restriction of this form to $\mathfrak{h}$ is nondegenerate and is also denoted by $(\cdot, \cdot)$. We use this form to identify $\mathfrak{h}$ with $\mathfrak{h}^{*}$, which induces a nondegenerate bilinear form on $\mathfrak{h}^{*}$. Let $V(\lambda)$ be a highest module over $\widehat{\mathfrak{g}}$. Then $k=\lambda(K)$ is the level of $L(\lambda)$.

A highest weight module $V$ over an affine Lie superalgebra $\widehat{\mathfrak{g}}$ (resp. $\mathfrak{g}^{(m)}$ ) is called integrable if it is integrable over the affine Lie algebra $\widehat{\mathfrak{g}}_{\overline{0}}$ (resp. $\mathfrak{g}_{0}^{(m)}$ ), that is, if $\mathfrak{g}_{\alpha}(n)$ is locally finite on $V$ for every root $\alpha$ of $\mathfrak{g}_{\overline{0}}$ and $n \in \mathbb{Z}$.

Since $\mathfrak{g}_{0}=\bigoplus_{j \in \mathbb{Z} / m \mathbb{Z}}\left(\mathfrak{g}(\sigma)_{j}\right)_{\overline{0}}$ is a graded reductive Lie algebra, it follows that $\left(\mathfrak{g}(\sigma)_{0}\right)_{\overline{0}}$ is reductive. Hence we may write $\mathfrak{g}_{\overline{0}}$ (resp. $\left.\left(\mathfrak{g}(\sigma)_{0}\right)_{\overline{0}}\right)$ as a sum $\bigoplus_{i=0}^{N} \mathfrak{g}_{\overline{0} i}$, where $\mathfrak{g}_{\overline{0} 0}$ is abelian and $\mathfrak{g}_{\overline{0} i}$ for $i=$ $1, \ldots, N$ are simple Lie algebras. Then for each $i$, the superalgebra $\widehat{\mathfrak{g}}$ (resp. $\mathfrak{g}^{(m)}$ ) contains an affine Lie algebra $\widehat{\mathfrak{g}}_{\overline{0} i}$ associated to $\mathfrak{g}_{\overline{0} i}$. Explicitly, we have

$$
\widehat{\mathfrak{g}}_{\overline{0} i}=\left(\mathbb{C}\left[s, s^{-1}\right] \otimes_{\mathbb{C}} \mathfrak{g}_{\overline{0} i}\right) \oplus \mathbb{C} K^{\prime} \oplus \mathbb{C} d
$$

where $s=t, K^{\prime}=K$ (resp. $s=t^{m}, K^{\prime}=m K$ ). The Cartan subalgebra of $\widehat{\mathfrak{g}}_{\overline{0} i}$ is $\mathfrak{h}_{i}=\mathfrak{h}_{i}^{\circ} \oplus \mathbb{C} K \oplus \mathbb{C} d$, where $\mathfrak{h}_{i}^{\circ}=\mathfrak{h} \cap \mathfrak{g}_{\overline{0} i}$. If $V$ is integrable over $\widehat{\mathfrak{g}}$ (resp. $\left.\mathfrak{g}^{(m)}\right)$, then it follows from the definition that $V$ is integrable over $\widehat{\mathfrak{g}}_{\overline{0} i}, i=1, \ldots, N$.

It was shown in [8], that most non-twisted affine Lie superalgebras have only trivial irreducible integrable highest weight modules, which led to the consideration of weaker notions of integrability.

Proposition 4.1 (Kac, Wakimoto). The only non-twisted affine Lie superalgebras with non-trivial irreducible integrable highest weight modules are $B(0, n)^{(1)}, C(n)^{(1)}$ and $A(0, m)^{(1)}$.

In [1], S. Eswara Rao and V. Futorny show that over non-twisted affine Lie superalgebras all irreducible integrable highest weight modules with non-zero level are highest weight modules. The proof of the following statement is similar to the non-twisted case.

Proposition 4.2. Let $\mathfrak{g}^{(m)}$ be a twisted affine Lie superalgebra which is not one of the algebras: $A(0,2 n-1)^{(2)}$, $A(0,2 n)^{(4)}$ and $C(n)^{(2)}$. Then an irreducible integrable highest weight module over $\mathfrak{g}^{(m)}$ is trivial.

Proof. First we consider the non-symmetrizable twisted affine Lie superalgebra, $q(n)^{(2)}$. The Lie superalgebra $q(n)^{(2)}$ is not covered by the construction given above, so we must handle this case separately. If $n$ is odd, then we have a Cartan matrix defined by $a_{i, i+1}=-1, a_{i+1, i}=1$ for $i=1, \ldots, n(\bmod n)$, and all other entries zero. All simple roots in this case are odd isotropic. By an odd reflection at $\alpha_{i}$, we obtain an even root $\alpha_{i}+\alpha_{i+1}$ with $h_{\alpha_{i}+\alpha_{i+1}}=h_{i+1}-h_{i}$. By Lemma 4.6, the conditions for integrability are $\lambda_{i+1}-\lambda_{i} \in \mathbb{Z}_{\geqslant 0}(\bmod n)$. This implies $\lambda_{i}=0$ for all $i=1, \ldots, n$.

If $n$ is even, the we have a Cartan matrix defined by $a_{i, i+1}=-1, a_{i+1, i}=1$ for $i=1, \ldots, n-1$, $a_{1,1}=2, a_{1, n}=a_{n, 1}=-1$, and all other entries zero. In this case, the simple root $\alpha_{1}$ is even, and all other simple roots are odd isotropic. Using odd reflections, we obtain the set of principal roots
$\left\{\alpha_{1}, \alpha_{2}+\alpha_{3}, \alpha_{3}+\alpha_{4}, \ldots, \alpha_{n-1}+\alpha_{n}, \alpha_{n}+\alpha_{1}+\alpha_{2}\right\}$. For $i=2, \ldots, n-1$ we have $h_{\alpha_{i}+\alpha_{i+1}}=h_{i+1}-h_{i}$, and $h_{\alpha_{n}+\alpha_{1}+\alpha_{2}}=h_{2}-h_{n}-h_{1}$. This yields integrability conditions $\lambda_{1} \in \mathbb{Z}_{\geqslant 0}, \lambda_{i+1}-\lambda_{i} \in \mathbb{Z} \geqslant 0$ for $i=$ $2, \ldots, n-1$, and $\lambda_{2}-\lambda_{n}-\lambda_{1} \in \mathbb{Z} \geqslant 0$. Together these imply $\lambda_{i}=0$ for $i=1, \ldots, n$.

For a symmetrizable twisted affine Lie superalgebra $\mathfrak{g}^{(m)}$, we have the standard nondegenerate symmetric invariant bilinear form. The structure of $\mathfrak{g}_{\overline{0}}^{(m)}$, the even part of $\mathfrak{g}^{(m)}$, is given by van de Leur in [11]. Let $\mathfrak{g}^{(m)}$ be a symmetrizable twisted affine Lie superalgebra, which is not one of the algebras: $A(0,2 n-1)^{(2)}, A(0,2 n)^{(4)}$ and $C(n)^{(2)}$, and choose a base $\Pi=\left\{\alpha_{0}, \ldots, \alpha_{l}\right\}$ with a unique simple isotropic root, $\alpha_{d}$. Using the bilinear form to identify $\mathfrak{h}$ with $\mathfrak{h}^{*}$, we have $\alpha_{i}=\alpha_{i} \vee$ for $i \leqslant d$ and $\alpha_{i}=-\alpha_{i}^{\vee}$ for $i>d$. Note that $d \neq 0$ and $d \neq l$ by choice of $\mathfrak{g}^{(m)}$.

Then $\mathfrak{g}_{0}^{(m)}$ has as subalgebras, both an affine subalgebra $\mathfrak{g}^{\prime}$ on which this form is positive definite, and an affine subalgebra $\mathfrak{g}^{\prime \prime}$ on which this form is negative definite. Denote by $\mathfrak{g}^{\prime}$ (resp. $\mathfrak{g}^{\prime \prime}$ ) the finite part of $\mathfrak{g}^{\prime}$ (resp. $\mathfrak{g}^{\prime \prime}$ ). Let $\theta^{\prime}$ (resp. $\theta^{\prime \prime}$ ) denote the highest weight of the module $\mathfrak{g}_{1}^{\prime}$ (resp. $\mathfrak{g}_{1}^{\prime \prime}$ ) over $\mathfrak{g}_{0}^{\prime}$ (resp. $\mathfrak{g}_{0}^{\prime \prime}$ ). Then the simple root $\alpha_{0}^{\prime}=\delta-\theta^{\prime}$ (resp. $\alpha_{0}^{\prime \prime}=\delta-\theta^{\prime \prime}$ ) extends $\mathfrak{g}^{\prime}$ (resp. $\mathfrak{g}^{\prime \prime}$ ) to $\mathfrak{g}^{\prime}$ (resp. $\mathfrak{g}^{\prime \prime}$ ). Also, $\theta^{\prime}=\sum_{i=0}^{d-1} c_{i} \alpha_{i}$ and $\theta^{\prime \prime}=\sum_{i=d+1}^{l} c_{i} \alpha_{i}$ with $c_{i} \in \mathbb{Z}_{>0}$.

Let $L(\lambda)$ be an irreducible integrable highest weight module over $\mathfrak{g}^{(m)}$. Let $k=\lambda(K), k_{i}=\lambda\left(\alpha_{i}{ }^{\vee}\right)$, $k^{\prime}=\lambda\left(\alpha_{0}{ }^{\prime \vee}\right)$ and $k^{\prime \prime}=\lambda\left(\alpha_{0}^{\prime \vee}\right)$. Then by Lemma 4.6, $k_{i} \in \mathbb{Z} \geqslant 0$ for $i \in I \backslash\{d\}$ and $k^{\prime}, k^{\prime \prime} \in \mathbb{Z} \geqslant 0$. Now using the bilinear form to identify $\mathfrak{h}$ with $\mathfrak{h}^{*}$, we have

$$
\begin{aligned}
& \alpha_{0}^{\prime \vee}=\alpha_{0}^{\prime}=\delta-\theta^{\prime}=K-\theta^{\prime \vee} \\
& \alpha_{0}^{\prime \prime \vee}=-\alpha_{0}^{\prime \prime}=-\left(\delta-\theta^{\prime \prime}\right)=-\left(K-\theta^{\prime \prime \vee}\right)
\end{aligned}
$$

Hence,

$$
\begin{gathered}
k=\lambda(K)=\lambda\left(\alpha_{0}^{\prime \vee}\right)+\lambda\left(\theta^{\prime \vee}\right)=k^{\prime}+\lambda\left(\theta^{\prime \vee}\right), \\
-k=-\lambda(K)=\lambda\left(\alpha_{0}^{\prime \prime \vee}\right)-\lambda\left(\theta^{\prime \prime \vee}\right)=k^{\prime \prime}-\lambda\left(\theta^{\prime \prime \vee}\right) .
\end{gathered}
$$

Since $\theta^{\prime \vee}$ (resp. $\theta^{\prime \prime \vee}$ ) is a positive (resp. negative) combination of $\alpha_{i}^{\vee}$ with $i \in I \backslash\{d\}$ and $\lambda\left(\alpha_{i}^{\vee}\right) \geqslant 0$ for $i \in I \backslash\{d\}$, we have that $\lambda\left(\theta^{\prime \vee}\right) \geqslant 0$ and $\lambda\left(\theta^{\prime \prime \vee}\right) \leqslant 0$. Hence, $k=0$ and the level of $L(\lambda)$ is zero. The above equations then imply that $k^{\prime}, k^{\prime \prime}, \lambda\left(\theta^{\prime \vee}\right), \lambda\left(\theta^{\prime \prime \vee}\right)=0$. Since $\lambda\left(\theta^{\prime \vee}\right)=\sum_{i=0}^{d-1} c_{i} k_{i}$ and $\lambda\left(\theta^{\prime \prime \vee}\right)=$ $-\sum_{i=d+1}^{l} c_{i} k_{i}$ with $c_{i} \in \mathbb{Z}_{>0}$, we have that $k_{i}=0$ for $i \in I \backslash\{d\}$. Finally, $k^{\prime}=0$ then implies $k_{d}=0$. Hence, the weight $\lambda$ is zero, and so the module $L(\lambda)$ is trivial.

Remark 4.3. We can summarize this as follows. If $\mathfrak{g}_{\overline{0}}$ is a direct sum of two or more simple Lie algebras, then the corresponding affine (or twisted affine) Lie superalgebra does not have any nontrivial irreducible integrable highest weight modules.

### 4.2. Integrable modules over regular Kac-Moody superalgebras

Let $\mathfrak{g}(A)$ be a regular Kac-Moody superalgebra, and let $V$ be a weight module over $\mathfrak{g}(A)$. We call $V$ integrable if for every real root $\alpha$ the element $X_{\alpha} \in \mathfrak{g}(A)_{\alpha}$ is locally nilpotent on $V$. If $\mathfrak{g}(A)$ is an affine Lie superalgebra then this definition coincides with the definition given in Section 4.1. This follows from the fact that every even root of an affine Lie superalgebra with non-zero length is real, as was shown in the dissertation of V. Serganova.

The following lemma follows from Lemma 1.3.
Lemma 4.4. The adjoint module of a regular Kac-Moody superalgebra is an integrable module. In particular, $\operatorname{ad}_{X_{\alpha}}$ is locally nilpotent for every real root $\alpha$, where $X_{\alpha} \in \mathfrak{g}(A)_{\alpha}$.

The following lemma follows from Propositions 4.1 and 4.2.
Lemma 4.5. Suppose $\mathfrak{g}(A)$ is a regular Kac-Moody superalgebra with a subfinite regular Kac-Moody diagram which is not of finite type and it is not one of the algebras: $A(0, m)^{(1)}, C(n)^{(1)}, S(1,2, \alpha)$, and $Q^{ \pm}(m, n, t)$. Then all irreducible integrable highest weight modules are trivial.

The conditions for an irreducible highest weight module over $A(0, m)^{(1)}$ or $C(n)^{(1)}$ to be integrable were given in [8]. We are interested in the irreducible integrable highest weight modules for the regular Kac-Moody superalgebras: $S(1,2, \alpha)$ and $Q^{ \pm}(m, n, t)$. We will see that they have non-trivial irreducible integrable highest weight modules, and we will describe the weights. First we need the following lemma.

Lemma 4.6. Let $\mathfrak{g}(A)$ be a Kac-Moody superalgebra, and let $L(\lambda)$ be an irreducible highest weight module. If $\alpha_{i}$ is a simple non-isotropic root of $\mathfrak{g}(A)$, then $Y_{i} \in \mathfrak{g}(A)_{-\alpha_{i}}$ is locally nilpotent on $L(\lambda)$ if and only if $\lambda_{i} \in 2^{p(i)} \mathbb{Z}_{\geqslant 0}$. If $\alpha_{i}$ is a simple isotropic root, then $Y_{i} \in \mathfrak{g}(A)_{-\alpha_{i}}$ is locally nilpotent on $L(\lambda)$.

Proof. If $\alpha_{i}$ is a simple even root, let $e=X_{i}, f=Y_{i}$ and $h=h_{i}$. Then $\{e, f, h\}$ is an $\mathfrak{s l}_{2}$-triple. If $\alpha_{i}$ is a simple odd non-isotropic root, let $e=-\frac{1}{4}\left[X_{i}, X_{i}\right], f=\frac{1}{4}\left[Y_{i}, Y_{i}\right]$, and $h=\frac{1}{2} h_{i}$. Then $\{e, f, h\}$ is an $\mathfrak{s l}_{2}$-triple. Since $\mathfrak{g}(A)$ is a Kac-Moody superalgebra, it follows that $f$ is locally nilpotent on $V$ if and only if $f$ is nilpotent on the highest weight vector $v_{\lambda}$. Now $f$ is nilpotent on $v_{\lambda}$ if and only if $\lambda(h) \in \mathbb{Z} \geqslant 0$. If $\alpha_{i}$ is odd, then $\left[Y_{i}, Y_{i}\right] v=2\left(Y_{i}\right)^{2} v$ for $v \in V$. Thus, $f$ is nilpotent on $v_{\lambda}$ if and only if $Y_{i}$ is nilpotent on $v_{\lambda}$. Hence, $Y_{i} \in \mathfrak{g}(A)_{-\alpha_{i}}$ is locally nilpotent on $L(\lambda)$ if and only if $\lambda_{i} \in 2^{p(i)} \mathbb{Z} \geqslant 0$. If $\alpha_{i}$ is a simple isotropic root, then $\left(Y_{i}\right)^{2} v=0$ for all $v \in L(\lambda)$.

Lemma 4.7. Let $L(\lambda)$ be an irreducible integrable highest weight module of a regular Kac-Moody superalgebra $\mathfrak{g}(A)$, and let $\alpha_{s}$ be a simple root. Let $\mathfrak{n}_{+}^{\prime}=r_{s}\left(\mathfrak{n}_{+}\right)$and $A^{\prime}=r_{s}(A)$. Then after a simple even or odd reflection $r_{s}$ the module $L(\lambda)$ is an irreducible integrable highest weight module of $\mathfrak{g}\left(A^{\prime}\right)$ with highest weight given below.

1. If $\lambda\left(h_{s}\right)=0$, then $v_{\lambda}^{\prime}=v_{\lambda}$ is a highest weight vector with respect to $\mathfrak{n}_{+}^{\prime}$ and the highest weight is $\lambda^{\prime}=\lambda$.
2. If $\lambda\left(h_{s}\right) \neq 0$ and $\alpha_{s}$ is isotropic, then $v_{\lambda}^{\prime}=Y_{s} v_{\lambda}$ is a highest weight vector with respect to $\mathfrak{n}_{+}^{\prime}$ and the highest weight is $\lambda^{\prime}=\lambda-\alpha_{s}$.
3. If $\lambda\left(h_{s}\right)=k \neq 0$ and $\alpha_{s}$ is even, then $v_{\lambda}^{\prime}=\left(Y_{s}\right)^{k} v_{\lambda}$ is a highest weight vector with respect to $\mathfrak{n}_{+}^{\prime}$ and the highest weight is $\lambda^{\prime}=\lambda-k \alpha_{s}$.
4. If $\lambda\left(h_{s}\right)=2 n \neq 0$ and $\alpha_{s}$ is odd non-isotropic, then $v_{\lambda}^{\prime}=\left(Y_{s}\right)^{2 n} v_{\lambda}$ is a highest weight vector with respect to $\mathfrak{n}_{+}^{\prime}$ and the highest weight is $\lambda^{\prime}=\lambda-2 n \alpha_{s}$.

Proof. (1) and (2) follow immediately from the facts that $\left[Y_{s}, Y_{s}\right] v_{\lambda}=2\left(Y_{s}\right)^{2} v_{\lambda}$, and that $Y_{s} v_{\lambda}=0$ if and only if $\lambda\left(h_{s}\right)=0$. For (3) and (4) suppose now that $\alpha_{s}$ is a non-isotropic root. Then by Lemma 4.6, we have $k=\lambda\left(h_{s}\right) \in 2^{p(s)} \mathbb{Z}_{\geqslant 0}$ since the module $L(\lambda)$ is assumed to be integrable. If $\alpha_{s}$ is a simple even root, then $\left\{X_{s}, Y_{s}, h_{s}\right\}$ is an $\mathfrak{s l}_{2}$-triple. Set $v_{j}=\frac{1}{j!}\left(Y_{s}\right)^{(j)} v_{\lambda}$. Then $h_{s} v_{j}=(k-2 j) v_{j}$ and $X_{s} v_{j}=$ $(k+1-j) v_{j-1}$. Thus $X_{s} v_{k+1}=0$, and $X_{i} v_{k+1}=0$ for all $i \in I \backslash\{s\}$. Since the module $L(\lambda)$ is irreducible this implies that $v_{k+1}=0$. Thus $Y_{s} v_{k}=0$ with $v_{k} \neq 0$. Hence, $L(\lambda)$ is a highest weight module with respect to $\mathfrak{n}_{+}^{\prime}$, with highest weight vector $v_{k}=\frac{1}{k!}\left(Y_{s}\right)^{k} v_{\lambda}$ and the highest weight is $\lambda-k \alpha_{s}$.

Finally, suppose that $\alpha_{s}$ is an odd non-isotropic root. Set $v_{j}=\left(Y_{s}\right)^{(j)} v_{\lambda}$. Then $h_{s} v_{j}=(2 n-2 j) v_{j}$, $X_{s} v_{2 i}=(2 i) v_{2 i-1}$ and $X_{s} v_{2 i-1}=(2 n+2-2 i) v_{2 i-2}$. Thus, $X_{s}\left(Y_{s}\right)^{2 n+1} v_{\lambda}=0$, and $X_{i}\left(Y_{s}\right)^{2 n+1} v_{\lambda}=0$ for $i \in I \backslash\{s\}$. Since the module $L(\lambda)$ is irreducible, we conclude that $\left(Y_{s}\right)^{2 n+1} v_{\lambda}=0$. Hence, $Y_{s} v_{2 n}=0$ with $v_{2 n} \neq 0$. Therefore, $L(\lambda)$ is a highest weight module with respect to $\mathfrak{n}_{+}^{\prime}$, with highest weight vector $\left(Y_{s}\right)^{2 n} v_{\lambda}$ and highest weight $\lambda-(2 n) \alpha_{s}$. The fact that the module $L(\lambda)$ is integrable as a $\mathfrak{g}\left(A^{\prime}\right)-$ module follows from the fact that the real roots of $\mathfrak{g}(A)$ and $\mathfrak{g}\left(A^{\prime}\right)$ coincide.

Lemma 4.8. Let $\mathfrak{g}(A)$ be a Kac-Moody superalgebra, and let $L(\lambda)$ be a highest weight module. Let $\alpha_{s}$ and $\alpha_{i}$ be simple non-isotropic roots. Let $r_{s}$ be the even reflection with respect to $\alpha_{s}$ (or $2 \alpha_{s}$ if $\alpha_{s}$ is odd). Suppose $Y_{i} \in \mathfrak{g}(A)_{-\alpha_{i}}$ is locally nilpotent on $L(\lambda)$, then $Y_{i}^{\prime} \in \mathfrak{g}(A)_{-r_{s}\left(\alpha_{i}\right)}$ is locally nilpotent on $L(\lambda)$.

Proof. The reflection $r_{s}$ does not change the Cartan matrix, so $\mathfrak{g}\left(A^{\prime}\right)$ is again a Kac-Moody superalgebra. Thus, it suffices to show that $Y_{i}^{\prime}$ is nilpotent on the highest weight vector $v_{\lambda^{\prime}}$ of $L\left(\lambda^{\prime}\right)$. It is sufficient to consider the case when both $\alpha_{s}$ and $\alpha_{i}$ are even roots. Then this is equivalent to the condition $\lambda^{\prime}\left(h_{i}^{\prime}\right) \in \mathbb{Z}_{\geqslant 0}$. Now $\lambda^{\prime}=\lambda-\lambda\left(h_{s}\right) \alpha_{s}$. We have $\alpha_{s}^{\prime}=-\alpha_{s}$ and $\alpha_{i}^{\prime}=\alpha_{i}-a_{s i} \alpha_{s}$. Also, $h_{s}^{\prime}=-h_{s}$ and $h_{i}^{\prime}=h_{i}-a_{i s} h_{s}$. Then

$$
\lambda^{\prime}\left(h_{i}^{\prime}\right)=\left(\lambda-\lambda\left(h_{s}\right) \alpha_{s}\right)\left(h_{i}-a_{i s} h_{s}\right)=\lambda\left(h_{i}\right)
$$

Since $Y_{i}$ is locally nilpotent on $L(\lambda)$ we have $\lambda\left(h_{i}\right) \in \mathbb{Z}_{\geqslant 0}$. Hence $Y_{i}^{\prime}$ is locally nilpotent.
Corollary 4.9. Let $\mathfrak{g}(A)$ be a regular Kac-Moody superalgebra. The irreducible highest weight module $L(\lambda)$ is an integrable module if and only if the element $Y_{\alpha} \in \mathfrak{g}(A)_{-\alpha}$ is locally nilpotent on $L(\lambda)$ for each principal root $\alpha$.

We call a weight $\lambda$ typical if for any real isotropic root $\alpha$ we have $(\lambda+\rho)\left(h_{\alpha}\right) \neq 0$.

### 4.3. Integrable modules of the Lie superalgebra $S(1,2, \alpha)$

Now we describe the weights for integrable highest weight modules of the Lie superalgebra $S(1,2, \alpha)$. The Cartan matrix for the superalgebra $S(1,2, \alpha)$ is

$$
B=\left(\begin{array}{ccc}
2 & -1 & -1 \\
-1+\alpha & 0 & 1 \\
-1-\alpha & 1 & 0
\end{array}\right)
$$

with $\alpha \neq 0$ and $\frac{1}{\alpha} \notin \mathbb{Z}$.
Lemma 4.10. Let $L(\lambda)$ be an irreducible highest weight module for $S(1,2, \alpha)$. If $\lambda_{2} \neq 0$ or $\lambda_{3} \neq 0$, then $L(\lambda)$ is integrable if and only if

$$
\begin{array}{r}
\lambda_{1} \in \mathbb{Z}_{\geqslant 0} \\
\lambda_{2}+\lambda_{3}-1 \in \mathbb{Z}_{\geqslant 0}
\end{array}
$$

If $\lambda_{2}=\lambda_{3}=0$, then $L(\lambda)$ is integrable if and only if $\lambda_{1} \in \mathbb{Z}_{\geqslant 0}$.
Proof. By Corollary 4.9, it suffices to find the conditions for the principal roots to be locally nilpotent on $L(\lambda)$. The principal roots of $S(1,2, \alpha)$ are $\alpha_{1}$ and $\alpha_{2}+\alpha_{3}$. We have that $h_{\alpha_{2}+\alpha_{3}}=h_{2}+h_{3}$ by Lemma 1.6 and the formula above it (after rescaling $h_{\alpha_{2}+\alpha_{3}}$ so that $\alpha_{\alpha_{2}+\alpha_{3}}\left(h_{\alpha_{2}+\alpha_{3}}\right)=2$; see Remark 1.7). By Lemma 4.6, $Y_{1} \in \mathfrak{g}(A)_{-\alpha_{1}}$ is locally nilpotent on $L(\lambda)$ if and only if $\lambda_{1} \in \mathbb{Z} \geqslant 0$. First suppose $\lambda_{2} \neq 0$ and consider the odd reflection $r_{2}$. We have that $r_{2}\left(\alpha_{3}\right)=\alpha_{2}+\alpha_{3}$ and by Lemma 4.7 we have that $\lambda^{\prime}=\lambda-\alpha_{2}$. Then by Lemma 4.6, $Y_{3}^{\prime} \in \mathfrak{g}(A)_{-\left(\alpha_{2}+\alpha_{3}\right)}$ is locally nilpotent on $L(\lambda)$ if and only if $\lambda^{\prime}\left(h_{3}^{\prime}\right) \in \mathbb{Z}_{\geqslant 0}$ where

$$
\lambda^{\prime}\left(h_{3}^{\prime}\right)=\left(\lambda-\alpha_{2}\right)\left(h_{2}+h_{3}\right)=\lambda_{2}+\lambda_{3}-1
$$

The argument for $\lambda_{3} \neq 0$ is similar and yields the same condition. Finally, if $\lambda_{2}=\lambda_{3}=0$ then the additional integrability condition is $\lambda\left(h_{2}+h_{3}\right) \in \mathbb{Z}_{\geqslant 0}$, which is vacuously satisfied.
4.4. Integrable modules of the Lie superalgebra $Q^{ \pm}(m, n, t)$

Now we describe the weights for integrable highest weight modules of the Lie superalgebra $Q^{ \pm}(m, n, t)$. The Cartan matrix for $Q^{ \pm}(m, n, t)$ is

$$
\left(\begin{array}{lll}
0 & 1 & a \\
b & 0 & 1 \\
1 & c & 0
\end{array}\right) \quad \begin{aligned}
& 1+a+\frac{1}{b}=m \\
& 1+b+\frac{1}{c}=n \\
& 1+c+\frac{1}{a}=t
\end{aligned}
$$

with $m, n, t \in \mathbb{Z}_{\leqslant-1}$, not all equal to -1 , and the simple roots are odd isotropic. The principal even roots are $\left\{\alpha_{1}+\alpha_{2}, \alpha_{2}+\alpha_{3}, \alpha_{1}+\alpha_{3}\right\}$. One can check that for $i \neq j$,

$$
h_{\alpha_{i}+\alpha_{j}}=\frac{h_{j}}{a_{j i}}+\frac{h_{i}}{a_{i j}}
$$

using the formula appearing before Lemma 1.6 and rescaling $h_{\alpha_{i}+\alpha_{j}}$ so that $\left(\alpha_{i}+\alpha_{j}\right)\left(h_{\alpha_{i}+\alpha_{j}}\right)=2$.
Lemma 4.11. A highest weight module $V(\lambda)$ for the algebra $Q^{ \pm}(m, n, t)$ is typical if and only if $\lambda_{1}, \lambda_{2}, \lambda_{3} \neq 0$.
Proof. Since odd reflections of the diagram $\Gamma$ do not yield new simple odd roots, the only conditions for the module to be typical are $\lambda\left(h_{1}\right), \lambda\left(h_{2}\right), \lambda\left(h_{3}\right) \neq 0$.

Lemma 4.12. An irreducible highest weight module for $Q^{ \pm}(m, n, t)$, with typical weight, is integrable if and only if

$$
\begin{aligned}
& \lambda_{1}+\frac{1}{b} \lambda_{2}-1 \\
& \lambda_{2}+\frac{1}{c} \lambda_{3}-1 \quad \in \mathbb{Z} \geqslant 0 \\
& \lambda_{3}+\frac{1}{a} \lambda_{1}-1
\end{aligned}
$$

Proof. By Corollary 4.9, it suffices to find the conditions for $Y_{\alpha} \in \mathfrak{g}(A)_{-\alpha}$ to be locally nilpotent on $L(\lambda)$ when $\alpha$ is a principal root. Let $\alpha_{i}$ be a simple isotropic root and let $r_{i}$ be the odd reflection with respect to $\alpha_{i}$. Since the weight $\lambda$ is typical, $\lambda_{i} \neq 0$. Then by Lemma 4.7, $\lambda^{\prime}=\lambda-\alpha_{i}$. Since the simple even roots of $\mathfrak{g}\left(A^{\prime}\right)$ are $\alpha_{i}+\alpha_{j}$ for $i \neq j$, we have by Lemma 4.6 that the conditions of integrability are $\lambda^{\prime}\left(h_{j}^{\prime}\right) \in \mathbb{Z}_{\geqslant 0}$, where

$$
\lambda^{\prime}\left(h_{j}^{\prime}\right)=\lambda^{\prime}\left(h_{\alpha_{i}+\alpha_{j}}\right)=\left(\lambda-\alpha_{i}\right)\left(\frac{h_{j}}{a_{j i}}+\frac{h_{i}}{a_{i j}}\right)=\frac{\lambda_{j}}{a_{j i}}+\frac{\lambda_{i}}{a_{i j}}-1 .
$$

Proposition 4.13. The non-trivial irreducible integrable highest weight modules of $Q^{ \pm}(m, n, t)$ are $L(\lambda)$ such that

$$
\left(\begin{array}{l}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3}
\end{array}\right)=\left(\frac{1}{1+a b c}\right)\left(\begin{array}{ccc}
1 & \frac{-1}{b} & \frac{1}{b c} \\
\frac{1}{a c} & 1 & \frac{-1}{c} \\
\frac{-1}{a} & \frac{1}{b a} & 1
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

with $x, y, z \in \mathbb{Z}_{>0}$. These weights are typical.

Proof. The dimension of the Cartan subalgebra is 3 by Corollary 3.2, and hence $\lambda$ is determined by its values on $h_{1}, h_{2}$ and $h_{3}$. First we consider the case when $\lambda$ is typical. We can rewrite the conditions of Lemma 4.12 using matrices:

$$
\left(\begin{array}{ccc}
1 & \frac{1}{b} & 0 \\
0 & 1 & \frac{1}{c} \\
\frac{1}{a} & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3}
\end{array}\right)=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

with $x, y, z \in \mathbb{Z}_{>0}$. The determinant of the left most matrix is $\frac{1+a b c}{a b c}$, which is non-zero by Corollary 3.2. Hence, the matrix is invertible, and is calculated above. Finally, suppose that $\lambda$ is not typical. Then without loss of generality suppose $\lambda_{1}=0$. Consider the odd reflection $r_{1}$ with respect to $\alpha_{1}$. By Lemma 4.7, $\lambda^{\prime}=\lambda$. Then by Lemma 4.6, we have the integrability conditions $x, z \in \mathbb{Z} \geqslant 0$ with

$$
\begin{aligned}
& x=\lambda^{\prime}\left(h_{\alpha_{1}+\alpha_{2}}\right)=\lambda_{1}+\frac{1}{b} \lambda_{2}=\frac{1}{b} \lambda_{2}, \\
& z=\lambda^{\prime}\left(h_{\alpha_{1}+\alpha_{3}}\right)=\lambda_{3}+\frac{1}{a} \lambda_{1}=\lambda_{3} .
\end{aligned}
$$

If $\lambda_{2}$ or $\lambda_{3}$ is non-zero, then by a reflection at the corresponding simple root we obtain the integrability condition $y \in \mathbb{Z} \geqslant 0$ with

$$
y=\lambda_{2}+\frac{1}{c} \lambda_{3}-1 .
$$

By Lemma 3.1, $b, c<0$. But this together with $\frac{1}{b} \lambda_{2}, \lambda_{3} \geqslant 0$ implies $\lambda_{2}+\frac{1}{c} \lambda_{3}-1<0$, which is a contradiction. Hence, if $\lambda$ is not typical then $\lambda=0$.

## 5. Extending regular Kac-Moody diagrams that are not of finite type

In this section, we prove that a subfinite regular Kac-Moody diagram with an isotropic vertex, which is not of finite type, is not extendable. Hence, a regular Kac-Moody diagram with an isotropic vertex is subfinite.

Lemma 5.1. Suppose $\Gamma$ and $\Gamma^{\prime}=\Gamma \cup\left\{v_{n+1}\right\}$ are connected regular Kac-Moody diagrams. Let $\mathfrak{g}(A)$ (resp. $\mathfrak{g}\left(A^{\prime}\right)$ ) be the Kac-Moody superalgebra with diagram $\Gamma$ (resp. $\Gamma^{\prime}$ ), and let $Y_{n+1} \in \mathfrak{g}\left(A^{\prime}\right)_{-\alpha_{n+1}}$ be the generator corresponding to the vertex $v_{n+1}$. Then the submodule $M$ of $\mathfrak{g}\left(A^{\prime}\right)$ generated by $\mathfrak{g}(A)$ acting on $Y_{n+1}$ is an integrable highest weight module over the subalgebra $\mathfrak{g}(A)$.

Proof. The fact that $M$ is a highest weight module follows immediately from $\left[X_{i}, Y_{n+1}\right]=0$ for all $i=1, \ldots, n$. The module $M$ has highest weight $-\alpha_{n+1}$. A real root $\alpha$ of the subalgebra $\mathfrak{g}(A)$ is also a real root of $\mathfrak{g}\left(A^{\prime}\right)$. By Lemma 4.4, the adjoint module of $\mathfrak{g}\left(A^{\prime}\right)$ is integrable. Thus for each real root $\alpha$ of $\mathfrak{g}(A)$ we have that $Y_{\alpha} \in \mathfrak{g}(A)_{-\alpha}$ acts locally nilpotently on the submodule $M$ of $\mathfrak{g}\left(A^{\prime}\right)$. Hence the submodule $M$ is an integrable highest weight module over the subalgebra $\mathfrak{g}(A)$.

Corollary 5.2. If $\Gamma$ is a diagram for a regular Kac-Moody superalgebra $\mathfrak{g}(A)$ that does not have non-trivial irreducible integrable highest weight modules, then $\Gamma$ is not extendable.

Proof. If $\mathfrak{g}(A)$ has only trivial irreducible integrable highest weight modules, then the highest weight of the module $M$ is 0 . Hence $-\alpha_{n+1}=0$, which implies $a_{i, n+1}=0$ for $i=1, \ldots, n$. Since we assumed that the matrix $A$ is a generalized Cartan matrix, this implies $a_{n+1, j}=0$ for $j=1, \ldots, n$. This is not possible with $\Gamma^{\prime}$ being a connected diagram.

Corollary 5.3. Suppose that $\Gamma$ is a subfinite regular Kac-Moody diagram for $\mathfrak{g}(A)$ which is not of finite type and not one of the algebras: $A(0, m)^{(1)}, C(n)^{(1)}, S(1,2, \alpha)$, and $Q^{ \pm}(m, n, t)$. Then the diagram $\Gamma$ is not extendable.

Proof. This follows immediately from Lemma 4.5.

From the classification of 3-vertex regular Kac-Moody diagrams we obtain:
Lemma 5.4. If $\Gamma$ is a 3-vertex regular Kac-Moody diagram which is not a diagram for $Q^{ \pm}(m, n, t), S(1,2, \alpha)$ or $D(2,1, \alpha)$, then the ratio of an isotropic vertex in $\Gamma$ is rational and negative. The ratio of an isotropic vertex for $Q^{ \pm}(m, n, t)$ is real, irrational and negative. For $S(1,2, \alpha)$ and $D(2,1, \alpha)$, if the ratios are rational then at most one of them is positive.

Theorem 5.5. A connected regular Kac-Moody diagram containing an isotropic vertex is subfinite. In particular, if $\Gamma$ is a subfinite regular Kac-Moody diagram which is not of finite type, then $\Gamma$ is not extendable.

Proof. We prove this by induction on the number of vertices. Suppose that the claim is true for all diagrams with less than $n$ vertices, and let $\Gamma$ be a connected $n$-vertex diagram which is regular KacMoody and contains an isotropic vertex. If $\Gamma^{\prime}$ is a connected proper subdiagram of $\Gamma$ containing an isotropic vertex, then $\Gamma^{\prime}$ is regular Kac-Moody and so by the induction hypothesis $\Gamma^{\prime}$ is subfinite.

Let $\mathcal{S}$ denote the set of connected subfinite regular Kac-Moody which are extendable. By Corollary 5.3, $\Gamma^{\prime} \in \mathcal{S}$ is either of finite type or can be a diagram for $A(0, m)^{(1)}, C(n)^{(1)}, S(1,2, \alpha)$, $Q^{ \pm}(m, n, t)$. In the following lemmas, we prove that if $\Gamma^{\prime}$ is a diagram for: $A(0, m)^{(1)}, C(n)^{(1)}$, $S(1,2, \alpha)$, or $Q^{ \pm}(m, n, t)$, then $\Gamma^{\prime}$ is not a proper subdiagram of a connected regular Kac-Moody diagram $\Gamma$ which satisfies the condition for all reflected diagrams: all proper connected regular KacMoody diagrams containing an isotropic vertex are in $\mathcal{S}$.

Lemma 5.6. $Q^{ \pm}(m, n, t)$ is not extendable and hence $Q^{ \pm}(m, n, t) \notin \mathcal{S}$.

Proof. We consider each case for attaching a vertex to a $Q^{ \pm}(m, n, t)$ diagram. Let $\Gamma$ denote the extended diagram. Recall that $a, b, c \in(\mathbb{R} \backslash \mathbb{Q})_{<0}$ satisfy:

$$
\begin{align*}
& 1+a+\frac{1}{b}=m \\
& 1+b+\frac{1}{c}=n \quad \in \mathbb{Z}_{<0}, \text { or all equal to zero. } \\
& 1+c+\frac{1}{a}=t \tag{11}
\end{align*}
$$

## Case 1:



Now $\Gamma_{1}, \Gamma_{3} \in \mathcal{S}$ implies $d, \frac{b}{d} \in \mathbb{Q}$. But then $b \in \mathbb{Q}$, which is a contradiction.

## Case 2:



Now $\Gamma_{1} \in \mathcal{S}$ implies $g<0$, and $\Gamma_{3} \in \mathcal{S}$ implies $\frac{c}{d}<0$. Since $a, b, c<0$, this implies $d$, $\frac{g}{a}>0$. By Lemma 5.4, this implies $\Gamma_{2} \notin \mathcal{S}$, which is a contradiction.

## Case 3:



The ratios of $v_{1}, v_{2}, v_{3}$ in $\Gamma_{4}$ are $a, b, c \in(\mathbb{R} \backslash \mathbb{Q})_{<0}$. If $\Gamma_{1}$ is a subdiagram such that the ratios of $v_{2}$ and $v_{3}$ in $\Gamma_{1}$ are real negative numbers, then the ratios of $v_{2}$ in $\Gamma_{3}$ and of $v_{3}$ in $\Gamma_{2}$ are real positive numbers. But then by Lemma 5.4 all of the ratios of $v_{1}$ are real negative numbers, which is a contradiction. Hence, $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ are diagrams for $D(2,1, \alpha)$ or $S(1,2, \alpha)$.
$\diamond$ If $v_{4}$ is $\otimes$ and $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ are diagrams for $D(2,1, \alpha)$, then by (2) the we have

$$
\begin{array}{lll}
h+\frac{g}{a}=-1, & e+\frac{h}{c}=-1, & g+\frac{e}{b}=-1 \\
\frac{a}{g}+\frac{k}{f}=-1, & \frac{k}{d}+\frac{1}{e}=-1, & \frac{b}{e}+\frac{f}{d}=-1 \\
\frac{f}{k}+\frac{1}{h}=-1, & \frac{c}{h}+\frac{d}{k}=-1, & \frac{d}{f}+\frac{1}{g}=-1 \tag{14}
\end{array}
$$

By solving (12) for $h$ we find that $h=\frac{b c-c-a b c}{1+a b c} \in \mathbb{R}$, since $a b c \neq-1$ by Lemma 3.1. Similarly, $d, e, f, g, k \in \mathbb{R}$ and all vertex ratios are real. Now at least one ratio at each vertex $v_{1}, v_{2}, v_{3}$ must
be positive, and the diagrams $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ are $D(2,1, \alpha)$ diagrams and so they have at most one positive vertex ratio. This implies that all of the ratios at $v_{4}$ are negative, which is a contradiction.
$\diamond$ If $v_{4}$ is $\bigcirc$ and $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ are diagrams for $S(1,2, \alpha)$, then $d, f, k=-1, h+\frac{g}{a}=-2, e+\frac{h}{c}=-2$ and $g+\frac{e}{b}=-2$. Solving for $e$ we find that $e=\frac{2(a b-b-a b c)}{1+a b c} \in \mathbb{R}$ since $a b c \neq-1$ by Lemma 3.1. Similarly, $h, g \in \mathbb{R}$. Now by reflecting at $v_{2}$ we have that $\Gamma^{\prime}$ is


$$
\begin{aligned}
P & =b+\frac{1}{c}+1 \\
Q & =a+\frac{1}{b}+1 \\
R & =-b-2 e \\
S & =-1-2 e
\end{aligned}
$$

which implies that $\Gamma_{2}^{\prime}$ is a diagram $Q^{ \pm}(m, n, t)$, and the ratio of $v_{4}$ in $\Gamma_{2}^{\prime}$ is $\frac{-b-2 e}{-1-2 e} \in(\mathbb{R} \backslash \mathbb{Q})<0$. But by substituting $e=\frac{2(a b-b-a b c)}{1+a b c}$ we have

$$
\frac{-b-2 e}{-1-2 e}=\frac{4 a b c+3 b-4 a b-a b^{2} c}{3 a b c+4 b-4 a b-1}>0,
$$

which is a contradiction.
We conclude that $Q^{ \pm}(m, n, t)$ is not extendable.

Lemma 5.7. $S(1,2, \alpha)$ is not extendable and hence $S(1,2, \alpha) \notin \mathcal{S}$.

Proof. Note that an odd reflection of an $S(1,2, \alpha)$ diagram is again an $S(1,2, \alpha)$ diagram, but with a different $\alpha$. Let $a=\frac{1}{\alpha}$. Then $a \notin \mathbb{Z}$.

## Case 1:


$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{2} \in \mathcal{S}$ implies $c=1$ and $b=a$. By reflecting at $v_{4}$ we have


But $\Gamma_{4}^{\prime} \notin \mathcal{S}$.
$\diamond$ If $v_{4}$ is $\odot$ and $c=-2$, then $\Gamma_{2} \in \mathcal{S}$ implies $b=a$. Then $\Gamma_{3} \in \mathcal{S}$ implies $\frac{a-1}{a} \in\left\{-1, \frac{-3}{2}\right\}$, and so $a \in\left\{\frac{1}{2}, \frac{2}{5}\right\}$. By reflecting at $v_{3}$ and then at $v_{2}$, we obtain $\Gamma^{\prime \prime}:=r_{2}\left(r_{3}(\Gamma)\right)$
$\overrightarrow{r_{3}}$

$\overrightarrow{r_{2}}$


Then $\Gamma_{2}^{\prime \prime} \in \mathcal{S}$ implies $\frac{a+3}{a+2} \in\left\{-1, \frac{-3}{2}\right\}$, which is a contradiction.
$\diamond$ If $v_{4}$ is $\bigcirc$ and $c=-1$, then $\Gamma_{2} \in \mathcal{S}$ implies $b=k a$ with $k \in\{1,2,3\}$. Substituting $b=k a$ and reflecting at $v_{1}$ yields $\Gamma^{\prime}$


First suppose that $P=1-(k+1) a=0$. Then $\Gamma_{1}^{\prime} \in \mathcal{S}$ implies $Q \in\{0,-1\}$ and so $k \in\{1,2\}$. If $k=1$, then we are reduced to a previous case. If $k=2$, then $P=0$ implies that $a=\frac{1}{3}$. Reflecting at $v_{4}$ of $\Gamma^{\prime}$ then yields $\Gamma^{\prime \prime}$


But, $\Gamma_{4}^{\prime \prime} \notin \mathcal{S}$.
Now we assume that $P \neq 0$. Then reflecting at $v_{2}$ of $\Gamma^{\prime}$ yields $\Gamma^{\prime \prime}$


Now $\Gamma_{2}^{\prime \prime} \in \mathcal{S}$ implies $V \in\{0,-1,-2\}$. If $V=0$, then $U=(2 k+1)(a-1)=0$ and so $a=1$, which contradicts $a \notin \mathbb{Z}$. If $V=-2$, then $\Gamma_{1}^{\prime \prime} \in \mathcal{S}$ implies $P / T=-1 / 3$, and so $k=1, a=\frac{5}{7}$. But then $\Gamma_{2}^{\prime \prime} \notin \mathcal{S}$. If $V=-1$, then $a=\frac{4}{3 k+2}$. Now $\Gamma_{1}^{\prime \prime} \in \mathcal{S}$ implies that either $\Gamma^{\prime \prime}$ is $S(1,2, \beta)$ and $P+U=-2 T$, or $\Gamma^{\prime \prime}$ is $C$ (3) and $P / T=-1 / 2$. If $P+U=-2 T$, then $a=2$ which contradicts $a \notin \mathbb{Z}$. If $P / T=-1 / 2$, then $k=1, a=\frac{4}{5}$. Reflecting at $v_{3}$ of $\Gamma^{\prime \prime}$ yields $\Gamma^{\prime \prime \prime}$


But then $\Gamma_{3}^{\prime \prime \prime} \notin \mathcal{S}$.

## Case 2:



By reflecting at $v_{1}$, we are reduced to Case 1 .
Case 3:


Now $\Gamma_{2} \in \mathcal{S}$ implies $v_{4}$ is either $\otimes$ or $\bigcirc$.
$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{2} \in \mathcal{S}$ implies $b=c, d=e$, and $e=a-c$. Also, $\Gamma_{1}, \Gamma_{3} \in \mathcal{S}$ implies $\frac{a-1}{c}, \frac{a+1}{a-c} \in$ $\{-1,-2,-3\}$. If $\frac{a-1}{c}=\frac{a+1}{a-c}$, then $c=\frac{a-1}{2}$ or $\frac{a-1}{c}=2$, which is a contradiction. If either fraction equals -1 , then a reflection at the corresponding vertex returns us to Case 1 . So without loss of generality by symmetry we have that $\frac{a-1}{c}=-2$ and $\frac{a+1}{a-c}=-3$. Then $a=\frac{1}{11}$ and $c=\frac{5}{11}$. By substituting and then reflecting at $v_{3}$, we obtain $\Gamma^{\prime}$


But, $\Gamma_{3}^{\prime} \notin \mathcal{S}$.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{2} \in \mathcal{S}$ implies that either $b, d=-1$ or $b=-1, d=-2$, without loss of generality by symmetry.

If $b=-1, d=-2$, then $\Gamma_{2}$ is a $G(3)$ diagram and $c=\frac{a}{3}, e=\frac{2 a}{3}$. Then $\Gamma_{1} \in \mathcal{S}$ implies $e=-a-1$. Thus $a=-\frac{3}{5}$. By substituting and then reflecting at $v_{1}$, we obtain $\Gamma^{\prime}$


But then $\Gamma_{1}^{\prime} \notin \mathcal{S}$.
If $b, d=-1$, then $\Gamma_{2} \in \mathcal{S}$ implies that either $\Gamma_{2}$ is a $C(3)$ diagram and $-\frac{c}{a}=-\frac{e}{a}=-\frac{1}{2}$, or $\Gamma_{2}$ is an $S(1,2, \beta)$ diagram and $c+e=2 a$. Now by reflecting $\Gamma$ at $v_{1}$ we obtain $\Gamma^{\prime}$


If $\Gamma_{2}$ is a $C$ (3) diagram with $-\frac{c}{a}=-\frac{e}{a}=-\frac{1}{2}$, then $R, Q=0$ and $\Gamma^{\prime}$ reduces to the previous subcase. Thus $\Gamma_{2}$ is an $S(1,2, \beta)$ diagram with $e=2 a-c$ and $Q=-1$. Then by reflecting $\Gamma$ at $v_{3}$ we obtain $\Gamma^{\prime \prime}$


$$
\begin{aligned}
& T=c-1-3 a \\
& U=-a-2 \\
& V=2 a-c \\
& W=2 c-3 a
\end{aligned}
$$

If $P \neq 0$, then $\Gamma_{1}^{\prime} \in \mathcal{S}$ implies that either $N=R=-P / 2$ or $N+R=-2 P$. But if $N=R=-P / 2$, then by reflecting $\Gamma^{\prime}$ at $v_{4}$ we reduce to Case 1 . Similarly, if $T \neq 0$, then $\Gamma_{3}^{\prime \prime} \in \mathcal{S}$ implies that either $U=W=-T / 2$ or $U+W=-2 T$. But if $U=W=-T / 2$, then by reflecting $\Gamma^{\prime \prime}$ at $v_{4}$ we reduce to Case 1.

- If $P, T=0$, then $1-a=c=1+3 a$ implies $a=0$, contradicting $a \notin \mathbb{Z}$.
- If $P=0, T \neq 0$, then $c=1-a$. Then by substitution $\Gamma_{3}^{\prime \prime} \in \mathcal{S}$ implies that $-6 a=8 a$, which contradicts $a \notin \mathbb{Z}$.
- If $P \neq 0, T=0$, then $c=1+3 a$. Then by substitution $\Gamma_{1}^{\prime} \in \mathcal{S}$ implies that $-6 a=8$, which contradicts $a \notin \mathbb{Z}$.
- If $P, T \neq 0$, then $a=2+2 c$ and $5 a=2+2 c$, contradicting $a \notin \mathbb{Z}$.


## Case 4:



Now $\Gamma_{1} \in \mathcal{S}$ implies $v_{4}$ is $\bigotimes$ and $\Gamma_{2} \in \mathcal{S}$ implies $e=a$. By reflecting at $v_{3}$, we are reduced to Case 3.

## Case 5:



If $v_{4}$ is $\bigcirc$, then $\Gamma_{1} \notin \mathcal{S}$. If $v_{4}$ is $\bigotimes$ then $\Gamma_{2}$ is $D(2,1, \alpha)$. But then a reflection at $v_{1}$ reduces to a previous case.

We conclude that $S(1,2, \alpha)$ is not extendable.

Lemma 5.8. $C(n)^{(1)}$ is not extendable and hence $C(n)^{(1)} \notin \mathcal{S}$.


Proof. Let $v_{n+2}$ denote the additional vertex. Now $\Gamma_{1} \in \mathcal{S}$ implies $a_{n+2, n+1}, a_{n+2, n}=0$, and $\Gamma_{n+1} \in \mathcal{S}$ implies $a_{n+2, j}=0$ for $j=1, \ldots, n-1$. Hence, $C(n)^{(1)}$ is not extendable.

Lemma 5.9. $A(0, m)^{(1)}$ is not extendable and hence $A(0, m)^{(1)} \notin \mathcal{S}$.
Proof. First we show that $A(0,1)^{(1)}$ is not extendable.

## Case 1:


$\diamond$ If $v_{4}$ is $\otimes$, then $\Gamma_{3} \in \mathcal{S}$ implies $c>0$. But then the ratio of $v_{1}$ in $\Gamma_{2}$ is positive, so $\Gamma_{2}$ is a $D(2,1, \alpha)$ diagram and $d, e \neq 0$. Then $\Gamma_{1} \in \mathcal{S}$ implies $e>0$. But then the ratio of $v_{3}$ in $\Gamma_{2}$ is also positive, so $\Gamma_{2} \notin \mathcal{S}$ by Lemma 5.4.
$\diamond$ If $v_{4}$ is $\bigcirc$, then $\Gamma_{2} \in \mathcal{S}$ implies $c<0$. Then $\Gamma_{3} \in \mathcal{S}$ implies $b=-1$, since the ratio at $v_{1}$ is positive. By reflecting at $v_{1}$ we obtain $\Gamma^{\prime}$


But $\Gamma_{1}^{\prime} \notin \mathcal{S}$ since the ratio at $v_{2}$ is positive, namely $P=1-c>0$.

## Case 2:



By reflecting at $v_{1}$ we return to Case 1 .

## Case 3:



Now $\Gamma_{2} \in \mathcal{S}$ implies $e<0$. Then $\Gamma_{3} \notin \mathcal{S}$ since the ratio at $v_{1}$ is positive.

## Case 4:



Now $\Gamma_{1}, \Gamma_{3} \in \mathcal{S}$ implies $v_{4}$ is $\otimes$ and $c, e>0$. But then the vertex ratios of $v_{1}$ and $v_{3}$ in $\Gamma_{2}$ are positive. Hence $\Gamma_{2} \notin \mathcal{S}$ by Lemma 5.4. Therefore, $A(0,1)^{(1)}$ is not extendable.

Now we show that $A(0,2)^{(1)}$ is not extendable.


First suppose that $a_{15} \neq 0$.
$\diamond$ If $v_{5}$ is $\otimes$ then $\Gamma_{2,3} \in \mathcal{S}$ implies $a_{15}>0$. Then $\Gamma_{3,4}$ is $D(2,1, \alpha)$, and so $a_{2,5} \neq 0$. Then $\Gamma_{1,4} \in \mathcal{S}$ implies $a_{25}>0$. So $\Gamma_{3,4}$ has two isotropic vertices with a positive ratio, which contradicts Lemma 5.4.
$\diamond$ If $v_{5}$ is $\bigcirc$ then $\Gamma_{3,4} \in \mathcal{S}$ implies $a_{15}<0$. Then $\Gamma_{2,3}$ is $D(2,1, \alpha)$, and so $a_{51}=-1$. Then by reflecting at $v_{1}$ we return a previous case.

Therefore, $a_{15}=0$ and by symmetry $a_{25}=0$. Now without loss of generality suppose that $a_{45} \neq 0$. Then by reflecting at $v_{1}$ we have $v_{4}^{\prime}$ is $\otimes$ and $a_{45}^{\prime} \neq 0$, but this is the previous case. Hence, $A(0,2)^{(1)}$ is not extendable.

Finally we show that $A(0, m)^{(1)}$ is not extendable, for $m \geqslant 3$. Let $\Gamma$ be a diagram for $A(0, m)^{(1)}$. Then $\Gamma$ has $m+2 \geqslant 5$ vertices. Let $v_{1}$ denote the vertex being added to the diagram. First suppose $v_{1}$ is connected to an isotropic vertex, which we denote $v_{2}$. Let $v_{3}$ and $v_{4}$ denote the vertices adjacent to $v_{2}$ in $\Gamma^{\prime}$. Since $v_{2}$ is isotropic with degree 3 , it must be contained in a $D(2,1, \alpha)$ subdiagram. Since the subdiagram $\left\{v_{3}, v_{2}, v_{4}\right\}$ is not $D(2,1, \alpha)$, we have without loss of generality that the subdiagram $\left\{v_{1}, v_{2}, v_{3}\right\}$ is $D(2,1, \alpha)$. Then $v_{1}$ is either $\otimes$ or $\bigcirc$. If $v_{1}$ is $\otimes$ then we have the following subdiagram:

where the double lines are necessarily connected, and the dotted lines are possibly connected. By the 5 -vertex classification, this diagram is not subfinite regular Kac-Moody. If $v_{1}$ is $\bigcirc$, then by reflecting at $v_{2}$ we return to the this case.

Next suppose $v_{1}$ is not connected to an isotropic vertex. Then let $\Gamma^{\prime \prime}$ be a minimal subdiagram containing $v_{1}$ and an isotropic vertex, which we denote $v_{n}$. By minimality of $\Gamma^{\prime \prime}$ it is a chain such that $v_{i}$ is not isotropic for $1<i<n$. Thus by Lemma 2.5, there is a sequence of odd reflections $R$ such that $R\left(v_{2}\right)$ is isotropic and connected to $v_{1}$. This reduces us to the previous case.

This concludes the proof of Theorem 5.5.
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