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Abstract

In this paper, we give a general method to compute the Brauer group of a finite quantum gro
a faithfully projective coquasitriangular Hopf algebra over a commutative ring with unity. Let(H,R)

be a finite quantum group with anR-matrixR onH ⊗H . There exists a braided Hopf algebraHR

in the braided monoidal category of rightH -comodules [S. Majid, J. Pure Appl. Algebra 86 (199
187–221]. We construct a group Gal(HR) consisting of quantum commutativeH∗

R
-bigalois objects

and show that there is an exact sequence of group homomorphisms:

1→ Br(k)→BC(k,H,R)→Gal(HR),

where Br(k) is the usual Brauer group ofk and BC(k,H,R) is the Brauer group of(H,R) with
respect to theR-matrixR.
 2004 Elsevier Inc. All rights reserved.

Introduction

Let k be a commutative ring with unity,H a Hopf algebra overk with a bijective
antipode. In [6], we introducedH -Azumaya algebras and the Brauer group BQ(k,H)

classifying theH -Azumaya algebras. WhenH is a finite commutative and cocommutati
Hopf algebra, the Brauer group BQ(k,H) turns out to be the Brauer–Long gro
introduced by F.W. Long in [15,16] which in turn is the generalization of the Brauer–
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group BW(k) (see [38]). In [7], we made further investigation on the basic propertie
H -Azumaya algebras and studied in detail the split part of the Brauer group BQ(k,H) in
order to find a non-abelian cohomological interpretation of some subgroups of BQ(k,H).
This approach turns out to be difficulty as later on we found that the Hopf automorp
group can be embedded into the Brauer group BQ(k,H) (see [33]), which showed tha
BQ(k,H) is not necessarily a torsion group. In [35] we calculated the Brauer grou
the Sweedler’s 4-dimensional Hopf algebra and found that the Hopf automorphism
is not the only non-torsion part of BQ(k,H), the group of Galois objects plays the no
torsion role as well in the Brauer group BQ(k,H). Nevertheless, whenH is commutative
and cocommutative, the group of Galois objects and the group of Hopf automorp
generate a subgroup that is isomorphic to a factor group of the group of bigalois o
cf. [4,5]. A similar situation occurs for the Brauer group of a triangular Hopf alge
(see [36]). This fact indicates that the group of bigalois objects plays the vital ro
the computation of the Brauer group of a finite quantum group. The indication was fu
strengthened by a beautiful exact sequence of the Brauer–Long group due to K.-H. U
in [31] where the group of bigalois objects appears in the picture. However, when(H,R)

is no longer commutative and cocommutative, the group of bigalois objects ofH or H ∗
does not fit into an exact sequence of the Brauer group ofH . The solution found in this
paper is the deformation (or transmutation in the sense of Majid [20])HR of a finite
quantum group(H,R), which is no longer a Hopf algebra, but a left coideal subalge
of the quantum doubleD(H). The main idea of this paper is to embed the quotient gr
BC(k,H,R)/Br(k) of a finite quantum group(H,R) into a suitable group of ‘bigaloi
objects’ of theHR , which is easier to compute (or to estimate). Since the full Brauer g
BQ(k,H) of any finite Hopf algebraH is equal to BC(k,D(H)∗,R′), where(D(H)∗,R′)
is the dual of the Drinfel’d quantum double group, it is sufficient to consider the ge
case BC(k,H,R) for a finite quantum group(H,R).

In Section 1, we recall the definition of the Brauer groups BQ(k,H) and BC(k,H,R)

when(H,R) is a coquasitriangular Hopf algebra. In Section 2, we consider the br
Hopf algebraHR of a finite quantum group(H,R) constructed by S. Majid in [20]. Th
algebraHR is a left coideal subalgebra of the quantum doubleD(H) though it is not a
Hopf subalgebra in the usual sense. It turns out that any YDH -module can be treate
as anHR-bimodule. In other words, there exists a covariant functor from the catego
Yetter–Drinfel’dH -modules to the category ofHR-bimodules (see Proposition 2.7). Th
fact enables us to define a generalized cotensor product in the YDH -module category.

In Section 3, we consider YDH -module algebras that areH∗R-bigalois objects in the
sense of [26]. These bigalois objects form a monoidal category under the gene
cotensor product. We construct a group Gal(HR) consisting ofH∗R-bigalois objects which
are quantum commutative. The group Gal(HR) plays the main role in the computation
the Brauer group BC(k,H,R). When(H,R) is triangular the group Gal(HR) is an abelian
group.

In Section 4, we establish a group homomorphism̃π from the Brauer group
BC(k,H,R) to the group Gal(HR). In order to define the homomorphism̃π , we have to
show that any element of BC(k,H,R) is represented by anH -Azumaya algebra which i
anH op-Galois extension of its coinvariants. Such anH -Azumaya algebra is called a Galo
R-Azumaya algebra. The centralizer of the coinvariants of a GaloisR-Azumaya algebra
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turns out to be anH∗R-bigalois object. The kernel of the homomorphism̃π is isomorphic
to the usual Brauer group Br(k) of k. Thus the quotient group BC(k,H,R)/Br(k) is
determined by the group Gal(HR) of bigalois objects.

In Section 5, we calculate the group Gal(HR), where(H,R) is the Sweedler CQT Hop
algebra. In this case the exact sequence (23) is split and the Brauer group BC(k,H4,R) is
determined.

The main result of this paper has been included in the author’s expository pape
without proof. The readers would get a better overview of the Brauer group theory of
algebras from [37].

1. Preliminaries

Let k be a fixed commutative ring with unit. Throughout all algebras, unadorne⊗,
Hom are overk. A module (or an algebra) is said to befinite if it is faithfully projective
(i.e., faithful, finitely generated and projective) as ak-module. Afinite quantum groupis
a finite Hopf algebra overk with a coquasitriangular (CQT) structure. That is, there
an invertible elementR ∈ (H ⊗ H)∗, the convolution algebra ofH ⊗ H , subject to the
following conditions:

(CQT1) R(h⊗ 1)=R(1⊗ h)= ε(h),
(CQT2) R(x ⊗ yz)=∑

R(x(1)⊗ z)R(x(2)⊗ y),
(CQT3) R(yz⊗ x)=∑

R(y ⊗ x(1))R(z⊗ x(2)),
(CQT4)

∑
R(x(1)⊗ y(1))x(2)y(2) =∑

R(x(2)⊗ y(2))y(1)x(1)

for all x, y andz ∈H . SinceH is faithfully projective, we may identifyR with an invertible
element

∑
R1⊗R2 in H ∗ ⊗H ∗. In this case,(H ∗,R) is a quasitriangular Hopf algebr

namely,R as an element in the dual Hopf algebra(H ∗,∆, ε) satisfies the conditions:

(QT1)
∑

ε(R1)R2=∑
R1ε(R2)= 1,

(QT2)
∑

∆(R1)⊗R2=∑
R1⊗ r1⊗R2r2,

(QT3)
∑

R1⊗∆(R2)=∑
R1r1⊗ r2⊗R2,

(QT4) R∆(p)=∆op(p)R

for all p ∈H ∗, wherer =R. To a CQT structureR, we associate two Hopf algebra map

Θl :H cop→H ∗, Θl(h)(l)= R(h⊗ l),

Θr :H op→H ∗, Θr(h)(l)=R(l ⊗ h).

SinceΘl is a Hopf algebra map, we deduce thatR(S ⊗ S) = R. Recall the definition o
the Brauer group of a Hopf algebra with a bijective antipode and some related no
Let H be a Hopf algebra with a bijective antipode (not necessarily finite). A Ye
Drinfel’d H -module (simply, YDH -module)M is a crossedH -bimodule [39]. That is,
M is ak-module which is at once a leftH -module and a rightH -comodule satisfying the
following equivalent compatibility conditions [14, 5.1.1]:



324 Y. Zhang / Journal of Algebra 272 (2004) 321–378

in the

e
bra

re

n

p

(i)
∑

h(1) ·m(0)⊗ h(2)m(1) =∑
(h(2) ·m)(0)⊗ (h(2) ·m)(1)h(1),

(ii)
∑
(h ·m)(0)⊗ (h ·m)(1) =∑

h(2) ·m(0)⊗ h(3)m(1)S
−1(h(1)),

where the sigma notations for a comodule and for a comultiplication can be found
reference books [28]. Denote byQH the category of YDH -modules and YDH -module
morphisms. A YDH -module algebra is a YDH -moduleA such thatA is a leftH -module
algebra and a rightH op-comodule algebra. For the details ofH -(co)module algebras w
refer to [1,23,28]. LetA andB be two YDH -module algebras. The braided product alge
A #B defined below is again a YDH -module algebra:

(a #b)(c #d)=
∑

ac(0) # (c(1) · b)d

for all a, c ∈ A andb, d ∈ B. TheH -module andH op-comodule structures ofA #B are
the diagonalH -module and co-diagonalH op-comodule structures ofA⊗ B respectively.
More details on braided product # can be found in [6].

In [6] we defined the Brauer group of a Hopf algebraH by considering isomorphism
classes ofH -Azumaya algebras. A YDH -module algebraA is said to beH -Azumaya
if it is finite as ak-module and if the following two YDH -module algebra maps a
isomorphisms:

F :A #A→ End(A), F
(
a #b

)
(x)=

∑
ax(0)(x(1) · b),

G :A #A→ End(A)op, G
(
a #b

)
(x)=

∑
a(0)(a(1) · x)b,

whereA is theH -opposite YDH -module algebra ofA, that is,A=A as a YDH -module,
but with the multiplication given by

a · b=
∑

b(0)(b(1) · a)

for a, b ∈ A (see [6] for the details). For a finite YDH -moduleM, the endomorphism
algebra Endk(M) is a YDH -module algebra withH -structures given by

(h · f )(m)=
∑

h(1) · f
(
S(h(2)) ·m

)
,∑

f(0)(m)⊗ f(1) =
∑

f (m(0))(0)⊗ S−1(m(1))f (m(0))(1)

for f ∈ End(M) andm ∈ M. The elementaryH -Azumaya algebra End(M)op has the
differentH -structures from those of End(M) (see [6] for the details).

Two H -Azumaya algebrasA andB are Brauer equivalent (denotedA ∼ B) if there
exist two finite YDH -modulesM andN such thatA # End(M)∼= B # End(N). Note that
A∼ B if and only if A is H -Morita equivalent toB (see [6, Theorem 2.10]). The relatio
∼ is an equivalence relation on the setB(k,H) of isomorphism classes ofH -Azumaya
algebras and the quotient set ofB(k,H) modulo∼ is a group, called the Brauer grou
of the Hopf algebraH , denoted by BQ(k,H). An element in BQ(k,H) represented by
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End(M) for any finite YDH -moduleM.

Now let H be a CQT Hopf algebra with a CQT structureR. If M is a rightH -(or
H op-)comodule, the Hopf algebra mapΘl induces a leftH -module structure onM as
follows:

h �1 m=Θl(h) ·m=
∑

m(0)R(h⊗m(1)) (1)

for h ∈H andm ∈M. TheH -action (1) together with the originalH -coaction makesM
into a YDH -module, cf. [7,14]. Denote byMH

R the category of YDH -modules with the
left H -module structure (1) coming from the rightH -comodule structure. It is obvious th
MH

R is a full braided monoidal subcategory ofQH .
WhenA = M is a rightH op-comodule algebra, (1) makesA into a left H -module

algebra and hence a YDH -module algebra. In the sequel, a YDH -module algebraA
is called anR-module algebraif the H -action onA comes from theH op-coaction onA
throughR. An R-module algebra is said to beR-Azumayaif it is H -Azumaya. The subse
of BQ(k,H) consisting of the elements represented by theR-Azumaya algebras turns o
to be a subgroup of BQ(k,H), denoted by BC(k,H,R). It is obvious that BC(k,H,R)

contains the Brauer group Br(k).
Dually, if H is a QT Hopf algebra with a QT structureR, then a leftH -module algebra

A is simultaneously a YDH -module algebra with the rightH op-comodule structure give
by

A→A⊗H op, a →
∑

R2 · a ⊗R1

for all a ∈ A. The subset of BQ(k,H) consisting of the elements represented by
H -Azumaya algebras with rightH op-comodule structures stemming from leftH -module
structures in the above way, turns out to be a subgroup of BQ(k,H), denoted by
BM(k,H,R). It is obvious that BM(k,H,R) contains the Brauer group Br(k).

The Brauer group BQ(k,H) is a special case of the Brauer group Br(C) of a braided
monoidal categoryC as introduced in [34]. The fact that BC(k,H,R) is a subgroup o
BQ(k,H) when(H,R) is a CQT Hopf algebra, can be explained in a categorical wa
D is a full braided monoidal subcategory of a braided monoidal categoryC, then the Braue
group Br(D) is a subgroup of Br(C). This fact allows us to consider various subgroup
the Brauer group Br(C) of a braided monoidal categoryC wheneverC contains certain
closed braided subcategories. For example, if(H,R) is a CQT Hopf algebra, then th
categoryMH

R of right H -comodules is a full braided monoidal subcategory of the br
ed categoryQH of YD H -modules with the braidingϕ given by:

M ⊗N→N ⊗M, m⊗ n →
∑

n(0)⊗m(0)R(n(1) ⊗m(1)),

wherem ∈ M and n ∈ N . The Brauer group Br(MH
R ) of MH

R is indeed BC(k,H,R).
WhenH is a finite Hopf algebra, it is well-known that the category of YDH -modules is
equivalent to the category of leftD(H)-modules (see [18]), whereD(H) is the Drinfel’d
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double ofH . So we have that BQ(k,H)= BM(k,D(H),R) = BC(k,D(H)∗,R), where
R is the canonical quasitriangular structure onD(H).

To end this section let us recall the notion of a Hopf Galois extension by a
algebraH . A rightH -comodule algebraA is said to beH -Galois if the canonicalk-module
map

β :A⊗A0 A→A⊗H, a⊗ b →
∑

ab(0)⊗ b(1)

is an isomorphism, where

A0=
{
x ∈A

∣∣∣ ∑
x(0)⊗ x(1) = x ⊗ 1

}
is the coinvariant subalgebra ofA. For a general Hopf Galois theory one may refer to [
26,27].

2. The braided Hopf algebra HR

Every CQT Hopf algebra(H,R) gives rise to a braided Hopf algebraHR in the braided
monoidal categoryMH

R . This process is called transmutation. In this section, we stud
braided Hopf algebra (or the braided group)HR of a CQT Hopf algebra(H,R) constructed
by Majid [20] and establish a relationship between the categoryQH of YD H -modules
and the category ofHR-bimodules. At the end of the section, we will define a general
cotensor product in the categoryQH . We start with Majid’s construction of the braide
groupHR from (H,R).

Lemma 2.1 [20, Theorem 4.1].Let(H,R) be a CQT Hopf algebra. Then there is a braid
Hopf algebraHR in the categoryMH

R described as follows in terms ofH . As ak-module
and coalgebra,HR coincides withH . The multiplication% and the antipodeSR are given
by

h % l =
∑

l(2)h(2)R
(
S−1(l(3))l(1)⊗ h(1)

)
,

SR(h)=
∑

S(h(2))R
(
S2(h(3))S(h(1))⊗ h(4)

)
,

(2)

whereh, l ∈H . As an object inMH
R , HR has the adjoint right coaction:

ρ(h)=
∑

h(2)⊗ S(h(1))h(3) for all h ∈HR.

For further details on transmutation and braided groups, we refer to [20]. In [12
and Takeuchi constructed a double Hopf algebra for a CQT Hopf algebra(H,R) (not
necessarily finite). This double Hopf algebra, denoted byD[H ], is equal toH ⊗H as a
coalgebra with the multiplication given by
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(h⊗ l)
(
h′ ⊗ l′

)=∑
hh′(2)⊗ l(2)l

′R
(
h′(1)⊗ l(1)

)
R

(
S
(
h′(3)

)⊗ l(3)
)

for h, l, h′ andl′ ∈H . The antipode ofD[H ] is given by

S(h⊗ l)= (
1⊗ S(l)

)(
S(h)⊗ 1

)
for all h, l ∈H .

Write h �� l for an element inD[H ] andH �� H for D[H ]. SinceH is finite, the
canonical Hopf algebra mapΘl :H → H ∗op given byΘl(h)(l) = R(h ⊗ l) induces an
Hopf algebra map fromD[H ] to D(H), the Drinfel’d quantum doubleH ∗op �� H (see
[13]).

Φ :D[H ]→D(H), Φ(h �� l)=Θl(h) �� l.
WhenΘl is an isomorphism, we can identifyD[H ] with D(H). Any YD H -module is

automatically a leftD[H ]-module. Moreover, the following lemma claims thatHR can be
embedded intoD[H ].

Lemma 2.2. The followingk-module map is an injective algebra map:

φ :HR→D[H ], φ(h)=
∑

S−1(h(2)) �� h(1).

Proof. Givenh, l ∈HR , we have

φ(h % l)=
∑

φ(l(2)h(2))R
(
S−1(l(3))l(1)⊗ h(1)

)
=

∑
S−1(l(3)h(3)) �� l(2)h(2)R

(
S−1(l(4))l(1)⊗ h(1)

)
=

∑
S−1(h(4))S

−1(l(3)) �� l(2)h(3)R
(
S−1(l(4))⊗ h(1)

)
R(l(1) ⊗ h(2))

=
∑

S−1(h(4))S
−1(l(3)) �� h(2)l(1)R

(
S−1(l(4))⊗ h(1)

)
R(l(2) ⊗ h(3))

=
∑(

S−1(h(2)) �� h(1)
)(
S−1(l(2)) �� l(1)

)
= φ(h)φ(l).

It is obvious thatφ is injective. ✷
Proposition 2.3. HR is a leftD[H ]-comodule algebra.

Proof. Define ak-module map fromHR toD[H ] ⊗HR as follows:

χ :HR→D[H ] ⊗HR, χ(h)=
∑(

S−1(h(3)) �� h(1)
)⊗ h(2).

It is easy to check thatχ is a leftD[H ]-comodule map. We have to show thatχ is an
algebra map. Indeed, ifh, l ∈HR, then
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l

χ(h % l)=
∑

χ(h(2)l(1))R
(
l(2)⊗ S(h(1))h(3)

)
=

∑
S−1(h(4)l(3)) �� h(2)l(1)⊗ h(3)l(2)R

(
l(4)⊗ S(h(1))h(5)

)
=

∑
S−1(h(4)l(3)) �� h(2)l(1)⊗ h(3)l(2)R(l(4) ⊗ h(5))

×R
(
S−1(l(5))⊗ h(1)

)
=

∑
S−1(l(4)h(5)) �� h(2)l(1)⊗ h(3)l(2)R(l(3) ⊗ h(4))

×R
(
S−1(l(5))⊗ h(1)

)
=

∑
S−1(l(4)h(5)) �� h(2)l(1)⊗ l(3)h(4)R(l(2) ⊗ h(3))

×R
(
S−1(l(5))⊗ h(1)

)
=

∑
S−1(l(6)h(6)) �� h(2)l(1)⊗ l(3)h(5)R

(
S−1(l(4))l(2)⊗ h(4)

)
×R(l(5) ⊗ h(3))R

(
S−1(l(7))⊗ h(1)

)
=

∑(
S−1(h(4)) �� h(1)

)(
S−1(l(5)) �� l(1)

)⊗ l(3)h(3)

×R
(
S−1(l(4))l(2)⊗ h(2)

)
=

∑(
S−1(h(3)) �� h(1)

)(
S−1(l(3)) �� l(1)

)⊗ h(2) % l(2)

= χ(h)χ(l). ✷
Lemma 2.2 and Proposition 2.3 show thatHR can be embedded intoD[H ] as a left

coideal subalgebra. In fact,HR can be further embedded intoD(H) as a left coidea
subalgebra.

Corollary 2.4. The composite algebra map:

HR
φ→D[H ] Φ→D(H)

is injective.

Proof. SinceH is faithfully flat overk, we have that the kernel ofΦ is Ker(Θl) �� H . If
Φφ(h)= 0 for someh ∈HR, then

φ(h)=
∑

S−1(h(2)) �� h(1) ∈ Ker(Θl) ��H.

It follows that

1�� h=
∑

Θl(1) �� ε
(
S−1(h(2))

)
h(1)

=
∑

(εH ∗ ⊗ ι)
(
Θl

(
S−1(h(2))

) �� h(1))
= (εH ∗ ⊗ ι)Φφ(h)= 0
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:
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whereι is the identity map. This implies thath= 0 and henceΦφ is injective. Moreover
sinceΦ is a Hopf algebra map,Φφ(HR) is a left coideal subalgebra ofD(H). ✷

Let us now consider Yetter–Drinfel’dH -modules andHR-bimodules. LetM be a
Yetter–Drinfel’d module overH , or a leftD(H)-module. The following composite map

HR ⊗M
φ⊗ι−−−→D[H ] ⊗M

Φ⊗ι−−−→D(H)⊗M

makesM into a leftHR-module. If we write−� for the above left action, then we have t
explicit formula:

h−�m=
∑

S−1(h(2)) �1 (h(1) ·m)
=

∑
(h(2) ·m(0))R

(
S−1(h(4))⊗ h(3)m(1)S

−1(h(1))
)

(3)

for h ∈HR , m ∈M and�1 as in (1).
Since there is an augmentation mapε onHR , we may define theHR-invariant set of a

left HR-moduleM which is

MHR = {
m ∈M | h−�m= ε(h)m, ∀h ∈HR

}
.

When a leftHR-module comes from a YDH -module, the invariantk-module can be
characterized as follows:

Lemma 2.5. LetM be a YDH -module. Then

MHR =
{
m ∈M ∣∣ h ·m= h �1 m=

∑
m(0)R(h⊗m(1)), ∀h ∈H

}
.

Proof. By definition of the action ofHR onM, we have

h−�m=
∑

S−1(h(2)) �1 (h(1) ·m)

for anyh ∈HR andm ∈M. It follows that the latter set is contained inMHR .
Conversely, ifm ∈MHR , then we have

h ·m=
∑

h(3) �1
(
S−1(h(2)) �1 (h(1) ·m)

)
=

∑
h(2) �1 (h(1) −�m)

=
∑

h(2) �1
(
ε(h(1))m

)
= h �1 m

for anyh ∈HR andm ∈M. ✷
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Following Lemma 2.5, we obtain that the invariant submoduleMHR of a YDH -module
M is the maximal submodule sitting in the subcategoryMH

R , where the leftH -action is the
induced one�1. Thus we get a covariant functorκ :

κ :QH →MH
R , κ(M)=MHR .

It follows that aYDH -module is an object inMH
R if and only ifHR acts trivially onM, i.e.,

M =MHR . Observe that the functorκ has a left adjoint functor, the embedding func
from MH

R to QH .
Now we define a rightHR-module structure on a YDH -moduleM. Observe that the

right H -comodule structure ofM induces two leftH -module structures. The first one
(1), and the second one is given by

h �2 m=
∑

m(0)R
(
S(m(1))⊗ h

)
(4)

for h ∈ H andm ∈M. With this second leftH -action onM, M becomes a rightD[H ]-
module.

Lemma 2.6. LetM be a YDH -module. ThenM is a rightD[H ]-module defined by

m↽ (h �� l)= S(l) �2
(
S(h) ·m)

(5)

for h, l ∈H andm ∈M. Moreover, ifA is a YDH -module algebra, then(5) makesA into
a rightD[H ]cop-module algebra.

Proof. SinceM is a leftH -module under both actions· and�2, it is sufficient to show tha

m↽
[
(1�� l)(h �� 1)

]= [
m↽ (1�� l)]↽(h �� 1)= S(h) · (S(l) �2 m

)
for h, l ∈H andm ∈M. Indeed, we have

m↽
[
(1�� l)(h �� 1)

]
=

∑
m↽ (h(2) �� l(2))R(h(1)⊗ l(1))R

(
S(h(3))⊗ l(3)

)
=

∑
S(l(2)) �2

(
S(h(2)) ·m

)
R(h(1) ⊗ l(1))R

(
S(h(3))⊗ l(3)

)
=

∑
S(h(3)) ·

(
S(l(3)) �2 m

)
R(h(4) ⊗ l(4))R

(
S(h(2))⊗ l(2)

)
×R(h(1)⊗ l(1))R

(
S(h(5))⊗ l(5)

)
= S(h) · (S(l) �2 m

)
for h, l ∈H andm ∈M. The second statement is obvious.✷
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Unfortunately, the rightD[H ]-module structure (5) does not commute with
canonical leftD[H ]-module structure induced by Hopf algebra mapΦ to makeM into
aD[H ]-bimodule. However the rightHR-module structure onM given by

M ⊗HR
ι⊗φ−→M ⊗D[H ]→M,

together with the leftHR-module structure (3) makesM into anHR-bimodule. Write�−
for the above right action ofHR , then we have the explicit formula:

m �− h=
∑

S(h(1)) �2 (h(2) ·m)
=

∑
(h(3) ·m(0))R

(
h(4)m(1)S

−1(h(2))⊗ h(1)
)

(6)

for m ∈M andh ∈HR .

Proposition 2.7. LetM be a YDH -module. ThenM is anHR-bimodule via(3) and (6).

Proof. Givenh, l ∈HR andm ∈M, we have to prove

(l −�m) �− h= l −� (m �− h),

i.e.,

∑
S(h(1)) �2

(
h(2) ·

(
S−1(l(2)) �1 (l(1) ·m)

))
=

∑
S−1(l(2)) �1

(
l(1) ·

(
S(h(1)) �2 (h(2) ·m)

))
.

Indeed, we have

∑
S−1(l(2)) �1

(
l(1) ·

(
S(h(1)) �2 (h(2) ·m)

))
=

∑
S−1(l(4)) �1

(
S(h(2)) �2 (l(2)h(4) ·m)

)
R(l(1)⊗ h(3))R

(
l(3)⊗ S(h(1))

)
=

∑
S(h(3)) �2

(
S−1(l(5)) �1 (l(2)h(6) ·m)

)
R(l(1)⊗ h(5))

×R
(
l(3)⊗ S(h(1))

)
R

(
l(6)⊗ S(h(4))

)
R

(
S−1(l(4))⊗ S(h(2))

)
=

∑
S(h(1)) �2

(
S−1(l(3)) �1 (l(2)h(4) ·m)

)
R(l(1)⊗ h(3))R

(
l(4)⊗ S(h(2))

)
=

∑
S(h(1)) �2

(
S−1(l(3)) �1 (h(3)l(1) ·m)

)
R(l(2)⊗ h(4))R

(
l(4)⊗ S(h(2))

)
=

∑
S(h(1)) �2

(
h(2) ·

(
S−1(l(2)) �1 (l(1) ·m)

))
,

where the first, the second and the forth equation follow from the following iden
respectively:
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h �2 (l ·m)=
∑

l(2) · (h(2) �2 m)R(l(1)⊗ h(1))R
(
S(l(3)⊗ h(3))

)
,

l �1 (h �2 m)=
∑

h(2) �2 (l(2) �1 m)R
(
S(l(1))⊗ h(1)

)
R(l(3)⊗ h(3)),

h �1 (l ·m)=
∑

l(2) · (h(2) �1 m)R
(
h(1)⊗ S−1(l(1))

)
R

(
S(h(3) ⊗ l(3))

)
for h, l ∈H andm ∈M. SoM is anHR-bimodule. ✷

Remark that the rightHR-invariant of a YDH -module is different from the left on
described in Lemma 2.5. One may apply the same argument in Lemma 2.5 to obt
right invariant set of a YDH -moduleM:

{
m ∈M | h ·m= h �2 m, ∀h ∈H

}
.

Like the set of left invariants, the set of right invariants is the maximal right–right
H -submodule ofM. Combining Lemmas 2.2, 2.6 and Propositions 2.3, 2.7, we obtai
following:

Corollary 2.8. If A is a YDH -module algebra, thenA is anHR-bimodule algebra in the
sense that

h−� (ab)=
∑

(h(−1) ⇁ a)(h(0) −� b),
(ab) �− h=

∑
(a �− h(0))(b ↽ h(−1))

(7)

for a, b ∈ A andh ∈HR , whereχ(h) =∑
h(−1) ⊗ h(0) ∈D[H ] ⊗HR , ⇁ and↽ stand

for the left and right actions ofD[H ] on a YDH -module.

Proof. We show the second equation and leave the first one to the readers. Givena, b ∈A
andh ∈HR we have

(ab) �− h=
∑

S(h(1)) �2
(
h(2) · (ab)

)
=

∑(
S(h(2)) �2 (h(3) · a)

)(
S(h(1)) �2 (h(4) · b)

)
=

∑(
a ↽

(
S−1(h(3)) �� h(2)

))(
b ↽

(
S−1(h(4)) �� h(1)

))
=

∑
(a �− h(0))(b ↽ h(−1)). ✷

In the sequel, we define a generalized cotensor product in the category of Y
Drinfel’d modules of a CQT Hopf algebra(H,R).

Given two YDH -modulesX andY , letX ∧ Y be the cotensor product

{∑
xi ⊗ yi |

∑
(xi �− h)⊗ yi =

∑
xi ⊗ (h−� yi), ∀h ∈HR

}
.
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Observe thatX ∧ Y is still anHR-bimodule with the left and rightHR-module structures
stemming from the leftHR-module structure ofX and the rightHR-module structure o
Y respectively. Does thisHR-bimodule structure ofX ∧ Y come from a YDH -module
structure onX ∧ Y? To answer this question, we need to characterize the cotensor p
X ∧ Y .

Lemma 2.9. LetX,Y be two YDH -modules. Then

X ∧ Y =
{∑

xi ⊗ yi ∈X⊗ Y |
∑

h(1) · xi ⊗ h(2) �1 yi

=
∑

h(1) �2 xi ⊗ h(2) · yi, ∀h ∈H
}
.

Proof. Let T be the following set:

{∑
xi ⊗ yi ∈X⊗ Y |

∑
h(1) · xi ⊗ h(2) �1 yi =

∑
h(1) �2 xi ⊗ h(2) · yi,∀h ∈H

}
.

In order to simplify the computation, we will writex ⊗ y for an element
∑

xi ⊗ yi in
X⊗ Y in the sequel. Givenx ⊗ y ∈X ∧ Y andh ∈H , we have

∑
h(1) · x ⊗ h(2) �1 y

=
∑

h(1) �2
(
S(h(2)) �2 (h(3) · x)

)⊗ h(4) �1 y

=
∑

h(1) �2 (x �− h(2))⊗ h(3) �1 y

=
∑

h(1) �2 x ⊗ h(3) �1 (h(2) −� y)
=

∑
h(1) �2 x ⊗ h(4) �1

(
S−1(h(3)) �1 (h(2) · y)

)
=

∑
h(1) �2 x ⊗ h(2) · y.

Sox ⊗ y belongs toT and we have thatX ∧ Y ⊆ T .
Conversely, ifx ⊗ y ∈ T , andh ∈HR, we have

(x �− h)⊗ y =
∑

S(h(1)) �2 (h(2) · x)⊗ y

=
∑

S(h(1)) �2 (h(2) · x)⊗ S−1(h(4))h(3) �1 y

=
∑

S(h(1)) �2 (h(2) �2 x)⊗ S−1(h(4)) �1 (h(3) · y)
=

∑
x ⊗ S−1(h(2)) �1 (h(1) · y)

= x ⊗ (h−� y).

It follows thatT ⊆X ∧ Y . ✷
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Lemma 2.9 results in an alternative definition ofX ∧ Y which is more applicable whe
we test whether an element is inX ∧ Y . Moreover, it leads to the following leftH -action
onX ∧ Y given by

h ·
∑

(xi ⊗ yi)=
∑

h(1) · xi ⊗ h(2) �1 yi =
∑

h(1) �2 xi ⊗ h(2) · yi (8)

whenever
∑

xi ⊗ yi ∈X ∧ Y andh ∈H . To show that (8) is a leftH -module structure on
X ∧ Y , one simply applies Lemma 2.9. Nevertheless, this leftH -module structure fits in a
YD H -module structure with the rightH -comodule structure inheriting fromX⊗ Y .

Proposition 2.10. X ∧ Y with theH -action(8) and the rightH -coaction inheriting from
X⊗ Y is a YDH -module.

Proof. We show thatX∧Y is anH -subcomodule ofX⊗Y . Again we writex⊗y ∈X∧Y
for an element inX ∧ Y . It is sufficient to verify that

∑
x(0)⊗ y(0)〈p,y(1)x(1)〉 ∈X ∧ Y

for all p ∈H ∗ andx ⊗ y ∈X ∧ Y . Indeed, we have for allh ∈H ,

∑
h(1) · x(0)⊗ h(2) �1 y(0)〈p,y(1)x(1)〉
=

∑
h(1) · (p(2) · x)⊗ h(2) �1 (p(1) · y)

=
∑

p(3) · (h(2) · x)⊗ p(2) · (h(3) �1 y)〈p(1), h(4)〉
〈
p(4), S

−1(h(1))
〉

=
∑

p(3) · (h(2) �2 x)⊗ p(2) · (h(3) · y)〈p(1), h(4)〉
〈
p(4), S

−1(h(1))
〉

=
∑

h(1) �2 (p(2) · x)⊗ h(2) · (p(1) · y)
=

∑
h(1) �2 x(0)⊗ h(2) · y(0)〈p,y(1)x(1)〉,

where we abuse the use of the· for both the action ofH onM and the dual action ofH ∗
onM in order to reduce new symbols. It follows thatX ∧ Y is a rightH -subcomodule o
X⊗ Y .

Next we show that the rightH -comoduleX∧ Y with the leftH -module structure (8) is
a YDH -module. Forh ∈H andx ⊗ y ∈X ∧ Y , we have

ρ
(
h · (x ⊗ y)

)=∑
ρ(h(1) · x ⊗ h(2) �1 y)

=
∑

h(2) · x(0)⊗ h(5) �1 y(0)⊗ h(6)y(1)S
−1(h(4))h(3)x(1)S

−1(h(1))

=
∑

h(2) · (x(0)⊗ y(0))⊗ h(3)y(1)x(1)S
−1(h(1))

for anyh ∈H andx ⊗ y ∈X ∧ Y . ✷
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In order to show that the canonicalHR-bimodule structure onX ∧ Y stems from the
YD H -module structure defined above, we have to show that

h−�
(∑

xi ⊗ yi

)
=

∑
(h−� xi)⊗ yi,(∑

xi ⊗ yi

)
�− h=

∑
xi ⊗ (yi �− h)

(9)

wheneverh ∈HR and
∑

xi⊗ yi ∈X∧Y . We verify the first formula and leave the seco
one to the readers. Indeed,

h−� (x ⊗ y)=
∑

S−1(h(2)) �1
(
h(1) · (x ⊗ y)

)
=

∑
S−1(h(3)) �1 (h(1) · x ⊗ h(2) �1 y)

=
∑

S−1(h(2)) �1 (h(1) · x)⊗ y

= (h−� x)⊗ y,

for anyh ∈HR andx⊗y ∈X∧Y . Thus the right (or left)H∗R-comodule structure ofX∧Y
only comes from the right one ofX (or the left one ofY ). TheHR-bimodule structure (9
of X ∧ Y shows that the generalized cotensor product∧ is associative.

Now we consider the cotensor product of two YDH -module algebras. Let #R be the
braided product in the categoryMH

R to differ from the braided product inQH . This makes
sense when a YDH -module algebraA can be treated as an algebra inMH

R by forgetting
theH -module structure ofA and endowing with the inducedH -module structure (1). Le
X andY be two YDH -module algebras. If there is no confusion we will write

∑
xi # yi

(or simplyx #y) for an element inX ∧ Y as we can multiply them inX #R Y .

Proposition 2.11. If X and Y are two YDH -module algebras, thenX ∧ Y is a YD
H -module algebra andX ∧ Y is a subalgebra ofX #R Y .

Proof. By Proposition 2.10,X∧ Y is a YDH -module. It remains to be shown thatX∧ Y
is a leftH -module algebra and a rightH op-comodule algebra.

First we have to show thatX ∧ Y is a subalgebra ofX #R Y . Write x ⊗ y andx ′ ⊗ y ′
for two arbitrary elements ofX ∧ Y . We show that

(x #y)
(
x ′ #y ′

)=∑
xx ′(0)⊗ y(0)y

′R
(
x ′(1)⊗ y(1)

)
is inX ∧ Y . Forh ∈H , we have

∑
h(1) ·

(
xx ′(0)

)⊗ h(2) �1
(
y(0)y

′)R(
x ′(1)⊗ y(1)

)
=

∑
(h(1) · xb(1))

(
h(2) · x ′(0)

)⊗ (h(3) �1 y(0))
(
h(4) �1 y

′)R(
x ′(1)⊗ y(1)

)
=

∑
(h(1) · x)

(
h(2) · x ′

)⊗ y(0)y
′ R(h(3) ⊗ y(1))R

(
h(4)⊗ y ′

)
R

(
x ′ ⊗ y(2)

)

(0) (0) (1) (1)
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=
∑

(h(1) · x)
(
h(4) · x ′(0)

)⊗ y(0)y
′
(0)R

(
h(5)x

′
(1)S

−1(h(3))⊗ y(1)
)

×R(h(2)⊗ y(2))R
(
h(6)⊗ y ′(1)

)
=

∑
(h(1) · x ⊗ h(2) �1 y)

(
h(3) · x ′ ⊗ h(4) �1 y

′).
Similarly, one may obtain

∑
h(1) �2

(
xx ′(0)

)⊗ h(2) ·
(
y(0)y

′)R(
x ′(1)⊗ y(1)

)
=

∑
(h(1) �2 x ⊗ h(2) · y)

(
h(3) �2 x

′ ⊗ h(4) · y ′
)
.

Thus we obtain that

∑
h(1) ·

(
xx ′(0)

)⊗ h(2) �1
(
y(0)y

′)R(
x ′(1)⊗ y(1)

)
=

∑
(h(1) · x ⊗ h(2) �1 y)

(
h(3) · x ′ ⊗ h(4) �1 y

′)
=

∑
(h(1) �2 x ⊗ h(2) · y)

(
h(3) �2 x

′ ⊗ h(4) · y ′
)

=
∑

h(1) �2
(
xx ′(0)

)⊗ h(2) ·
(
y(0)y

′)R(
x ′(1)⊗ y(1)

)
.

By Lemma 2.9,X ∧ Y is a subalgebra ofX #R Y and hence aH op-comodule subalgebr
of X #R Y . Moreover, the previous computations actually showed thatX ∧ Y is a left
H -module algebra with theH -action (8). It follows from Proposition 2.10 thatX ∧ Y is a
YD H -module algebra. ✷

To end this section we present the dual comodule version of (7) which is need
the next section. Observe that the dual coalgebraH∗R is a left D[H ]∗-module quotien
coalgebra of the dual Hopf algebraD[H ]∗ in the sense that the following coalgebra m
is a surjectiveD[H ]∗-module map:

φ∗ :D[H ]∗ →H∗R, p �� q → qS∗−1
(p),

where D[H ]∗ = H ∗ �� H ∗ is equal toH ∗ ⊗ H ∗ as an algebra but has the du
comultiplication of the multiplication ofD[H ]. Thus a left (or right)D[H ]∗-comodule
M is a left (or right)H∗R-comodule in the natural way throughφ∗. In order to distinguish
D[H ]∗ orH∗R-comodule structures from theH -comodule structures (e.g., a YDH -module
has all three comodule structures) we use different uppercase Sweedler sigma nota

(i)
∑

x[−1] ⊗ x[0],
∑

x[0] ⊗ x[1] stand for left and rightD[H ]∗-comodule structures
respectively.

(ii)
∑

x(−1) ⊗ x(0),
∑

x(0) ⊗ x(1) stand for left and rightH∗R-comodule structures
respectively.
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Now let X be a YDH -module algebra. ThenX is both a left and rightD[H ]-module
algebra, and therefore anHR-bimodule algebra in the sense of (7). Thus the dual como
versions of the formulas in (7) read as follows:

∑
(ab)(0)⊗ (ab)(1)=

∑
a[0]b(0)⊗ a[1]⇁b(1),∑

(ab)(−1)⊗ (ab)(0) =
∑

b[−1]⇁a(−1)⊗ a(0)b[0]
(10)

for a, b ∈X, where⇁ is the left action ofD[H ]∗ onH∗R. We will call X a right (or left)
H∗R-comodule algebrain the sense of (10).

Finally, for a YDH -moduleM, we will write M� (or �M) for the right (or left)H∗R-
coinvariants. For instance,

M� =
{
m ∈M ∣∣ ∑

m(0)⊗m(1) =m⊗ ε
}
.

It is obvious thatM� =MHR . If we let k be the trivial YDH -module, then

M� = k ∧M, �M =M ∧ k.

Moreover, ifA is a YDH -module algebra, thenA� and�A are subalgebras ofA.

3. The group Gal(HR)

In this section, we construct a group Gal(HR) of ‘bigalois’ objects forHR . The group
Gal(HR) plays the vital part in this paper. LetA be a rightD[H ]∗-comodule algebra. The
A is a rightH∗R-comodule algebra in the sense of (10).

Definition 3.1. Let A be a rightD[H ]∗-comodule algebra. The extensionA/A� is said to
be a rightH∗R-Galois extension if thek-module map

βr :A⊗A� A→A⊗H∗R, βr(a ⊗ b)=
∑

a(0)b⊗ a(1)

is an isomorphism. Similarly, ifA is a leftD[H ]∗-comodule algebra, thenA/�A is said to
be left Galois if thek-module map

βl :A⊗�A A→H∗R ⊗A, βl(a⊗ b)=
∑

b(−1)⊗ ab(0)

is an isomorphism. If in addition the subalgebra�A (or A�) is trivial andA is faithfully
flat overk, thenA is called aleft (or right) H∗R-Galois object. A right D[H ]∗-comodule
algebra is a rightH∗R-Galois object if and only if the functorA⊗− defines an categor
equivalence from category of leftk-modules to the category of(A,H∗R)-Hopf modules (see
[26]). For more details on Hopf quotient Galois theory, the readers may refer to [21,2
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The objects we are interested in are thoseH∗R-bigalois objects which are both left an
right H∗R-Galois such that the left and rightH∗R-coactions commute. Denote byE(HR)

the category of YDH -module algebras which areH∗R-bigalois objects. The morphism
in E(HR) are YDH -module algebra isomorphisms. This is because any YDH -module
algebra map between two Galois objectsA andB yields thatB is an(A,H∗R)-Hopf module
and henceB ∼= A⊗ k = A by the equivalence mentioned in the previous paragraph
show that the categoryE(HR) is closed under the cotensor product∧.

Proposition 3.2. If X,Y are two objects ofE(HR), thenX ∧ Y is an object ofE(HR).

Proof. From Proposition 2.11 we know thatX ∧ Y is a YDH -module algebra. It remain
to show thatX ∧ Y is anH∗R-bigalois object. Note that theHR-bimodule structure on
X ∧ Y induced by its YDH -module structure is given by the leftHR-module structure o
X and the rightHR-module structure ofY (see (9)). Thus the right (or left)H∗R-comodule
structure ofX ∧ Y comes from the right one ofX (or the left one ofY ).

From the remark at the end of Section 2, we have

(X ∧ Y )� = k ∧ (X ∧ Y )= (k ∧X)∧ Y = k ∧ Y = k.

Similarly the left coinvariant subalgebra ofX ∧ Y is trivial as well. To show thatX ∧ Y

is a rightH∗R-Galois object, we need to consider the YDH -module(X⊗X) ∧ Y , where
X⊗X is the YDH -module of the YDH -module algebraX #X in the categoryQH .

Now one may take a while to check that the following diagram is commutative:

(X ∧ Y )⊗ (X ∧ Y )

τ

βrX∧Y
(X ∧ Y )⊗H∗R

(X⊗X)∧ Y

δ

whereτ is thek-module map given by

τ
(
(x #y)⊗ (

x ′ #y ′
))=∑(

x ⊗ x ′(0)
)

#
(
x ′(1) �1 y

)
y ′

and thek-module mapδ is defined by

δ
((
x ⊗ x ′

)
#y

)=∑
x(0)x ′ #y ⊗ x(1).

However, we have to show thatτ andδ are well-defined. We leave the easier verificat
of τ to the readers, and show thatδ is well-defined.

Observe that the multiplication map ofX: X⊗X→X is anHR-bimodule map becaus
X is anHR-bimodule algebra in the sense of Corollary 2.8. The multiplication map
induces anHR-bimodule map:

µ : (X⊗X)∧ Y →X ∧ Y.
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If we can prove that the mapη:

(X⊗X)∧ Y → (X⊗X)∧ Y ⊗H∗R,
(
x ⊗ x ′

)
#y →

∑(
x(0)⊗ x ′

)
#y ⊗ x(1)

is well-defined, thenδ is well-defined becauseδ is actually the composite map ofη with µ:

δ : (X⊗X)∧ Y
η→ (X⊗X)∧ Y ⊗H∗R

µ→X ∧ Y ⊗H∗R.

To show thatη is well-defined, it is equivalent to show that for anyl ∈ HR , and
(x ⊗ x ′) #y ∈ (X⊗X)∧ Y , the element

(
l −� x ⊗ x ′

)
#y

is still in (X⊗X)∧ Y . This is the case since

((
l −� x ⊗ x ′

) �− h
)

#y =
∑[(

(l −� x) �− h(0)
)⊗ (

x ′↽h(−1)
)]

#y

=
∑[

l −� (x �− h(0))⊗
(
x ′↽h(−1)

)]
#y

=
∑(

l −� x ⊗ x ′
)

# (h−� y)

for anyh, l ∈HR and(x ⊗ x ′) #y ∈ (X⊗X)∧ Y .
Since bothτ andδ are obviously isomorphisms, we obtain thatβX∧Y is an isomorphism

It follows thatX ∧ Y is a rightH∗R-Galois extension ofk. Similarly, one may show tha
X ∧ Y is a leftH∗R-Galois extension ofk.

Finally we have to show thatX ∧ Y is faithfully flat overk. Observe that

X⊗ (X ∧ Y )∼= (X⊗X)∧ Y

∼= (
X⊗H∗R

)∧ Y

∼=X⊗ (
H∗R ∧ Y

)
∼=X⊗ Y,

whereH∗R =H ∗ as an object inE(HR) is defined below and the last isomorphism will
proved in Proposition 3.4. SinceX⊗ Y andX are faithfully flat, it follows thatX ∧ Y is
faithfully flat. ThusX ∧ Y is an object inE(HR). ✷

Now let H ∗ be the convolution algebra ofH . There is a canonical YDH -module
structure onH ∗ such thatH ∗ is a YD H -module algebra. Forh∗,p ∈ H ∗ andh ∈ H ,
we define

h · p =
∑

p(1)〈p(2), h〉, H -action,

h∗ · p =
∑

h∗ pS−1(h∗ )
, H -coaction

(11)
(2) (1)
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where we useS for the antipodes of bothH andH ∗ in order to simplify the notation
and we will do the same in the sequel. Before we show thatH ∗ is an object inE(HR) we
need to work out the comultiplication ofH∗R . SinceH is finite, we may think of the CQT
structureR of H as an element

∑
R1⊗R2 in H ∗ ⊗H ∗. Then we have

∆R(p)=
∑

R2r2p(2)⊗ r1p(1)S
(−1)(R1)

=
∑

R2p(1)r
2⊗ p(2)r

1S(−1)(R1)
wherer =R, p ∈H ∗.

Lemma 3.3. H ∗ is an object inE(HR).

Proof. It is sufficient to show that the inducedHR-bimodule structure (3) and (6) onH ∗
is the same as the dualHR-bimodule structure stemming from the comultiplication∆R of
H∗R . Indeed, givenp ∈H ∗, h ∈HR , we have

h−� p =
∑

S−1(h(2)) �1 (h(1) · p)
=

∑
Θl

(
S−1(h(3))

)
(h(1) · p)S(−1)(Θl

(
S−1(h(2))

))
=

∑
Θl

(
S−1(h(3))

)
p(1)Θl(h(2))〈p(2), h(1)〉

=
∑

R2p(1)r
2〈p(2), h(1)〉

〈
r1, h(2)

〉〈
S(−1)(R1), h(3)〉

=
∑

R2p(1)r
2〈p(2)r1S(−1)(R1), h〉

=
∑

p(1)
〈
p(2), h

〉
.

Similarly, one havep �− h=∑
p(2)〈p(1), h〉 for anyh ∈HR andp ∈H ∗. SinceH∗R is a

quotient coalgebra ofD[H ]∗, we have thatH ∗ with theH∗R-bicomodule structure∆R is
anH∗R-bigalois object. ✷

Denote byI the objectH ∗ described in Lemma 3.3. In fact,I is the unit of the categor
E(HR). Before we prove this, we need to figure out the relation betweenH∗R-comodule
structure and theH ∗-comodule structures of a YDH -module. LetM be a YDH -module.
We use the following summation notation for the dualH ∗-comodule structure of the le
H -module structure ofM:

M→M ⊗H ∗, m →
∑

m[0] ⊗m[1],

and the usual Sweedler notation
∑

m(0) ⊗m(1) for theH -comodule structure ofM. The
right and leftH∗R-comodule structure will be indicated by the Sweedler ‘uppercase’ s
notations.
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It is not difficult to check that the rightD[H ]∗-comodule structure ofM reads as
follows:

M→M ⊗D[H ]∗, m →
∑

m[0](0)⊗Θr(m[0](1)) ��m[1].

Similarly, one may get the dual leftD[H ]∗-comodule structure of (5). It follows from (7
that we obtain the corresponding dual rightH∗R-comodule structure of (3) and the dual le
H∗R-comodule structure of (6) respectively:

M→M ⊗H∗R,
∑

m(0)⊗m(1) =
∑

m[0](0)⊗m[1]S−1(Θr(m[0](1))
)
,

M→H∗R ⊗M,
∑

m(−1)⊗m(0) =
∑

Θl(m[0](1))m[1] ⊗m[0](0).
(12)

Proposition 3.4. The categoryE(HR) is a monoidal category with product∧ and the
unit I .

Proof. It is sufficient to show thatI ∧X ∼=X ∼=X ∧ I for anyX ∈ E(HR). We show that
I ∧X ∼= X. The proof ofX ∧ I ∼= X is similar. Letρ+ be the composite map of the fl
map with the rightH∗R-comodule structure ofX. We show that

ρ+ :X→ I ∧X, ρ+(x)=
∑

x(1) #x(0)

is the desired isomorphism inE(HR). By Lemma 3.3, we have

∑(
x(1) �− h

)
#x(0) =

∑
x(2)

〈
x(1), h

〉
#x(0)

=
∑

x(1) #
(
h−� x(0))

for h ∈HR andx ∈X. Soρ+ is a well-defined isomorphism with the inverse given by

I ∧X→X,
∑

pi #xi →
∑

pi(1)xi.

Secondly, we verify thatρ+ is an algebra map. Forx, y ∈ X andh ∈ HR , we compute
ρ+(x)ρ+(y).

ρ+(x)ρ+(y)=
∑(

x(1) #x(0)
)(
y(1) #y(0)

)
=

∑
x(1)y

(1)
(0) #x(0)(1)y

(0)R
(
y
(1)
(1) ⊗ x

(1)
(1)

)
=

∑
x(1)

(
Θr

(
x
(0)
(1)

) · y(1)) #x(0)(0)y
(0)

=
∑

x[1]Θr

(
S(x[0](3))

)
Θr(x[0](2))y[1]Θr

(
S(y[0](1))

)
×Θ

(
S(x )

)
#x y
r [0](1) [0](0) [0](0)
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=
∑

x[1]y[1]Θr

(
S(y[0](1)x[0](1))

)
#x[0](0)y[0](0)

=
∑

(xy)(1)⊗ (xy)(0)

=
∑

ρ+(xy).

Finally it is not hard to check thatρ+ is a YDH -module morphism, hence a morphism
E(HR). ✷

Note that the proof of Proposition 3.4 deduced that the coalgebraH∗R with the
convolution algebra structure is abraided Hopf algebrain MH

R (see the definition from
[19,29]). A more categorical study of the braided Hopf algebraH∗R will be included in the
forthcoming paper [40].

Denote byE(HR) the set of the isomorphism classes of objects inE(HR). Proposi-
tions 3.2, 3.4 say thatE(HR) is a semigroup. The rest of this section is devoted to s
thatE(HR) contains a group.

Let X be an object inE(HR). LetX be the opposite algebra inMH
R . That is,X =X as

a rightH op-comodule, but with the multiplication given by

x ◦ y =
∑

y(0)x(0)R(y(1)⊗ x(1))

whenx, y ∈ X. Since theH -action onX does not give anH -module algebra structur
on X, we have to define a newH -action onX such thatX together with the inherite
H op-comodule structure fromX is a YDH -module algebra. LetH act onX as follows

h⇀ x =
∑

S(h(4)) · x(0)R(h(6)⊗ x(2))R
(
x(1)⊗ S(h(3))

)
×R

(
h(5)⊗ S(h(2))

)
u−1(h(1))

=
∑

hu(3) ·
(
h(2) �2 (h(5) �1 x)

)
R

(
S(h(4))⊗ h(1)

)
(13)

whereh ∈HR, x ∈X, hu =∑
S(h(2))u

−1(h(1)) andu=∑
S(R2)R1 ∈H ∗ is the Casimir

element ofH ∗. Since the square of the antipode ofH ∗ is an inner automorphism induce
by the Casimir elementu, we have the formulae (see [17]):

∑
u(h(1))h(2) =

∑
S2(h(1))u(h(2)),∑

u−1(h(1))S
−1(h(2))=

∑
S(h(1))u

−1(h(2))
(14)

for anyh ∈ H . We will use the formulas (14) quite often in the sequel. For instance
may change the order of the actions�1,�2 and · in the formula (13) in order to have a
alternative formula:
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h⇀ x =
∑

h(1) �2
(
h(4) �1

(
S−1(h(3)) · x

))
R

(
S2(h(5))⊗ h(2)

)
(15)

for h ∈HR andx ∈X.

Lemma 3.5. LetX be an object inE(HR). Then the rightH op-comodule algebraX with
theH -action(13) is a YDH -module algebra.

Proof. We show thatX together with (13) is a YDH -module, and leave to the readers
tedious check thatX is left H -module algebra.

First we show that (13) is a leftH -module structure onX. Givenh, l ∈H andx ∈ X,
we have

l ⇀
(
h⇀ x

)
=

∑
l ⇀ S(h(4)) · x(0)R(h(6) ⊗ x(2))R

(
x(1)⊗ S(h(3))

)
R

(
h(5)⊗ S(h(2))

)
u−1(h(1))

=
∑

S(l(4)) ·
(
S(h(4)) · x(0)

)
R

(
l(6)⊗ S(h(4))x(2)h(8)

)
R

(
S(h(5))x(1)h(7)⊗ S(l(3))

)
×R

(
l(5)⊗ S(l(2))

)
u−1(l(1))R(h(10)⊗ x(4))R

(
x(3)⊗ S(h(3))

)
×R

(
h(9)⊗ S(h(2))

)
u−1(h(1))

=
∑

S(h(6)l(6)) · x(0)R(l(8)⊗ h(8))R
(
l(9)⊗ S(h(3))

)
R(l(10)⊗ x(3))

×R(h(5) ⊗ l(5))R
(
x(1)⊗ S(h(4))

)
R

(
h(7)⊗ S(l(3))

)
R

(
l(7)⊗ S(l(2))

)
×R(h(10) ⊗ x(4))R

(
x(2)⊗ S(h(4))

)
R

(
h(9)⊗ S(h(2))

)
u−1(h(1))u

−1(l(1))

=
∑

S(l(4)h(4)) · x(0)R(h(5) ⊗ l(5))R(l(8)⊗ h(8))R
(
l(9)h(9)⊗ S(h(2))

)
×R

(
h(7)l(7)⊗ S(l(2))

)
R

(
x(1)⊗ S(l(4)h(4))

)
×R(l(10)h(10)⊗ x(2))u

−1(h(1))u
−1(l(1))

=
∑

S−1(l(3)h(3)) · x(0)
((
u−1⊗ u−1)R21R

)
(l(5)⊗ h(5))

×R
(
S−1(l(4)h(4))⊗ l(1)h(1)

)
R(l(6)h(6)⊗ x(2))R

(
x(1)⊗ S−1(l(2)h(2))

)
=

∑
S−1(l(3)h(3)) · x(0)u−1(l(5)h(5))R

(
S−1(l(4)h(4))⊗ l(1)h(1)

)
×R(l(6)h(6)⊗ x(2))R

(
x(1)⊗ S−1(l(2)h(2))

)
=

∑
S(l(4)h(4)) · x(0)R

(
l(5)h(5)⊗ S(l(2)h(2))

)
R(l(6)h(6)⊗ x(2))

×R
(
x(1)⊗ S(l(3)h(3))

)
u−1(l(1)h(1))

= lh⇀ x,

where we used the identity(u−1 ⊗ u−1)R21R = ∆(u−1) (see [17] for the proof), an
R21=∑

R2⊗R1.
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Next we show thatX is a YD H -module. Givenh ∈ H and x ∈ X, we compute
ρ(h⇀ x).

ρ
(
h⇀ x

)=∑(
S(h(4)) · x(0)

)
(0)⊗

(
S(h(4)) · x(0)

)
(1)R(h(6)⊗ x(2))

×R
(
x(1)⊗ S(h(3))

)
R

(
h(5)⊗ S(h(2))

)
u−1(h(1))

=
∑

S(h(5)) · x(0)⊗ S(h(4))x(1)h(6)R
(
x(2)⊗ S(h(3))

)
×R(h(8)⊗ x(3))R

(
h(7)⊗ S(h(2))

)
u−1(h(1))

=
∑

S(h(5)) · x(0)⊗ x(2)S(h(3))h(6)u
−1(h(1))

×R(h(8)⊗ x(3))R
(
x(1)⊗ S(h(4))R(h(6)⊗ S(h(3))

)
=

∑
S(h(5)) · x(0)⊗ x(2)h(7)S

−1(h(1))u
−1(h(2))

×R(h(8)⊗ x(3))R
(
x(1)⊗ S(h(4))

)
R

(
h(7)⊗ S(h(2))

)
=

∑
S(h(5)) · x(0)⊗ h(8)x(3)S

−1(h(1))u
−1(h(2))

×R(h(7)⊗ x(2))R
(
x(1)⊗ S(h(4))

)
R

(
h(6)⊗ S(h(3))

)
=

∑
h(2) ⇀ x(0)⊗ h(3)x(1)S

−1(h(1)).

SoX is a YDH -module algebra. ✷
Now let us look at theHR-bimodule structure ofX stemming from the new YDH -

module structure ofX.

Lemma 3.6. TheHR-bimodule structure onX is given by

h−� x =
∑

S−1(h(2)) · (h(1) �2 x)≡ h� x,

x �− h=
∑

S(h(1)) · (h(2) �1 x)≡ x � h.
(16)

Proof. We verify the rightHR-action, and leave the leftHR-action to be checked by th
readers. Indeed, forh ∈HR andx ∈X, we have

x �− h=
∑

S(h(1)) �2
(
h(2) ⇀ x

)
=

∑
h(4) �1

(
S−1(h(3)) · x

)
u(h(1))R

(
S(h(5))⊗ S−1(h(3))

)
(using (15))

=
∑

S−1(h(4)) · (h(7) �1 x)R
−1(h(6)⊗ S−1(h(5))

)
×R

(
h(8) ⊗ S−1(h(3))

)
R

(
S(h(9))⊗ S−1(h(2))

)
u(h(1))

=
∑

S−1(h(2)) · (h(4) �1 x)u
−1(h(3))u(h(1))
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=
∑

S(h(3)) · (h(4) �1 x)u
−1(h(2))u(h(1))

=
∑

S(h(1)) · (h(2) �1 x). ✷
From (16), one obtains that theHR-bimodule structure ofX is given by a newHR-

bimodule structure ofX defined by� and�. We will use a different Sweedler upperca
sigma notation to denote the dualH∗R-bicomodule structure of the newHR-bimodule
structure ofX: ∑

x〈−1〉 ⊗ x〈0〉,
∑

x〈0〉 ⊗ x〈1〉.

Thus theHR-bimodule structure (16) onX can be translated into theH∗R-bicomodule
structure onX in the following way:

∑
x(0)⊗ x(1) =

∑
x〈0〉 ⊗ x〈1〉 =

∑
x(0)[0] ⊗Θl

(
S(x(1))

)
S−1(x(0)[1]),∑

x(−1)⊗ x(0) =
∑

x〈−1〉 ⊗ x〈0〉 =
∑

S(x(0)[1])Θr(x(1))⊗ x(0)[0].
(17)

Now let us recall that a YDH -module algebraA is said to bequantum commutativeif

ab=
∑

b(0)(b(1) · a) (18)

for anya, b ∈A. That is,A is a commutative algebra inQH .

Lemma 3.7. Let A be a quantum commutative YDH -module algebra. LetA be the
opposite algebra inMH

R . Then the multiplication ofA reads as follows:

a ◦ b=
∑

a(0)
(
S(a(1))� b

)=∑
(a � b(1))b(0) (19)

for a, b ∈A, where the actions� and� are defined in(16).

Proof. Let a andb be two elements inA. By definition, we have

a ◦ b=
∑

b(0)(b(1) �1 a).

SinceA is also quantum commutative inQH , we have

a ◦ b=
∑

b(0)(b(1) �1 a)=
∑

S(b(1)) · (b(2) �1 a)b(0) =
∑

(a � b(1))b(0).

Similarly, we have

a ◦ b =
∑(

S(a(1)) �2 b
)
a(0) =

∑
a(0)

(
a(1) ·

(
S(a(2)) �2 b

))=∑
a(0)

(
S(a(1))� b

)
for anya, b ∈A. ✷
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Thus
Proposition 3.8. LetX be an object inE(HR) such thatX is quantum commutative inQH .
Then the opposite algebraX in MH

R is an object inE(HR).

Proof. We have to show thatX is an H∗R-bigalois objects. Note that the sets of l
and rightHR-invariants are equal to the sets of the right and leftHR-invariants ofX
respectively by Lemmas 3.6 and 2.5 and the remark preceding to Corollary 2.8.
X has trivial left and rightH∗R-coinvariants. Letf :X ⊗ X→ X ⊗ X be thek-module
map defined byf (x ⊗ y) =∑

x(0) ⊗ S(x(1))� y. It is easy to see thatf is a k-module
isomorphism. Let us compute the canonical Galoisk-module mapβl

X
from X ⊗ X to

H∗R ⊗X. By applying the formulae (17) and (19), we obtain

βl
X

(
y ⊗ x

)=∑
x(−1)⊗ y ◦ x(0)

=
∑

x〈−1〉 ⊗ yx〈0〉

=
∑

x〈−1〉 ⊗ y(0)
(
S(y(1))� x〈0〉

)
=

∑(
S(y(1))� x

)〈−1〉 ⊗ y(0)
(
S(y(1))� x

)〈0〉
for x, y ∈X. SinceX is rightH∗R-Galois, we have the canonical isomorphismβrX :

βrX(x ⊗ y)=
∑

x(0)y ⊗ x(1) =
∑

x[0](0)y ⊗ x[1]S−1(Θr(x[0](1))
)

for anyx, y ∈X. The mapβrX induces an isomorphism

γ r :X⊗X→X⊗H∗R

given byγ r(y ⊗ x)=∑
yx(0)[0] ⊗ S(x(0)[1])Θr(x(1))=∑

yx〈0〉 ⊗ x〈−1〉. Identifying the
k-moduleX with X the mapβl

X
is the following compositek-module isomorphism:

X⊗X
f→X⊗X

γ r

→X⊗H∗R
τ→H∗R ⊗X

whereτ is the flip map.
Similarly, one may verify thatβr

X
is the composite isomorphism:

X⊗X
g→X⊗X

γ l

→H∗R ⊗X
τ→X⊗H∗R,

whereg andγ l are given by

g(x ⊗ y)=
∑

x � y(1)⊗ y(0), γ l(x ⊗ y)=
∑

x〈1〉 ⊗ x〈0〉y

for x, y ∈X. SoX is indeed anH∗ -bigalois object, and hence an object inE(HR). ✷
R
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Now we are able to prove our main theorem in this section. Denote by Gal(HR) the
subset ofE(HR) consisting of the isomorphism classes of objects inE(HR) that are
quantum commutative inQH .

Theorem 3.9. The setGal(HR) is a group.

Proof. First of all we show that Gal(HR) is a sub-semigroup ofE(HR). It is obvious
that I is a quantum commutative algebra and[I ] ∈ Gal(HR). Suppose that[X] and [Y ]
are two elements of Gal(HR). We have to verify thatX ∧ Y is quantum commutative. Fo
simplicity, we will writex #y for an element

∑
xi #yi of X∧Y . Givenx #y, a#b ∈X∧Y ,

we compute
∑
(x(0) #y(0))(y(1)x(1) ⇀ (a #b)).

∑
(x(0) #y(0))

(
y(1)x(1) ⇀ (a #b)

)
=

∑
(x(0) #y(0))(y(1)x(1) �2 a #y(2)x(2) · b)

=
∑

x(0)
(
S(y(1))y(2)x(1) �2 a

)
#y(0)(y(3)x(2) · b)

=
∑

x(0)(x(1) �2 a) #y(0)
(
y(1) · (x(2) · b)

)
=

∑
x(0)(x(1) · a) #y(0)

(
y(1) · (x(2) �1 b)

)
=

∑
ax(0) # (x(1) �1 b)y

= (a #b)(x #y).

This means thatX ∧ Y is quantum commutative as well.
Secondly, we show thatX is quantum commutative ifX is quantum commutative

Indeed, givenx, y ∈X, we have

∑
y(0) ◦

(
y(1) ⇀ x

)=∑
y(0) ◦ S(y(4)) · x(0)R(y(6)⊗ x(2))R

(
x(1)⊗ S(y(3))

)
×R

(
y(5)⊗ S(y(2))

)
u−1(y(1))

=
∑(

S(y(6)) · x(0)
)
y(0)R

(
S(y(5))x(1)y(7)⊗ y(1)

)
×R(y(9)⊗ x(3))R

(
x(2)⊗ S(y(4))

)
R

(
y(8)⊗ S(y(3))

)
u−1(y(2))

=
∑(

S(y(5)) · x(0)
)
y(0)R

(
S(y(4))x(1)y(7)⊗ y(1)

)
R(y(8)⊗ x(3))

×R
(
x(2)y(7)⊗ S(y(3))

)
u−1(y(2))

=
∑(

S(y(5)) · x(0)
)
y(0)R

(
S(y(4))x(1)y(7)⊗ y(1)

)
R(y(8)⊗ x(3))

×R
(
S(x(2)y(7))⊗ y(2)

)
u−1(y(3))

=
∑(

S(y(4)) · x(0)
)
y(0)R

(
S(y(3))⊗ y(1)

)
R(y(5)⊗ x(1))u

−1(y(2))

=
∑(

S(y(4)) · x(0)
)
y(0)u

−1(y(3))R
(
S−1(y(2))⊗ y(1)

)
R(y(5)⊗ x(1))
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=
∑(

S(y(1)) · x(0)
)
y(0)R(y(2)⊗ x(1))

=
∑

y(0)x(0)R(y(1)⊗ x(1))

= x ◦ y.

Thus we have proved that[X] is an element of Gal(HR) if [X] ∈ Gal(HR). Finally we
show that[X] is the inverse of[X] in Gal(HR).

In order to show thatX ∧X ∼= I in E(HR), it is sufficient to construct a non-zero Y
H -module algebra map fromI toX∧X. SinceX is a rightH∗R-Galois object we have th
isomorphism:

βr :X⊗X→X⊗H∗R.

Write
∑

Ui(p)⊗ Vi(p) for the inverse image(βr )−1(1⊗ p) of an elementp ∈H∗R . We
claim that

∑
Ui(p)⊗ Vi(p) is in X ∧X for anyp ∈H∗R . To show this we need to verif

that

∑(
Ui(p) �− h

)
#Vi(p)=

∑
Ui(p) #

(
h−� Vi(p)

)
,

or

∑(
Ui(p) �− h

)
#Vi(p)=

∑
Ui(p) #

(
h� Vi(p)

)
,

for anyh ∈HR .
Indeed, ifp ∈H∗R , we have the formulae

βr
(∑

Ui(p)⊗ Vi(p)
)
=

∑
Ui(p)

(0)Vi(p)⊗Ui(p)
(1) = 1⊗ p,

γ r
(∑

Ui(p)⊗ Vi(p)
)
=

∑
Ui(p)Vi(p)

〈0〉 ⊗ Vi(p)
〈−1〉 = 1⊗ p.

Similarly, writing
∑

Xj (p) ⊗ Yj (p) for the element(βl)−1(p ⊗ 1) if p ∈H∗R , then we
have

∑
Xj(p)

〈1〉 ⊗Xj(p)
〈0〉Yj (p)= p⊗ 1

and

∑
Xj

(
x〈1〉

)⊗ Yj
(
x〈1〉

)
x〈0〉 = x ⊗ 1 (20)

for anyx ∈X. Applying formula (20), we obtain
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∑(
ι⊗ γ r

)(
1⊗Ui(p)⊗ Vi(p)

)= 1⊗ 1⊗ p

=
∑

Ui(p)Vi(p)
〈0〉 ⊗ 1⊗ Vi(p)

〈−1〉

=
∑

Ui(p)Xj (q)⊗ Yj (q)Vi(p)
〈0〉 ⊗ Vi(p)

〈−1〉

=
∑(

ι⊗ γ r
)
Ui(p)Xj (q)⊗ Yj (q)⊗ Vi(p),

whereq = Vi(p)
〈1〉. Sinceι⊗ γ r is an isomorphism, we obtain

∑
1⊗Ui(p)⊗ Vi(p)=

∑
Ui(p)Xj (q)⊗ Yj (q)⊗ Vi(p)

〈0〉, (21)

where againq = Vi(p)
〈1〉. Now letβl ⊗ ι act on both sides of (21), we get

∑
Ui(p)

(−1) ⊗Ui(p)
(0)⊗ Vi(p)=

∑
Vi(p)

〈1〉 ⊗Ui(p)⊗ Vi(p)
〈0〉.

It follows that ∑(
Ui(p) �− h

)
#Vi(p)=

∑
Ui(p) #

(
h� Vi(p)

)
,

for anyh ∈HR , and hence
∑

Ui(p) #Vi(p) is inX ∧X.
Next we show that the well-defined map

ω : I →X ∧X, ω(p)= (
βr

)−1
(1⊗ p)

is an algebra map. In order to simplify the notations, we writea #b andc #d for ω(p) and
ω(q) respectively, wherep,q ∈ I . Since

∑
a(0)b⊗ a(1) =

∑
a[0](0)b⊗ a[1]S−1(Θr(a[0](1))

)= 1⊗ p

is equivalent to

∑
a[0]b(0)⊗ a[1]Θr(b(1))= 1⊗ p,

It is sufficient to show that∑
x[0]y(0)⊗ x[1]Θr(y(1))= 1⊗ pq,

where

x #y = (
a #b

)(
c #d

)=∑(
ac(0) #d(0)b(0)

)
R(d(1)c(1)⊗ b(1)).

Indeed, we have
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∑
x[0]y(0)⊗ x[1]Θr(y(1))

=
∑

a[0]c(0)[0]d(0)b(0)⊗ a[1]c(0)[1]Θr(d(1))Θr(b(1))R(d(2)c(1)⊗ b(2)).

Applying the equations:

∑
c(0)[0]d(0)⊗ c(0)[1]Θr(d(1))⊗ S−1(Θl(d(2)c(1))

)
=

∑
c[0](0)d(0)⊗R−1(c[1]Θr(d(2))⊗ S−1(Θl(c[0](1)d(1))

)
R

)
= 1⊗ (ι⊗ S)

(
R−1(q ⊗ 1)R

)
=

∑
1⊗ S

(
R1)qr1⊗ S

(
R2r2)

whereR = r, we obtain∑
x[0]y(0)⊗ x[1]Θr(y(1))

=
∑

a[0]b(0)⊗ a[1]S
(
R1)qr1Θr(b(1))

〈
S
(
R2r2), b(2)〉

=
∑

a[0]b(0)⊗ a[1]
(
S
(
R1) · q)

Θr(b(1))
〈
S
(
R2, b(2)

)〉
=

∑
a[0]b(0)⊗ a[1]q(0)Θr(b(1))R

(
S(q(1))⊗ S(b(2))

)
=

∑
a[0]b(0)⊗ a[1]q(0)

(
q(1) ·Θr(b(1))

)
=

∑
a[0]b(0)⊗ a[1]Θr(b(1))q

= 1⊗ pq.

Soω is indeed an algebra map.
Finally, we show thatω is a YDH -module map so that it is anHR-bimodule map (or a

H∗R-bicomodule map) as well. Givenp ∈ I andh ∈HR , we have

∑
Ui(p)[0]Vi(p)(0)⊗Ui(p)[1]Θr

(
Vi(p)(1)

)= 1⊗ p.

It implies that

h ·ω(p)=
∑

h(1) ·Ui(p) #h(2) �1 Vi(p)

=
∑

Ui(p)[0] #Vi(p)(0)
〈
h,Ui(p)[1]Θr

(
Vi(p)(1)

)〉
=

∑
Ui(p(1)) #Vi(p(1))〈h,p(2)〉

= ω(h · p).
To show thatω is H op-colinear, we verify thatω is left H ∗-linear. Indeed, ifp ∈H ∗ and
q ∈ I , we have



Y. Zhang / Journal of Algebra 272 (2004) 321–378 351

d

oduct
e.
ω(p · q)=
∑

ω
(
p(2)qS

−1(p(1))
)

=
∑

ω(p(2))ω(q)ω
(
S−1(p(1))

)
=

∑
ω(q)(0)

(
ω(q)(1) ·ω(p(2))

)
ω

(
S−1(p(1))

)
=

∑
ω(q)(0)ω(p(2))ω

(
S−1(p(1))

)〈
ω(q)(1), p(3)

〉
=

∑
ω(q)(0)

〈
ω(q)(1), p

〉
,

where we used the facts thatX∧X is quantum commutative, thatω is an algebra map an
thatω isH -linear. Soω is indeed a YDH -module algebra map, andI ∼=X∧X in E(HR).
This proved that[X] is a right inverse of[X] in Gal(HR). Since any element of Gal(HR)

has a right inverse element in Gal(HR), Gal(HR) is a group. ✷
When(H,R) is a cotriangular Hopf algebra, the braided monoidal categoryMH

R is a
symmetric monoidal category. Since the multiplication of a generalized cotensor pr
A∧B is defined inMH

R , we expect Gal(HR) to be an abelian group, and this is the cas

Proposition 3.10. If (H,R) is a cotriangular Hopf algebra, thenGal(HR) is an abelian
group.

Proof. Let [A] and[B] be two elements of Gal(HR). We prove thatA ∧ B ∼= B ∧ A in
E(HR). Let Ψ be the braiding fromA #R B to B #R A. We show thatΨ restricts to an
isomorphism fromA∧B toB ∧A:

Ψ :A∧B→ B ∧A,
∑

ai #bi →
∑

bi(0) #ai(0)R(bi(1)⊗ ai(1)).

First we show thatΨ (A ∧ B) ⊆ B ∧ A. For simplicity, we writea # b for an element in
A∧B. Givenh ∈H , we have

h · (a #b)=
∑

h(1) · a #h(2) �1 b=
∑

h(1) �2 a #h(2) · b.

ApplyingΨ on both sides of the two equations, we obtain

Ψ
(
h · (a #b)

)=∑
Ψ (h(1) · a #h(2) �1 b)

=
∑

b(0) #h(2) · a(0)R
(
b(1)⊗ h(3)a(1)S

−1(h(1))
)
R(h(4) ⊗ b(2))

=
∑

b(0) #h(2) · a(0)R
(
b(1)⊗ h(3)a(1)S

−1(h(1))
)
R

(
b(2)⊗ S−1(h(4))

)
=

∑
b(0) #h(2) · a(0)R

(
b(1)⊗ S−1(h(4))h(3)a(1)S

−1(h(1))
)

=
∑

b(0) #h(2) · a(0)R
(
b(1)⊗ a(1)S

−1(h(1))
)

=
∑

h(1) �2 b(0) #h(2) · a(0)R(b(1)⊗ a(1)),
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where the third equation holds becauseR is cotriangular. On the other hand,

Ψ
(
h · (a #b)

)=∑
Ψ (h(1) �2 a #h(2) · b)

=
∑

h(3) · b(0) #a(0)R
(
h(4)b(1)S

−1(b(2))⊗ a(1)
)
R

(
S(a(2))⊗ h(1)

)
=

∑
h(3) · b(0) #a(0)R

(
h(4)b(1)S

−1(b(2))⊗ a(1)
)
R(h(1) ⊗ a(2))

=
∑

h(3) · b(0) #a(0)R
(
h(4)b(1)S

−1(b(2))h(1)⊗ a(1)
)

=
∑

h(1) · b(0) #a(0)R(h(2) ⊗ a(1))R(b(1)⊗ a(2))

=
∑

h(1) · b(0) #h(2) �1 a(0)R(b(1)⊗ a(1)).

It follows from Lemma 2.9 that the elementΨ (a # b) is in B ∧ A. Moreover, we have
proved thatΨ (h · (a #b))= h ·Ψ (a #b). That is,Ψ is anH -module map and hence a Y
H -module map fromA∧B toB ∧A. SinceΨ is the restriction of the braiding onA∧B,
we have thatΨB∧A ◦ΨA∧B = IdA∧B . SoΨ is an isomorphism.

Now it remains to show thatΨ is an algebra map. To simplify the notations we leta #b
andc #d be two elements inA∧B. Then

Ψ
(
(a #b)(c #d)

)=∑
b(0) #a(0)c(0)R(d(1)b(1)⊗ c(1)a(1))R(c(2)⊗ b(2))

=
∑

b(0) #a(0)c(0)R(d(1)⊗ c(1)a(1))R(b(1)⊗ c(2)a(2))R(c(3)⊗ b(2))

=
∑

b(0) #a(0)c(0)R(d(1)⊗ c(1)a(1))R(b(1)⊗ c(2)a(2))

×R
(
b(2)⊗ S−1(c(3))

)
=

∑
b(0) #a(0)c(0)R(d(1)⊗ c(1)a(1))R(b(1)⊗ a(2))

=
∑

b(0) #a(0)c(0)R(d(1)⊗ a(1))R(d(2)⊗ c(1))R(b(1)⊗ a(2))

=
∑

(b(0) #a(0))(#c(0))R(d(1)⊗ c(1))R(b(1)⊗ a(1))

= Ψ (a #b)Ψ (c #d).

Thus we have proved thatΨ is an algebra isomorphism and thatA∧B ∼= B ∧A in E(HR).
So Gal(HR) is an abelian group. ✷

4. The exact sequence

In this section, we investigate theR-Azumaya algebras which are Galois extensi
of its coinvariants, and establish a group homomorphism from BC(k,H,R) to the group
Gal(HR) constructed in the previous section. The main result will be the exact seq
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(23). In the sequel, for simplifying notations we will writeM0 for the coinvariant setMcoH

of a rightH -comodule:

{
m ∈M ∣∣ ∑

m(0)⊗m(1) =m⊗ 1
}
.

We start with a special elementaryR-Azumaya algebra.

Lemma 4.1. LetM =H op be the right regularH op-comodule, and letA be the induced
R-Azumaya algebraEnd(M). ThenA∼=H ∗op#H op, where the leftH op-action onH ∗op is
given byh · p =∑

p(1)〈p(2), S−1(h)〉 = S−1(h)⇀ p, wheneverh ∈H op andp ∈H ∗op.

Proof. Let π :H op→ End(M) be the representation of the regular leftH op-module. We
claim thatπ is a rightH op-colinear algebra map. Indeed, by definition, the rightH op-
comodule structure ofπ(h), for h ∈H op, is given by

ρ
(
π(h)

)
(x ⊗ 1)=

∑(
π(h)(x(0))

)
(0)⊗ S−1(x(1))

(
π(h)(x(0))

)
(1)

=
∑

(x(1)h)(1)⊗ S−1(x(2))(x(1)h)(2)

=
∑

x(1)h(1)⊗ S−1(x(3))x(2)h(2)

=
∑

π(h(1))(x)⊗ h(2)

for anyx ∈M. It follows thatρ(π(h))=∑
π(h(1))⊗ h(2). Soπ is a rightH op-colinear

algebra map. This fact implies that the rightH op-comodule algebraA is a smash produc
A0 #H op [10, 1.4], whereA0 is the coinvariant subalgebra ofA.

Now we show thatA0 is isomorphic toH ∗op. It is obvious thatA0 = EndH (M), the
subalgebra of allH op-colinear endomorphisms ofM. We know that thek-module map

λ :H ∗op→ EndH
(
H op), λ(p)(x)=

∑
p(x(1))x(2)

for p ∈H ∗op andx ∈H op, is an algebra isomorphism.
Finally, forp ∈H ∗op, h ∈H op andx ∈M, we have

π(h)
(
λ(p)(x)

)=∑
x(2)h〈p,x(2)〉

=
∑(

S−1(h(1)) ⇀ p
)(
π(h(2))(x)

)
.

It follows that the action ofH op onH ∗op is

h · p = S−1(h)⇀ p =
∑

p(1)
〈
p(2), S

−1(h)
〉

for h ∈H op andp ∈H ∗op. ✷
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Corollary 4.2. Any element ofBC(k,H,R) can be represented by anR-Azumaya algebra
that is a smash product.

Proof. Let [A] be an element of BC(k,H,R). Since End(H op) represents the unit o
BC(k,H,R), we have[A # End(H op)] = [A]. Now the composite algebra map

H op λ→ End
(
H op) ↪→ A # End

(
H op)

is still H op-colinear. It follows thatA # End(H op) is a smash product algebraB #H op

whereB = (A # End(H op))0. ✷
Since any smash product algebra is a Galois extension of its coinvariants, we ha

any element ofBC(k,H,R) can be represented by anR-Azumaya algebra which is a
H op-Galois extension of its coinvariants.

Lemma 4.3. LetA be anR-Azumaya algebra. IfA is anH op-Galois extension ofA0, then
A is aH op-Galois extension ofAop

0 .

Proof. SinceA/A0 is H op-Galois, we have the canonical isomorphism:

β ′A :A⊗A0 A→A⊗H op, a⊗ b →
∑

a(0)b⊗ b(1).

Since the flip mapτ is ak-module isomorphism fromA⊗A0 A to A⊗A
op
0
A, β ′A gives an

isomorphism

η :A⊗A
op
0
A→A⊗H op, η

(
a⊗ b

)=∑
a(0)b⊗ a(1).

Define ak-module map:

ξ :A⊗H op→A⊗H op, a⊗ h →
∑

a(0)⊗ h(3)R
(
h(2)⊗ a(1)S(h(1))

)
.

We show thatξ is ak-module isomorphism. As remarked in the previous section, we
view R as an element

∑
R1⊗ R2 in H ∗ ⊗H ∗ which is a QT structure ofH ∗. Then the

elementu=∑
R2S−1(R1) is the Casimir element ofH ∗ that is invertible. Thus we ma

rewrite thek-module mapξ as the following composite map:

A⊗H op ι⊗ũ−−→A⊗H op σ→A⊗H op

wherẽu is defined bỹu(h)= h↼ u=∑
h(2)u(h(1)), andσ is defined by

σ
(
a⊗ h

)=∑
h(1) �1 a⊗ h(2) =

∑
a(0)⊗ h(2)R(h(1) ⊗ a(1))
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for all a ∈ A andh ∈ H op. Sinceũ andσ arek-module isomorphisms, we have thatξ is
an isomorphism. It is easy to check thatβA = ξβ ′Aτ . SoβA is an isomorphism, andA/Aop

0
is anH op-Galois extension. ✷

In the sequel, anR-Azumaya algebraA is said to beGalois if it is a right H op-Galois
extension of its coinvariant subalgebraA0. LetA be a GaloisR-Azumaya algebra. Denot
by π(A) the centralizer subalgebraCA(A0) of A0 in A. It is clear thatπ(A) is anH op-
comodule subalgebra ofA. The Miyashita–Ulbrich–Van Oystaeyen (MUVO) action [2
30,32] ofH onπ(A) is given by

h⇀ a =
∑

Xi(h)aYi(h), (22)

where
∑

Xi(h)⊗ Yi(h)= β−1(1⊗ h), for h ∈H . It is well-known (e.g., see [6,30]) tha
π(A) together with the action (22) is a new YDH -module algebra. Moreover,π(A) is
quantum commutative in the sense of (18). By Corollary 2.8,π(A) is anHR-bimodule
algebra, orA is anH∗R-bicomodule algebra.

Lemma 4.4. LetA be a GaloisR-Azumaya algebra. Thenπ(A)/k is anH∗R-biextension.

Proof. Given a ∈ π(A)�, then by Lemma 2.5, we haveh ⇀ a = h �1 a for anyh ∈ H .
Then for any elementb ∈A, we have

ab=
∑

b(0)(b(1) ⇀ a)=
∑

b(0)(b(1) �1 a).

This means thata is an element in the leftH -center ofA that is trivial [7]. Soπ(A)� = k.
Similarly, for a ∈ �π(A), we have

ab=
∑

b(0)(b(1) ⇀ a)=
∑

b(0)(b(1) �2 a)=
∑

b(0)a(0)R
−1(a(1)⊗ b(1)),

for anyb ∈A. This implies that
∑

a(0)b(0)R(a(1)⊗b(1))= ba for anyb ∈A. Soa is in the
rightH -center ofA that is trivial as well. It follows thatπ(A)/k is anH∗R-biextension. ✷

Next we show thatπ(A) is faithfully flat overk. To this end we consider the algeb
A #R H∗R . There is a leftA #A=Ae module structure onA #R H∗R as follows:

(
a #b

) · (c⊗ p)=
∑

a
(
S(b(2)) �2 c

)
b(0)⊗

(
S(b(1))−� p

)
for a # b ∈Ae andc⊗ p ∈ A #R H∗R . It is not hard to verify thatA #R H∗R is an object in
the categoryAeQH which is equivalent toQH through the pair of functors((−)A,A⊗−)
(see [7, Proposition 2.6] for further details).

Let Γ be theH op-comodule subalgebra ofA #R H∗R :

(
A #R H∗R

)A = {
x ∈A #R H∗R

∣∣ (b # 1)x = (
1 #b

)
x, ∀b ∈A}

.
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ThenA #R H∗R ∼= A⊗ Γ by [7, Proposition 2.6]. ThusΓ is a faithfully flat algebra overk
sinceA andH∗R are faithfully flat.

Lemma 4.5. LetA be a GaloisR-Azumaya algebra. Thenπ(A)∼= Γ and henceπ(A) is
faithfully flat overk.

Proof. It is sufficient to prove thatΓ = π(A) ∧ H∗R . Let x = a ⊗ p be an element in
π(A)∧H∗R . We verify that(b # 1)x = (1 #b)x for anyb ∈A. Indeed, we have

(
1 #b

)
(a⊗ p)=

∑(
S(b(2)) �2 a

)
b(0)⊗

(
S(b(1))−� p

)
=

∑
S(b(2)) �2

(
a �− S(b(1))

)
b(0)⊗ p

=
∑(

S(b(3)) �2
(
S2(b(2)) �2

(
S(b(1)) · a

)))
b(0)⊗ p

=
∑(

S(b(1)) · a
)
b(0)⊗ p

= ba⊗ p = (b # 1)(a⊗ p),

whenevera, b ∈A andp ∈H∗R . Thus we have proved thatπ(A)∧H∗R is contained inΓ .
Conversely, letA0 #1 be the subalgebra ofA#RH∗R . It is easy to see thatπ(A)#RH∗R is

the centralizer ofA0 # 1 inA#R H∗R. ThusΓ ⊆ π(A)#RH∗R . Letx = a⊗p be an elemen
in Γ . For any elementh ∈H op, there exists a unique element

∑
Xi(h)⊗Yi(h) ∈A⊗A0 A

such that
∑

Xi(h)Yi(h)(0)⊗ Yi(h)(1) = 1⊗ h, or equivalently

∑
Xi(h)(0)Yi(h)⊗Xi(h)(1) = 1⊗ S−1(h).

Thus we have

(a �− h)⊗ p =
∑

S(h(1)) �2 (h(2) · a)⊗ p

=
∑

S(h(1)) �2
(
Xi(h(2))aYi(h(2))

)⊗ p

=
∑

S(h(1)) �2
(
S
(
Xi(h(2))(2)

) �2 a
)
Xi(h(2))(0)Yi(h(2))

⊗ (
S
(
Xi(h(2))(1)

)−� p)
=

∑
S(h(1)) �2

(
S
(
S−1(h(2))

) �2 a
)⊗ (

S
(
S−1(h(3))

)−� p)
= a ⊗ (h−� p),

which proves thatΓ is contained inπ(A)∧H∗R . ✷
Recall from [30, Lemma 1.3] that when a GaloisH op-comodule algebraA is an

Azumaya algebra, the centralizerπ(A) is a rightH ∗-Galois extension ofk with respect
to the MUVO action (22). This is no longer the case whenA is anR-Azumaya algebra
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However, we will see thatπ(A) would be anH∗R-Galois object, instead of anH ∗-Galois
object.

Proposition 4.6. LetA be a GaloisR-Azumaya algebra, and letπ(A) be as above. The
π(A) is an object inGal(HR).

Proof. LetF :A#A→ End(A) be the canonicalH -linear algebra isomorphism. It is ea
to see thatF induces an algebra isomorphismπ(A) #π(A)→ EndA0−A0(A), where the
latter is the subalgebra of allA0-biendomorphisms ofA. SinceA/A0 is H op-Galois, we
have the Doi–Takeuchik-module isomorphism:

δ : Hom
(
H,π(A)

)→ EndA0−A0(A), δ(f )(a)=
∑

a(0)f (a(1))

[11, 3.2]. Define ak-module mapα as follows:

α :π(A)⊗ π(A)→ π(A)⊗H ∗, a ⊗ b →
∑

a[0]b(0)⊗ a[1]Θr(b(1)).

One may take a while to check thatα andδ fit in the following commutative diagram:

π(A)⊗ π(A)
F

α

EndA0−A0(A)

π(A)⊗H ∗
∼=

Hom
(
H,π(A)

)
.

δ

Note that here we viewF as ak-module isomorphism fromπ(A)⊗π(A) to EndA0−A0(A).
It follows from the above commutative diagram thatα is a k-module isomorphism. It is
evident that the canonical Galoisk-module mapβr is now the composite isomorphism:

π(A)⊗ π(A)
α→ π(A)⊗H ∗ η→ π(A)⊗H ∗

whereη is given byη(a⊗p)=∑
a(0)⊗pS−1(Θr(a(1))) whenevera ∈ π(A) andp ∈H ∗.

So we obtain thatπ(A) is a rightH∗R-Galois object.
Similarly, letG :A #A→ End(A)op be the canonicalH -linear algebra isomorphism

Then one has the commutative diagram

π(A)⊗ π(A)

α′

G
EndA0−A0(A)

op

π(A)⊗H ∗
∼=

Hom
(
H,π(A)

)δ
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whereα′ is given byα′(a⊗ b)=∑
a(0)[0]b⊗ a(0)[1]Θl(a(1)) for a, b ∈ π(A). Let ζ andη′

be thek-linear automorphisms ofπ(A)⊗H ∗ given by

ζ(a⊗ p)=
∑

a[0] ⊗ S(a[1])p, η′(a ⊗ p)=
∑

a(0)⊗ pS
(
Θl(a(1))

)
for anya ∈A andp ∈H ∗. We have

η′ζα′(a⊗ b)=
∑

ab[0](0)⊗ S
(
Θl(b[0](1))b[1]

)
for any a, b ∈ π(A). It follows that the Galoisk-module mapβl is the composite
isomorphism(S−1⊗ ι)τη′ζα′, whereτ is the flip map. Soπ(A) is a leftH∗R-Galois object.
This completes the proof.✷

Now we are ready to show thatπ induces a group homomorphism from the Bra
group BC(k,H,R) to the group Gal(HR).

Proposition 4.7. Let A and B be two GaloisR-Azumaya algebras. Then we ha
π(A #B)= π(A)∧ π(B).

Proof. It is obvious thatπ(A#B)⊆ π(A)#π(B) becauseA0⊗B0=A0 #B0⊆ (A#B)0.
For an elementh ∈H op, we let

β−1
A (1⊗ h)=

∑
Xj(h)⊗ Yj (h) ∈A⊗A0 A,

β−1
B (1⊗ h)=

∑
Ui(h)⊗ Vi(h) ∈B ⊗B0 B.

Then we have∑(
Xj (h) # 1

)⊗ (
Yj (h) # 1

)= β−1
A#B(1⊗ h)=

∑(
1 #Ui(h)

)⊗ (
1 #Vi(h)

)
.

This implies that the MUVO action ofH onπ(A #B) can be written in two ways:

h⇀ (a #b)=
∑(

Xj(h) # 1
)
(a #b)

(
Yj (h) # 1

)
=

∑(
1 #Ui(h)

)
(a #b)

(
1 #Vi(h)

)
where a # b should be read as a sum of elements inA # B. Precisely, we have fo
a #b ∈ π(A #B),

h⇀ (a #b)=
∑(

Xj(h) # 1
)
(a #b)

(
Yj (h) # 1

)
=

∑
Xj(h)aYj (h)(0) #Yj (h)(1) �1 b

=
∑

h(1) ⇀ a #h(2) �1 b.
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On the other hand, we have

h⇀ (a #b)=
∑(

1 #Ui(h)
)
(a #b)

(
1 #Vi(h)

)
=

∑
a(0) #

(
a(1) �1 Ui(h)

)
bVi(h)

=
∑

a(0) #Ui(h)(0)bVi(h)R
(
a(1)⊗Ui(h)(1)

)
=

∑
a(0)R

(
a(1)⊗ S−1(h(1))

)
#h(2) ⇀ b

=
∑

h(1) �2 a #h(2) ⇀ b.

This means thata # b is in π(A) ∧ π(B) by Lemma 3.3. It follows thatπ(A # B) ⊆
π(A)∧ π(B).

Conversely, ifa # b is an element ofπ(A) ∧ π(B), we show thata # b ∈ π(A #B).
Indeed, givenx #y ∈ (A #B)0, we have

∑
x(0) #y0⊗ y(1)x(1) = x ⊗ y ⊗ 1,

or ∑
x(0) #y ⊗ x(1) =

∑
x #y(0)⊗ S(y(1)).

These two formulae lead to the equations:

(a #b)(u #v)=
∑

au(0) # (x(1) �1 b)v

=
∑

x(0)(x(1) ⇀ a) # (x(2) �1 b)v

=
∑

x(0)(x(1) �2 a) # (x(2) ⇀ b)y

=
∑

x(0)(x(1) �2 a) #y(0)(y(1)x(2) ⇀ b)

=
∑

x(0)(x(1) �2 a) #yb

=
∑

x
(
S(y(1)) �2 a

)
#y(0)b

=
∑

xa(0) # (a(1) �1 y)b

= (x #y)(a #b),

where we used the quantum commutativity (18). This implies thata # b ∈ π(A #B). So
π(A)∧ π(B)⊆ π(A #B), and hence they are equal.✷
Lemma 4.8. LetM be a finite rightH op-comodule, andA = End(M) be the elementar
R-Azumaya algebra. IfA is a GaloisR-Azumaya algebra, thenπ(A)∼= I .
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Proof. SinceM is a rightH op-comodule, we may viewM as a leftH ∗-module. The
representation map

λ :H ∗ →A, λ(p)(m)= p ·m=
∑

m(0)〈p,m(1)〉

sendsH ∗ into the subalgebraπ(A) becauseA0 = EndH ∗(A). Thusλ is an algebra map
from I to π(A). If we can prove thatλ is a YDH -module map, thenλ becomes anHR-
bimodule map, and hence an isomorphism between the two Galois objects in Gal(HR). By
definition (11),λ is rightH op-colinear. We show thatλ is leftH -linear as well.

To show thatλ(h · p) = h⇀ λ(p) for h ∈ H andp ∈ I , it is sufficient (or equivalent
to show that

λ(p)f =
∑

f(0)λ(f(1) · p)

for anyf ∈A. Givenm ∈M andf ∈A, we have

∑
f(0)λ(f(1) · p)(m)=

∑
f(0)(m(0))〈p,m(1)f(1)〉.

Since ∑
f(0)(m)⊗ f(1) =

∑
f (m(0))(0)⊗ S(m(1))f (m(0))(1),

we have

∑
f(0)λ(f(1) · p)(m)=

∑
f(0)(m(0))〈p,m(1)f(1)〉

=
∑

f (m)(0)
〈
p,f (m)(1)

〉
= p · f (m)
= λ(p)f (m).

This proves thatλ is a YDH -module algebra map, and hence an isomorphism becaI
andπ(A) areH∗R-bigalois objects. ✷
Lemma 4.9. π induces a group homomorphism̃π from BC(k,H,R) to Gal(HR), where
π̃([A]) = [π(A)] and A is a GaloisR-Azumaya algebra representing the class[A] in
BC(k,H,R).

Proof. First we show that̃π is well-defined. Suppose thatA and B are two Galois
R-Azumaya algebras representing the same class in BC(k,H,R). Then there are two finit
rightH op-modulesM,N such that

A # End(M)∼= B # End(N).
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and
Let H op be the regular rightH op-comodule. By Lemma 4.1, End(H op) is a Galois
R-Azumaya algebra. Since End(M) # End(H op) ∼= End(M ⊗ H op) is still a Galois
R-Azumaya algebra, by Lemma 4.8 we have

π
(
End(M) # End

(
H op))∼= π

(
End

(
M ⊗H op))∼= I.

This implies that

π(A)∼= π(A)∧ I

∼= π
(
A # End(M) # End

(
H op))

∼= π
(
B # End(N) # End

(
H op))

∼= π(B)∧ I

∼= π(B).

So we obtain that̃π([A])= π̃([B]), andπ̃ is well-defined. ✷
In order to figure out the kernel of̃π , we need two more preparations. Recall from

that an action of a Hopf algebraH on an algebraA is called aninner actionif there is an
invertible elementu in the convolution algebra Hom(H,A) such that

h · a =
∑

u(h(1))au
−1(h(2))

for anya ∈A andh ∈H . If in addition,u is an algebra map, then the action ofH is called
a strongly inner action.

Lemma 4.10. LetA be a GaloisR-Azumaya algebra such thatπ(A)∼= I . Then the action
ofH ∗cop (or the coaction ofH op) onA is strongly inner.

Proof. By assumption, there is a YDH -module algebra isomorphismψ : I → π(A). Thus
the action and the coaction ofH onπ(A) are determined by the corresponding action
the coaction ofH on I throughψ . Namely, we have:

h⇀ψ(p)=
∑

ψ(p(1))〈p(2), h〉,

h∗ ·ψ(p)=
∑

ψ
(
h∗(2)

)
ψ(p)ψ

(
S−1(h∗(1)))

wherep ∈ I,h∗ ∈ H ∗op andh ∈ H . In particular, theH op-coaction onπ(A) is strongly
inner. We show that this inner action extends to the inner action onA. Indeed, givena ∈A
andh∗ ∈H ∗op, we have
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h∗ · a =
∑

a(0)
〈
h∗, a(1)

〉
=

∑
ψ

(
h∗(3)S

−1(h∗(2)))a(0)〈h∗(1), a(1)〉
=

∑
ψ

(
h∗(3)

)
a(0)

(
a(1) ⇀ ψ

(
S−1(h∗(2))))〈h∗(1), a(2)〉

=
∑

ψ
(
h∗(4)

)
a(0)ψ

(
S−1(h∗(3)))〈S−1(h∗(2)), a(1)〉〈h∗(1), a(2)〉

=
∑

ψ
(
h∗(2)

)
aψ

(
S−1(h∗(1))).

This means that the algebra mapψ :H ∗op→ π(A) ↪→ A induces a strongly inner actio
of H ∗op onA. ✷
Lemma 4.11. Let A be a GaloisR-Azumaya algebra such thatπ(A) ∼= I , andB any
R-Azumaya algebra. Then as algebras

(a) A⊗B ∼=A #B,
(b) A∼=Aop,
(c) A is an Azumaya algebra.

Proof. (a) Letψ : I → π(A) be an isomorphism of the two Galois objects inE(HR). We
define ak-module mapξ as follows:

ξ :A⊗B→A #B, ξ(a ⊗ b)=
∑

aψ
(
Θr

(
S(b(1))

))
#b(0).

It is easy to see thatξ is an isomorphism. We verify thatξ is an algebra map as we
Indeed, fora, c ∈A andb, d ∈ B, then

ξ
(
(a ⊗ b)(c⊗ d)

)=∑
acψ

(
Θr

(
S(d(1)b(1))

))
#b(0)d(0)

=
∑

aψ
(
Θr

(
S(b(3))

))
ψ

(
Θr(b(2))

)
cψ

(
Θr

(
S(d(1))

))
×ψ

(
Θr

(
S(b(1))

))
#b(0)d(0)

=
∑

aψ
(
Θr

(
S(b(2))

))[
Θr(b(1)) ·

(
cψ

(
Θr(d(1))

))]
#b(0)d(0)

=
∑(

aψ
(
Θr

(
S(b(1))

)
#b(0)

)(
cψ

(
Θr(d(1))

))
#d(0)

)
= ξ(a ⊗ b)ξ(c⊗ d).

For (b) and (c), the proof of part (a) shows that there is ak-module mapν :A→ Aop

given by

ν
(
a
)=∑

ψ
(
Θr

(
S(a(1))

))
a(0).

We show thatν is the desired algebra isomorphism.
First ν is an algebra map. Givena, b ∈A, we have
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ν
(
ab

)=∑
ν
(
b(0)a(0)

)
R(b(1)⊗ a(1))

=
∑

ψ
(
Θr

(
S(a(1)b(1))

))
b(0)a(0)R(b(2)⊗ a(2))

=
∑

ψ
(
Θr

(
S(b(2)a(2))

))
b(0)a(0)R(b(1)⊗ a(1))

=
∑

ψ
(
Θr

(
S(b(1)a(2))

))(
Θr(a(1)) · b

)
a(0)

=
∑

ψ
(
Θr

(
S(b(1)a(3))

))
ψ

(
Θr(a(2))

)
bψ

(
Θr

(
S(a(1))

))
a(0)

=
∑

ψ
(
Θr

(
S(b(1))

))
b(0)ψ

(
Θr

(
S(a(1))

))
a(0)

= ν
(
a
) ◦ ν(b).

Now one may easily check that the following diagram commutes:

A⊗A
ξ

ι⊗ν

A #A
F

End(A)

A⊗Aop

can

SinceF ◦ ξ is an isomorphism, we obtain thatι⊗ ν is injective andcanis surjective. Since
all the algebras involved are finite,ν and can are isomorphisms. SoA is an Azumaya
algebra andA∼=Aop as algebras. ✷
Theorem 4.12. We have an exact sequence of group homomorphisms:

1→ Br(k)
ι→ BC(k,H,R)

π̃→Gal(HR). (23)

Proof. Suppose thatA,B are two GaloisR-Azumaya algebras such that[A], [B] ∈
Ker(π̃). By Lemma 4.11,A andB are Azumaya algebras, andA # B ∼= A ⊗ B. This
implies that there is a group homomorphism

ζ : Ker(π̃)→ Br(k), ζ
([A])= [A]

by forgetting theH -structures onA, where [A] ∈ Ker(π̃) is represented by a Galo
R-Azumaya algebraA. It is evident thatζ ◦ ι = id, the identity map on Br(k). If we can
show thatζ is also injective, then Ker(π̃) ∼= Br(k). Indeed, ifζ([A]) = 1 ∈ Br(k), then
there is a finitek-moduleM such thatA ∼= End(M) as an algebra. By Lemma 4.10, t
coaction ofH ∗op onA is strongly inner. So there is anH ∗op-coaction onM such thatM
is a rightH ∗op-comodule andA∼= End(M) asH ∗op-comodule algebra. This implies th
[A] = [End(M)] = 1 in BC(k,H,R). It follows that the sequence (23) is exact.✷

Note that the exact sequence (23) indicates that the factor group BC(k,H,R)/Br(k) is
completely determined by theH∗R-bigalois objects. In particular, whenk is an algebraic
closed field, BC(k,H,R) is a subgroup of Gal(HR).
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Now let us look at some special cases. First letH be a commutative Hopf algebra. Th
H has a trivial coquasitriangular structureR = ε ⊗ ε. In this case,HR is equal toH as
an algebra andD[H ] =H ⊗H is the tensor product algebra. AnR-Azumaya algebra is
an Azumaya algebra which is a rightH -comodule algebra with the trivial leftH -action.
On the other hand, theHR-bimodule structures (3) and (6) of a YDH -moduleM coincide
and are exactly the leftH -module structure ofM. So in this case an object in the catego
E(HR) is nothing but anH ∗-Galois object which is automatically anH ∗-bigalois object
sinceH ∗ is cocommutative. So the group Gal(HR) is the groupE(H ∗) of H ∗-Galois
objects with the cotensor product overH ∗. So we obtain the following exact sequence d
to Beattie.

Corollary 4.13 [2]. LetH be a finite commutative Hopf algebra. Then the following gr
sequence is exact and split:

1→ Br(k)
ι→ BC(k,H)

π̃→E(H ∗)→ 1

where the group map̃π is surjective and split because anyH ∗-Galois objectB is equal to
π(B #H) and the smash productB #H is a rightH -comodule Azumaya algebra whi
represents an element inBC(k,H).

Secondly we letR be a non-trivial coquasitriangular structure ofH , but letH be a
commutative and cocommutative finite Hopf algebra overk. In this case,HR is isomorphic
to H as an algebra and becomes a Hopf algebra. An object in Gal(HR) is anH ∗-bigalois
object. It is not difficult to check that YDH -module(orH -bimodule) structures commut
with bothH ∗-Galois structures.

Let θ be the Hopf algebra map corresponding to the coquasitriangular structureR, that
is,

θ :H →H ∗, θ(h)(l)=R(l ⊗ h)

for h, l ∈H . Let⇀ be the inducedH -action on a rightH -comoduleM:

h⇀m=
∑

m(0)θ(h)(m(1))=
∑

m(0)R(m(1)⊗ h)

for h ∈ H and m ∈ M. In [31], Ulbrich constructed a groupD(θ,H ∗) consisting of
isomorphism classes ofH ∗-bigalois objects which are alsoH -bimodule algebras suc
that all H andH ∗ structures commute, and satisfy the following additional condit
interpreted by means ofR, cf. [31, (14), (16)]:

h−� a =
∑

a(0) �− h(1)R
(
a(1)⊗ S(h(2))

)
R

(
S(h(3))⊗ a(2)

)
,∑

x(0)(a �− x(1))=
∑

(x(1) ⇀ a)x(0).
(24)

Let us check that any objectA in the categoryE(HR) satisfies the conditions (24) so th
A represents an element ofD(θ,H ∗). Indeed, sinceH is commutative and cocommutativ
we have
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h−� a =
∑

(h(2) · a(0))R
(
S−1(h(4))⊗ h(3)a(1)S

−1(h(1))
)

=
∑

(h(1) · a(0))R
(
S(h(2))⊗ a(1)

)
=

∑
(h(2) · a(0))R(a(1)⊗ h(1))R

(
a(2)⊗ S(h(3))

)
R

(
S(h(4))⊗ a(3)

)
=

∑
(a(0) �− h(1))R

(
a(1)⊗ S(h(2))

)
R

(
S(h(3))⊗ a(2)

)
,

and

∑
x(0)(a �− x(1))=

∑
x(0)(x(1) · a(0))R(a(1)⊗ x(1))

=
∑

a(0)x(0)R(a(1)⊗ x(1)) (by q.c.)

=
∑

(x(1) ⇀ a)x(0)

for anya, x ∈ A andh ∈H . It follows that the group Gal(HR) is contained inD(θ,H ∗).
As a consequence, we obtain Ulbrich’s exact sequence [31, 1.10]:

1→ Br(k)→ BD(θ,H ∗) πθ→D(θ,H ∗)

for a commutative and cocommutative finite Hopf algebra with a Hopf algebra mapθ from
H to H ∗. In particular, whenH = kG, a group Hopf algebra of an abelian group, we
the exact sequence [9, 1.2]:

1→ Br(k)→ Bφ(k,G)
π→Galz(k,G),

whereφ :G×G→ U(k) is a bicharacter map.

5. An example

In this section, we letk be a field with ch(k) �= 2. LetH4 be the Sweedler 4-dimension
Hopf algebra overk. That is,H4 is generated by two elementsg andh satisfying

g2= 1, h2= 0, gh+ hg = 0.

The comultiplication, the counit and the antipode are given as follows:

∆(g) = g⊗ g,

ε(g) = 1,
S(g) = g,

∆(h) = 1⊗ h+ h⊗ g,

ε(h) = 0,
S(h) = gh.
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There is a family of CQT structuresRt onH4 parameterized byt ∈ k as follows:

Rt 1 g h gh

1 1 1 0 0
g 1 −1 0 0
h 0 0 t −t
gh 0 0 t t

It is not hard to check that the Hopf algebra mapsΘl andΘr induced byRt are as follows:

Θl : H
cop
4 →H ∗4 , Θl(g)= 1− g = x, Θl(h)= t

(
h− gh

)= txy,

Θr : H op
4 →H ∗4 , Θr(g)= 1− g = x, Θr(h)= t

(
h+ gh

)= ty

where {1, g,h, gh} is the dual basis ofH ∗4 . When t is non-zero,Θl and Θr are
isomorphisms, so thatH4 is a self-dual Hopf algebra.

The deformation algebraHRt is a four-dimensional commutative algebra generate
two elementsx andy satisfying the relations:

x2= 1, xy − yx = 0, y2= t (1− x).

The double algebraD[H4] with respect toRt is generated by four elements,g1, g2, h1 and
h2 subject to the following relations:

g2
i = 1, h2

i = 0, gihj + hjgi = 0,

g1g2= g2g1, h1h2+ h2h1= t (1− g1g2).

The comultiplication ofD[H4] is easy because the Hopf subalgebras generated bygi, hi ,
i = 1,2, are isomorphic toH4. Thus the algebra embeddingφ reads as follows:

Φ :HRt →D[H4], φ(x)= g1g2, φ(y)= g1(h2− h1).

Let us consider the triangular case whereR = R0 and writeHR for HR0. The dual
coalgebraC =H∗R has a linear basis{e, a, b, c} with comultiplication and counit given b

∆(e)= e⊗ e, ∆(a)= a ⊗ a, ∆(b)= b⊗ e+ e⊗ b, ∆(c)= c⊗ a + a⊗ c,

ε(e) = 1, ε(a) = 1, ε(b) = 0, ε(c) = 0.

It is easy to see thatC = Ce ⊕Ca , whereCe = ke+ kb andCa = ka + kc.

Lemma 5.1. If A is an object inE(HR), then there is a linear basis{1, u, v,w} of A such
that

ρ(1)= 1⊗ e, ρ(u)= u⊗ a,

ρ(v)= v⊗ e+ 1⊗ b, ρ(w)=w⊗ a + u⊗ c.
(25)
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Proof. Since A is a C-Galois object, it is a four-dimensional algebra. The ri
C-comodule ofA decomposes into

A=A✷C(Ce ⊕Ca)= (A✷CCe)⊕ (A✷CCa)=Ae ⊕Aa.

The spacesAe andAa are two-dimensional spaces andAe contains the unit. LetAe =
k + kv′ andAa = ku′ + kw′. Thenρ(v′) = v′ ⊗ e + µ ⊗ b for someµ ∈ k because
(ι⊗ ε)ρ(v′)= v′ and(ι⊗∆)ρ(v′)= (ρ⊗ ι)ρ(v′). SinceA isC-Galois,µ is non-zero. Se
v = µ−1v′. We haveρ(v)= v⊗ e+ 1⊗ b.

Similarly, one may find an elementu ∈Aa such thatρ(u)= u⊗a becausea is a group-
like element, and an elementw ∈Aa such thatρ(w)=w⊗ a+ u⊗ c. The set{1, v, u,w}
forms a basis ofA. ✷
Corollary 5.2. LetA be a Galois object inE(HR). Then there exist a basis{1, u, v,w} of
A such that the action ofHR on the basis is as follows:

x · 1= 1, x · u=−u, x · v = v, x ·w =−w,
y · 1= 0, y · u= 0, y · v = 1, y ·w = u.

(26)

Let A be an object inE(HR). We choose a basis{1, v, u,w} satisfying the propertie
of Lemma 5.1 and Corollary 5.2. We consider the possible YDH4-module structures o
A such that the inducedH∗R-comodule structure andHR-module structure on the bas
{1, u, v,w} are (25) and (26) respectively.

Let X andY be the matrix representations inM4×4 of x, y ∈HR . ThenX andY have
the forms with respect to the basis{1, u, v,w}:

X =




1
−1

1
−1


 , Y =




1
1


 ,

where the blank entries are zeros. SinceR0(h, l) = R0(l, h) = 0 for any elementl ∈
H4, we haveh �2 m = 0 for m ∈ M, whereM is a right H4-comodule. Thus the
matrix representation ofh1 ∈ D[H4] in M4×4 is the zero matrix. LetGi and Hi be
the representation matrices ofgi and hi in M4×4, i = 1,2. Sincex = g1g2 and y =
g1(h2− h1), we haveX =G1G2 andY =G1H2 becauseH1= 0.

SinceG1 anti-commutes withY andG2
1= I4, we obtain thatG1 (and consequentlyG2)

are of the forms:

G1=




1 c

a b

−1
−a


 , G2=




1 c

−a b

−1
a


 ,
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wherea2= 1 andb, c ∈ k. It is easy to see thatG1 andG2 have two different eigenvalue
1 and−1. If we choose a different basis ofA, say,{1, u, v,w}, thenG1 andG2 can be of
the following forms:

G1=




1
1

−1
−1


 , G2=




1
−1

−1
1


 .

However, the matrixH2 depends on the choice ofa = ±1. So it has the following two
types of forms:

(i) H2=




1
1


 , (ii) H2=




1
0

0
−1


 ,

Thus we obtain the following:

Proposition 5.3. LetA be an object inE(HR). There is a basis{1, u, v,w} of A such that
theH4-module structure and theHR-module structure are either

Type I: g · 1= 1, g · u=−u, g · v =−v, g ·w =w,

h · 1= 0, h · u= 0, h · v = 1, h ·w = u,

x · 1= 1, x · u=−u, x · v = v, x ·w =−w,
y · 1= 0, y · u= 0, y · v = 1, y ·w = u

(27)

or

Type II: g · 1= 1, g · u=−u, g · v =−v, g ·w =w,

h · 1= 0, h · u=−w, h · v = 1, h ·w = 0

x · 1= 1, x · u=−u, x · v = v, x ·w =−w,
y · 1= 0, y · u=w, y · v = 1, y ·w = 0.

(28)

An objectA in E(HR) is said to be oftypeI if A has the structures (27), and it is sa
to of typeII if it satisfies (28). Since theH4-comodule structure ofA is partially killed by
the coquasitriangular structureR0, we can not obtain the comodule structure ofA in the
same way as we obtained the module structure ofA. However, we have not analyzed t
multiplication ofA and the quantum commutativity ofA.

Let {1, u, v,w} be the basis we chose in Proposition 5.3 so that theH4-action onA
are of the forms (27) or (28). LetU,V andW be the matrix representation of the regu
multiplication ofu,v andw in A.

Proposition 5.4. Let A be an object inE(HR) with theH4-module structure(27) on a
basis{1, u, v,w}. ThenA is a generalized quaternion algebra(α,β ) with α �= 0.
k
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Proof. SinceA is anH4-module algebra, the matricesU , V , W andG2, H2 must satisfy
the commutation rules stemming from the smash productA # H4. Thus we have the
following relations:

G2U =−UG2, G2V =−VG2, G2W =WG2,

H2U =UH2, H2V = VH2+G2, H2W =WH2+UG2.

A further computation shows thatU,V andW are of the forms:

U =




α

1

α

1


 , V =




β

−β
1

−1


 ,

andW = UV , for someα,β ∈ k. This implies thatA is a generalized quaternion algeb
with generatorsu andv satisfying the relations:u2= α, v2= β anduv + vu= 0.

Next we show thatα �= 0. SinceA is anH∗R-Galois object with the rightH∗R-coaction
given by (25), we haveβr(u⊗ u)= u2⊗ a = α⊗ a. The bijectivity ofβr implies thatα is
non-zero. ✷

If an objectA in E(HR) is of type I, thenA is necessary a generalized quatern
algebra and is a rightH ∗4 -Galois object. Using a similar argument to the one made ab
we obtain the following:

Proposition 5.5. LetA be an object inE(HR) with theH4-module structure given by(28).
ThenA is a commutative algebrak〈√α 〉 ⊗ k〈√β 〉 for someα �= 0, β ∈ k, where the two
generators arev andw andu=−vw.

Note that if an object inE(HR) is of type II, then theH4-module algebra is no
an H ∗4 -Galois object. Once we know theH4-module algebra structure of an object
E(HR), we are able to work out theH4-comodule structure ofA by utilizing the quantum
commutativity. Let us first translate the q.c. formula into its dual version. Suppose tA

is a q.c. YDH -module algebra. Denote by
∑

a[0] ⊗ a[1] ∈ A⊗H ∗ the dual coaction o
H ∗ on elementa. Then the quantum commutativity ofA can be stated in terms of the du
action and dual coaction ofH ∗:

ab=
∑

(a[1]⇀b)a[0] (29)

for any elementsa, b ∈A, whereh∗⇀a =∑
a(0)〈h∗, a(1)〉 for h∗ ∈H ∗ anda ∈A.

Proposition 5.6. Let A be an object inE(HR) with a basis {1, u, v,w} satisfying
Proposition5.3.

(i) If A is of typeI, then theH4-comodule structure is given by
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ρ(u)= u⊗ 1− 2w⊗ gh, ρ(v)= v⊗ g + 2β ⊗ h,

ρ(w)=w⊗ g.
(30)

(ii) If A is of typeII , then theH4-comodule structure ofA is given by

ρ(u)= u⊗ 1, ρ(v)= v⊗ g+ 2β ⊗ h,

ρ(w)=w⊗ g− 2u⊗ h.
(31)

Proof. In caseA is of type I the formulae given in (30) are uniquely determined by theH4-
module structure ofA and are given by the MUVO action ofH ∗4 sinceA is anH ∗4 -Galois
object (see [6,30]). Suppose thatA is of type II. In this caseA is not anH ∗4 -Galois object.
So theH4-comodule structure ofA is not from a MUVO action onA. However, we may
still recover theH4-comodule structure from the quantum commutativity and theH4-
module structure ofA. It is sufficient (and necessary) to obtain the dual action ofH ∗4 of
the coaction ofH4. SinceH ∗4 is isomorphic toH4 we simply need to work out the actio
of g andh on the generatorsv,w of A= k〈√α 〉 ⊗ k〈√β 〉. Recall that the Hopf algebr
mapΦ :D[H4]→D(H4) induced byR0 restricts to an isomorphism on sub-Hopf alge
generated by group-like elementsg1, g2. Thus the dual action ofg is the same as the actio
of g1 given by matrix representationG1. It remains now to recover the dual action ofh.
By assumption we havev2 = β,w2 = α andu =−vw =−wv. The dual coaction of th
H4-action is as follows:∑

u[0] ⊗ u[1] = u⊗ g+w⊗ h,
∑

v[0] ⊗ v[1] = v⊗ g +w⊗ h,

∑
w0⊗w1=w⊗ 1.

Now the quantum commutativity ofA implies that

uv =
∑

(u[1]⇀v)u[0] = (g ⇀ v)u+ (h⇀ v)w =−vu+ (h⇀ v)w,

vu=
∑

(v[1]⇀u)v[0] = (g ⇀ u)v + h⇀ u= uv+ h⇀ u,

vw =
∑

(v[1]⇀w)v[0] = (g ⇀w)v + h⇀w=−wv + h⇀w.

It follows that h ⇀ v = 2uvw−1 = 2v2 = 2β , h ⇀ u = 0 andh ⇀ w = −2u. Thus the
correspondingH4-comodule structure ofA is then given by

ρ(u)= u⊗ 1, ρ(v)= v⊗ g + 2β ⊗ h, ρ(w)=w⊗ g − 2u⊗ h. ✷
Now we are able to classify the YDH4-module structures of all the objects inE(HR).

Theorem 5.7. LetA be an object inE(HR). ThenA is either of typeI or is of typeII .
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(i) If A is of typeI, thenA= (
α,β
k
) is a generalized quaternion algebra for someα �= 0,

β ∈ k with generatorsu, v satisfyingu2 = α, v2 = β . The YDH4-module structures
ofA are given by

g · u=−u, g · v =−v, h · u= 0, h · v = 1,

ρ(u)= u⊗ 1− 2uv⊗ gh, ρ(v)= v⊗ g + 2β ⊗ h.
(32)

In this case, the inducedH∗R-bicomodule structures are as follows:

ρl(1)= e⊗ 1, ρr (1)= 1⊗ e,

ρl(u)= a ⊗ u, ρr(u)= u⊗ a,

ρl(v)= e⊗ v + b⊗ 1, ρr (v)= v⊗ e+ 1⊗ b,

ρl(uv)= a ⊗ uv + c⊗ u, ρr(uv)= uv⊗ a + u⊗ c.

(33)

(ii) If A is of typeII , thenA= k〈√α 〉 ⊗ k〈√β 〉 for someα �= 0, β ∈ k with generatorsu,
v satisfyingu2= α, v2= β anduv = vu. The YDH4-module structures are given b

g · u= u, g · v =−v, h · u= 0, h · v = 1,
ρ(u)= u⊗ g+ 2uv⊗ h, ρ(v)= v⊗ g + 2β ⊗ h.

(34)

In this case, the inducedH∗R-bicomodule structures are as follows:

ρl(1)= e⊗ 1, ρr (1)= 1⊗ e,

ρl(u)= a ⊗ u, ρr(u)= u⊗ a,

ρl(v)= e⊗ v + b⊗ 1, ρr (v)= v⊗ e+ 1⊗ b,

ρl(uv)= a ⊗ uv + c⊗ u, ρr(uv)= uv⊗ a − u⊗ c.

(35)

Proof. The only ones left to be shown are theH∗R-bicomodule structures ofA in each
case. Since we know the YDH4-module structures ofA in each case, the actions ofHR

onA follow from the definitions (3) and (6). ✷
LetA be an object inE(HR). We denoteA by 〈α,β

k
〉 if A is of type I, and byk〈√α,√β 〉

if A is of type II. Let

A=
〈
α,β

k

〉
and B =

〈
α′, β ′

k

〉

be two objects inE(HR) of type I. We compute the productA∧B. Observing the standar
H∗R-bicomodule structures of〈α,β

k
〉 from Theorem 5.7, we may easily find thatA ∧ B is

generated by two elementsu= u #u′ andv = v # 1+ 1 #v. A routine computation show

thatu andv generate a generalized quaternion algebra(
αα′,β+β ′

k
). This fact suggests tha

the subsetΓ of isomorphism classes represented by objects of type I inE(HR) form a
subgroup of Gal(HR).
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Proposition 5.8. Γ is a subgroup ofGal(HR) and is isomorphic tok+ × k•/k•2.

Proof. Suppose that[〈α,β
k
〉] and [〈α′,β ′

k
〉] are two elements ofΓ . In the preceding

argument, we showed that〈α,β
k
〉 ∧ 〈α′,β ′

k
〉 as an algebra is isomorphic to(αα

′,β+β ′
k

). If

〈α,β
k
〉 ∧ 〈α′,β ′

k
〉 has the YDH -module structure of type I, i.e.,

〈
α,β

k

〉
∧

〈
α′, β ′

k

〉
=

〈
αα′, β + β ′

k

〉
,

then Γ is a group. Sinceu = u # u′ and v = v # 1+ 1 # v are the two generators o

〈α,β
k
〉 ∧ 〈α′,β ′

k
〉, it is enough to check that the action and coaction ofH4 onu andv satisfy

(32). Indeed, we have

ρ(u)= (u # 1⊗ 1− 2w # 1⊗ gh)
(
1 #u′ ⊗ 1− 1 # 2w′ ⊗ gh

)
= u #u′ ⊗ 1− 2

(
w #u′ + u #w′

)⊗ gh

= u⊗ 1− 2uv⊗ gh

= u⊗ 1− 2w⊗ gh, and

ρ(v)= v # 1⊗ g+ 2β # 1⊗ h+ 1 #v′ ⊗ g+ 1 # 2β ′ ⊗ h

= (
v # 1+ 1 #v′

)⊗ g + 2
(
β + β ′

)(
1 # 1′

)⊗ h

= v⊗ g + 2
(
β + β ′

)⊗ h,

wherew = uv andw = uv. Similarly one may check that

g · u=−u, g · v =−v, h · u= 0, h · v = 1.

So we have proved that〈α,β
k
〉 ∧ 〈α′,β ′

k
〉 = 〈αα′,β+β ′

k
〉.

Next we show that the subgroupΓ fits in the following split and exact sequence
group homomorphisms:

1→ k+ → Γ → k•/k•2→ 1,

wherek+ is the additive group ofk andk• is the multiplicative group ofk. Let

A=
〈
α,β

k

〉
.

Assign to〈α,β
k
〉 the quadratic extensionk〈√α 〉. Then we get a group homomorphism

λ :Γ :→Q(k)
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from Γ into the groupQ(k) of quadratic extensions. It is obvious thatλ is surjective. We
show that the kernel ofλ is isomorphic tok+. Recall that the groupQ(k) is isomorphic to
the groupk•/k•2 (see [38]). Moreover,

λ

[〈
α,β

k

〉]
= 1 if and only if α ∈ k•2.

It follows that

Ker(λ)=
{[〈

α,β

k

〉] ∣∣∣∣ α ∈ k•2
}
,

which is easily seen to be isomorphic to the additive groupk+. Finally the exact sequenc
is split because the mapι :Q(k)→ Γ given by

ι(α)=
[〈

α,0

k

〉]

is a well-defined group homomorphism andι · λ= IdQ(k). ✷
Theorem 5.9. The groupGal(HR) is isomorphic toΓ >� Z2, where the multiplication rule
is given by (

(α,β) >� i)((α′, β ′)>� j)= (
(−1)ijαα′, β + β ′

)
>� (i + j).

Proof. Let D be the objectk〈√1,
√

0〉 of type II in E(HR). Consider the objectD2 =
D ∧D. It is easy to see from (35) that the two elementsu = u # u andv = 1 #v + v # 1
generate the algebraD2 and satisfy the relations:

u2=−1, v2= 0, uv + v u= 0.

ThusD2 is the generalized quaternion algebra(−1,0
k

). Now it is straightforward to chec
thatu andv satisfy (32), and it follows that

D2=
〈−1,0

k

〉
.

By Proposition 5.8, the objectD is of order 2 if−1∈ k•2, and is of order 4 if−1 /∈ k•2.
Next we show that any objectA of type II in E(HR) is a product ofD with an object of

type I. Suppose thatA= k〈√α,√β 〉 is an object of type II for someα ∈ k• andβ ∈ k. We
show that the product〈α,β

k
〉 ∧D is equal tok〈√α,√β 〉. It is easy to see that〈α,β

k
〉 ∧D

is generated by two elementsu = u # u′ andv = v # 1+ 1 #v′, whereu,v andu′, v′ are
generators of〈α,β

k
〉 andD respectively. We haveu2= α, v2= β anduv = v u. Thus

〈
α,β

〉
∧D = k

〈√
α

〉⊗ k
〈√

β
〉

k
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as algebras. Now we check thatu andv satisfy (34). Indeed, we have

g · u= g · u #
(
g · u′)=−u #

(−u′)= u,

g · v = g · v # 1+ 1 #
(
g · v′)=−v # 1− 1 #v′ = −v,

h · u= u #
(
h · u′)+ h · u #g · u′ = 0,

h · v = h · v # 1+ 1 #
(
h · v′)= 1 # 1+ 0= 1

and

ρ(u)= (u # 1⊗ 1− 2uv # 1⊗ gh)
(
1 #u′ ⊗ g + 1 # 2u′v′ ⊗ h

)
= u #u′ ⊗ g+ 2

(
uv #u′ + u #u′v′

)⊗ gh

= u⊗ 1+ 2uv⊗ gh, and

ρ(v)= v # 1⊗ g+ 2β # 1⊗ h+ 1 #v′ ⊗ g+ 1 # 2β ′ ⊗ h

= (
v # 1+ 1 #v′

)⊗ g + 2
(
β + β ′

)(
1 # 1′

)⊗ h

= v⊗ g+ 2
(
β + β ′

)⊗ h.

Similarly, one can show that

D ∧
〈
α,β

k

〉
= k

〈√
α,

√
β

〉
for any α ∈ k• and β ∈ k. Thus we have proved that any object inE(HR) is either a
generalized quaternion algebra〈α,β

k
〉 or a product〈α,β

k
〉 ∧ D, whereα ∈ k•, β ∈ k and

D = k〈√1,
√

0〉. This fact implies that the group Gal(HR) is an abelian group generat
by the subgroupΓ and the element[D].

Define a mapϑ from Gal(HR) into Γ >�Z2 as follows:

ϑ

([〈
α,β

k

〉])
=

[〈
α,β

k

〉]
>� 0, and ϑ

([
k
〈√

α,
√
β

〉])
=

[〈
α,β

k

〉]
>� 1.

It is clear from the definition thatϑ(D)= (1,0) >� 1. Since

k
〈√

α,
√
β

〉= 〈
α,β

k

〉
∧D,

〈
α,β

k

〉
∧D =D ∧

〈
α,β

k

〉
and D ∧D =

〈−1,0

k

〉
,

ϑ is an isomorphism. ✷
Theorem 5.10. The homomorphism̃π is surjective and we have an exact sequence:

1→ Br(k)→ BC(k,H4,R)
π̃→Gal(HR)→ 1. (36)
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Proof. If A is an object of type I in Gal(HR), thenA is some generalized quaterni
algebra〈α,β

k
〉, α �= 0 andβ ∈ k. Whenβ �= 0, 〈α,β

k
〉 is anR-Azumaya algebra if we forge

the leftH4-module structure. Since the coinvariant subalgebra of〈α,β
k
〉 is trivial, we have

π

(〈
α,β

k

〉)
=

(
α,β

k

)
if β �= 0.

To get the preimage of〈α,0
k
〉 for α ∈ k•, we choose theR-Azumaya algebra〈α,1

k
〉 # 〈1,−1

k
〉.

Sinceπ is monoidal we have that

π

(〈
α,1

k

〉
#

〈
1,−1

k

〉)
= π

(〈
α,1

k

〉)
∧

〈
1,−1

k

〉)
=

〈
α,0

k

〉
.

For an objectk〈√α,√β 〉 of type II in Gal(HR), we choose a GaloisR-Azumaya algebra
A such that

π(A)=
〈
α,β

k

〉

(assured by the foregoing arguments). Then it is easy to check that

π
(
A #k

〈√
1
〉)= k

〈√
α,

√
β

〉
for α ∈ k• andβ ∈ k. Thus by Theorem 5.7,̃π is an epimorphism, and hence the seque
(36) is exact. ✷

Recall that the Brauer–Wall group BW(k) is BC(k, kZ2,R
′), wherekZ2 is the sub-Hopf

algebra ofH4 generated by the group-like elementg ∈H4, andR′ is the restriction ofR to
kZ2. The following well-known exact sequence is a special case of (23):

1→ Br(k)→ BW(k)
π̃→Q2(k)→ 1, (37)

whereQ2(k)=Q(k) >� Z2 is nothing but Gal(HR′) andHR′ ∼= kZ2, hereH = kZ2.
The sequence (37) can be also obtained if we restrict the homomorphismπ̃ in (36) to

the subgroup BW(k) of BC(k,H4,R). The group̃π(BW(k)) consist of all objects of form
(α,0

k
) of type I andk(

√
α )⊗ k(

√
0) of type II, which is isomorphic toQ2(k).

Recall from [35] that the CQT Hopf algebra mapH4→ Z2 sendingg to g andh to zero
induces a group homomorphismγ from BC(H4,R) onto BW(k), whereγ ([A]) = [A],
and the later[A] has only grading.

In order to distinguish the group homomorphism̃π , we useπ2 andπ4 (consequently
π̃2, π̃4) to denote the canonical monoidal functors for CQT Hopf algebras(kZ2,R

′) and
(H4,R) respectively. LetA be〈α,β

k
〉, α,β ∈ k• with H4-coaction given by (32). Then

π4

(〈
α,β

〉)
=

〈
α,β

〉
.

k k
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p

.

to

k in
rom
eider,
luable
ort to
If we forget the coaction ofh, then〈α,β
k
〉 represents an element in BW(k) . Let u,v be the

canonical generators of〈α,β
k
〉. ThenA0= k + ku. It is easy to see that

π2

(〈
α,β

k

〉)
= CA0(A)=A0= k

〈√
α

〉
.

Now letA= End(H op) #k〈√1〉. Thenπ4(A)=D and

π2(A)= π
(
End

(
H op))∧ π

(
k
〈√

1
〉)= k

〈√
1
〉
.

sincek〈√1〉 is now a Galois graded Azumaya algebra. Thus we have proved thatγ fits in
the following commutative diagram:

1 Br(k)∩K K
π̃4

k+

ι

1

1 Br(k) BC(k,H4,R)

γ

π̃4
Gal(HR)

p

1

1 Br(k) BW(k)
π̃2

Q2(k) 1,

whereK is the kernel ofγ , ι is the inclusion map andp is the projection fromk+ ×Q2(k)

onto Q2(k). Here π̃4(K) = k+ becausẽπ2 ◦ γ = p ◦ π̃4. By definition of γ we have
Br(k) ∩K = 1. It follows thatK ∼= k+. Sinceγ is split, we obtain that the Brauer grou
BC(k,H4,R) is isomorphic to the direct product groupk+×BW(k), which coincides with
Theorem 8 in [35].

In this case, we have an exact and split sequence, cf. [35]:

1→ k+→ BC(k,H4,R)→ BW(k)→ 1 (38)

wherek+ is the additive group that is isomorphic to the group ofH4-bigalois objects [25]
Recently, G. Carnovale proved in [8] that the Brauer group BC(k,H4,Rt ) is isomorphic

to BC(k,H4,R0) for anyt �= 0 although(H4,Rt ) is not coquasitriangularly isomorphic
(H4,R0) whent �= 0 (see [24]).
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