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Abstract

In this paper we study the computational complexity of the following optimization problem: given a graph G =(V, E), we wish to
find a tree T such that (1) the degree of each internal node of 7'is at least 3 and at most 4, (2) the leaves of T are exactly the elements
of V, and (3) the number of errors, that is, the symmetric difference between E and {{u, v} : u, v are leaves of T and dr (u, v) <k},
is as small as possible, where dr (1, v) denotes the distance between u and v in tree 7. We show that this problem is NP-hard for all
fixed constants A4, k > 3.

Let s4(k) be the size of the largest clique for which an error-free tree 7 exists. In the course of our proof, we will determine all
trees (possibly with degree 2 nodes) that approximate the (s4(k) — 1)-clique by errors at most 2.
© 2006 Published by Elsevier B.V.
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1. Introduction

A phylogeny is a tree where the leaves are labeled by species and each internal node represents a speciation event
whereby an ancestral species gives rise to two or more child species. The internal nodes of a phylogeny have degrees
(in the sense of unrooted trees, i.e. the number of incident edges) at least 3. Proximity within a phylogeny in general
corresponds to similarity in evolutionary characteristics. Nishimura et al. [15] and Lin et al. [12] initiated a graph-
theoretic approach of reconstructing phylogenies from similarity data via a graph-theoretic approach, and investigated
its computational feasibility. Specifically, interspecies similarity is represented by a graph where the vertices are the
species and the adjacency relation represents evidence of evolutionary similarity. A phylogeny is then reconstructed
from the graph such that the leaves of the phylogeny are labeled by the vertices of the graph (i.e. species) and for any
two vertices in the graph, they are adjacent if and only if their corresponding leaves in the phylogeny are connected
by a path of length at most k, where k is a predetermined proximity threshold. To be clear, vertices in the graph are
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called vertices while those in the phylogeny nodes. Recall that the length of the (unique) path connecting two nodes u
and v in phylogeny 7 is the number of edges on the path, which is denoted by dr (u, v). This approach gives rise to the
following algorithmic problem [12]:
PHYLOGENETIC kTH ROOT PROBLEM (PRk): Given a graph G = (V, E), find a phylogeny T with the leaves
labeled by the elements of V such that for each pair of vertices u, v € V, {u, v} € E if and only if dr (1, v) <k.

Such a phylogeny T (if exists) is called a phylogenetic kth root, or a kth root phylogeny, of graph G; conversely, graph
G is called the kth phylogenetic power of T. For convenience, we denote the kth phylogenetic power of a phylogeny 7
as P (T), that is, P (T) has the vertex set L(T) = {u# : u are leaves of T'} and the edge set Tk = {{u, v} | u and v are
leaves of T and dr (1, v) <k}. Thus, PRk asks for a phylogeny 7 such that G = P (T).

The input graph in PRk is derived from some similarity data, which is usually inexact in practice and may have
erroneous (spurious or missing) edges. Such errors may result in graphs that have no phylogenetic roots and hence we
are interested in finding approximate phylogenetic roots for such graphs. For a graph G = (V, E), each tree T whose
leaves are exactly the elements of V and each internal node has degree at least 3 is called an approximate phylogeny
of G, and the error of T is |Tk(-BE| =|(E — Tk) U (Tk — E)|. This motivated Chen et al. to consider the following
problem:

CLOSEST PHYLOGENETIC kTH ROOT PROBLEM (CPRk): Given a graph G = (V, E) and a nonnegative integer ¢,
decide if G has an approximate phylogenetic kth root T with at most £ errors.
An approximate phylogeny of G with the minimum number of errors is called a closest kth root phylogeny of graph G.

In the practice of phylogeny reconstruction, most phylogenies considered are trees of degree 3 [17] because speciation
events are usually bifurcating events in the evolutionary process. More specifically, in such fully resolved phylo-
genetic trees, each internal node has three neighbors and represents a speciation event that some ancestral species
splits into two child species. Nodes of degrees higher than 3 are introduced only when the input biological (similarity)
data are not sufficient to separate individual speciation events and hence several such events may be collapsed into a
non-bifurcating (super) speciation event in the reconstructed phylogeny. These motivated Chen et al. [3] to consider
restricted versions of PRk and CPRk where the output phylogeny is assumed to have degree at most 4, for some fixed
constant 4 >3. We call these restricted versions the DEGREE-A PRk and the DEGREE-4 CPRk problems, and denote
them for short as APRk and ACPRk, respectively.

1.1. Previous results on phylogenetic root problems

PRk was first studied in [12] where linear-time algorithms for PR2 and PR3 were proposed. A linear-time algorithm
for the special case of PR4 where the input graph is required to be connected was also presented in [12]. At present,
the complexity of PRk for k > 5 is still unknown.

Chen et al. [3] presented a linear-time algorithm that determines, for any input connected graph G and constant 4 >3,
if G has a kth root phylogeny with degree at most 4, and if so, demonstrates one such phylogeny. Recently, Chen and
Tsukiji [4] generalized it to work for any disconnected graph G, too. On the other hand, Chen et al. [3] showed that
CPRk is NP-complete for any k >>2. One of their open questions asks for the complexity of ACPRk.

Of special interest is CPR2. The problem CPR?2 is essentially identical to the correlation clustering problem which
has drawn much attention [1]. The proof of the NP-hardness of CPR2 given in [3] is also a valid proof of the NP-hardness
of the correlation clustering problem. Blum et al. [1] obtained approximation algorithms for CPR2. Recently, Dom
et al. [5] showed that CPR3 is fixed-parameter tractable with respect to the number of errors £.

1.2. Our contribution and proof idea

In this paper, we will show that ACPRk is NP-complete, for all fixed constants k >3 and 4 > 3. This answers an open
question in [3].

We first recall some basics found in the known NP-completeness proofs of CPRk [3]. The proofis a reduction from the
FITTING ULTRAMETRIC TREES problem, using critical cliques for the gadget constructions in their reduction. A critical
clique of graph G is a maximal subset of vertices that are adjacent to each other and have a common neighborhood in
G. In the reduction, a gadget graph G’ contains an input graph G and a number of critical cliques C; of G'. Then, for
an appropriate construction of such G’ where each C; is larger than £, and any tree T such that L(T) = V(G’) and T*
approximates G’ with error at most £, the following property is shown to hold: dr (¢, v) = |k/2] + 1 for all vertices v
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of G, where ¢ is a node of T fixed independently of v. More precisely, if d7 (¢, v) # |k/2] + 1 then any tree T is shown

to break all adjacency relations between v and some C;, while if d7 (¢, v) = |k/2] + 1 then some 7 satisfies all these

between v and all C;. We remark that if the degree of phylogeny were bounded by a constant, then the gap of errors that
any two trees could make in the adjacency relations around any fixed v would be bounded by a constant, too. Hence,
the proof known for the unbounded degree case do not carry over to the bounded degree case.

Next, we give basics of our NP-completeness proof of 3CPR3. The proof is a reduction from an NP-hard special
case of the HAMILTONIAN PATH problem, where all vertices of the input graph G have degree at most 3 and exactly two
of them are of degree 1. Let 2¢ be the number of degree-3 vertices in G. We will show that G has a Hamiltonian path
if and only if it has an approximate phylogeny with error £. Intuitively, this is because any Hamiltonian path can be
“lifted up” to form a phylogeny with error ¢, and vice versa. See Fig. 5.

The NP-completeness of 3CPRk for each odd k> 5 will be given by the generalization of that of 3CPR3. Let G be
an instance graph of the HP. We construct a gadget graph G’ = (V’, E’) from G as follows: replace each vertex v
of G with a component graph H (v) having a specific vertex identified with v. These components H (v) of the G’ are
copies of the same graph H having the following property: for any tree T of degree 3 and whose vertices are those in
V, if T approximates H by errors at most 2, then there exists an internal node o of T such that o has degree 2, the
other internal nodes of T have degree 3, dr (o, v) = |k/2] — 1, and dr(«, u) > |k/2| — 1 for all other vertices u of
H (we call H a k-padding graph). For this graph G’, we show that G has a Hamiltonian path if and only if G’ has an
approximate phylogeny with error £. For it, we will claim that for any tree T of degree 3 and whose leaves are those in
V', the phylogenetic power T* approximates G’ by errors at most £ if and only if the following two conditions hold:
(i) for each v € V, the subtree of T induced on the vertices of H (v) must have the internal node «, as above, and (ii)
via the identification v <> «,, the third power T3 must induce a Hamiltonian path of G.

In order to prove NP-completeness of ACPRk for each A4, k > 3, we thus provide a construction of (4, k, k, £)-padding
graphs, which are graph G = (V, E) with the following properties (where trees may have degree 2 internal nodes):

e There is a tree T of maximum degree 4, whose leaves are exactly the vertices in V, and satisfies the following
condition: 7 has a unique unsaturated (i.e. degree < A) internal node o, the degree of o is 4 — 1, d7 (o, u) = h for
just one vertex u of G, and dr (o, v) > h for all other vertices v of T.

e For any tree 7 of maximum degree 4, whose leaves are the vertices in V, and has at least one unsaturated node,
if |[E@T¥| <, then T must satisfy the above condition.

1.3. Organization of the paper

Next is a short section for notations and definitions. In Section 3 we construct a family of (4, k, | k/2] —1, 2)-padding
graphs for every fixed 4 >3 and k > 4. NP-completeness of ACPRk is established in Section 4. Section 5 concludes the
paper with an open problem.

2. Notations and definitions

We employ standard terminologies in graph theory. In particular, for a graph G, V(G) and E(G) denote the sets
of vertices and edges of G, respectively. Two graphs G = (V, E) and G' = (V’, E’) are isomorphic, which we
denote by G = 0 G’, if there is a one-to-one correspondence ¢ between V and V' such that {u, v} € E if and only if
{p), p(v)} € E’. Let G be a graph and u and v be its two vertices. The distance dg (u, v) between u and v is the
number of edges in a shortest path from u to v in G. The neighborhood of v in G, which we denote by N (v), is the set
of vertices adjacent to v in G. The degree of v in G is | NG (v)|, and is denoted by dg (v). Similarly, for a tree T, V(T'),
E(T), and L(T) denote the sets of nodes, edges and leaves of 7, respectively.

We also introduce, for convenience, some new terminologies of trees. For a tree T of maximum degree 4, an internal
node o of T'is unsaturated if dy () <A — 1. Tree T is i-extensible if i = )" (A — degy(v)), where the summation is
taken over all unsaturated internal nodes v of T. Tree T is h-away if for each unsaturated internal node « of T there is
just one leaf u, of T such that dr (o, u,) = h and further dr («, v) > h for all other leaves v. We call a 1-extensible and
h-away tree an h-padding tree or (4, h)-padding tree if its maximum degree is bounded by 4, and refer to its unique
unsaturated internal node « as the internal port of T, and the unique leaf u, having distance 4 from « in 7 the external
port of T, respectively. Figs. 3 and 4 give examples of padding trees; a (3, 2)-padding tree in Fig. 3 and a (4, 1)-padding
tree in Fig. 4.
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For any set U of nodes of T, T[U] denotes the minimum subtree containing U. Note that all leaves of T[U] are
contained in U. A phylogeny is a tree with no degree 2 nodes. A tree is a phylogeny that is allowed to have degree 2
internal nodes. As already mentioned, the kth phylogenetic power of any tree T is denoted as Px(T) = (L(T), T*),
where T* is the set of all edges {u, v} with {u, v} € L(T) and dr (u, v) <k.

3. Construction of (4, k, |k/2] — 1, 2)-padding graphs

In this section we construct (4, k, |k/2] — 1, 2)-padding graphs for all fixed constants 4 >3 and k >4; we first
provide padding graphs for 4 = 3, and generalize them to (4, k, |k/2]| — 1, 2)-padding graphs for any fixed 4 >4 in
the second subsection.

3.1. Construction for A =3
Throughout this subsection, all trees and phylogenies are of maximum degree 3 or less.
As observed in [3], the maximum size of a clique that has a kth root phylogeny is given by the following function:

0 — 3.2K2=1 if kis even,
SO =202 g ks odd.

Obviously, up to isomorphism, there is exactly one tree of maximum degree 3 whose kth phylogenetic power realizes
s (k)-clique; we denote this tree by Cy. Similarly, up to isomorphism, there is exactly one tree of maximum degree 3
and having exactly one degree 2 node whose kth phylogenetic power realizes (s(k) — 1)-clique; we denote this tree by
Dy.. By definition, every Dy is a 1-padding tree. Fig. 1 depicts C4, Cs, and Cg. Notice that the trees D4, Ds, and Dg
are obtained from Cy, Cs, and Ce, respectively, by removing just one leaf, say the sibling leaf of ¢(u).

Lemma 3.1. For every tree T (of maximum degree 3), if there are two leaves u and v with dr (u, v) = k, and all leaves
w of T have distance at most k from both u and v, then T is isomorphic to a subtree of Ck.

Proof. Immediate from the definition of C;. [

Corollary 3.2. For any tree T, if dr (u, v) <k for all leaves u and v, then T is isomorphic to a subtree of Ck.

SARD
SALAD

Fig. 1. Cy4, Cs, and Cg.
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Proof. Let {u, v} be a pair of leaves such that dr (u, v) is maximum. If d7 (u, v) = k then all leaves w have distance at
most k from both u and v, and Lemma 3.1 proves that 7 is isomorphic to a subtree of Cy. Otherwise, dr (u, v) =€ < k
but then 7 is isomorphic to a subtree of Cy, which is a subtree of C. So, T is isomorphic to a subtree of C;. [

The following trivial facts will be frequently used in the proofs of the following lemmas.

Fact 1. For every tree T with |L(T)| = s(k) — 1, |Tk| > (S(k%*]) — 2 if and only if dr (u, v) <k for all but at most two
unordered pairs {u, v} of leaves of T.

Fact 2. Let T be a tree and u, v, w, x be its nodes. If dr (u, x) = dr (w, x) and both of the paths from u to w and that
from v to w go through x, then dr (u, w) = dr (v, w).

Fact 3. Let T be a tree and S be a set of leaves of T. Then any path between a node in S and that in V[L(T) — S]
contains a node x in VIL(T) — S] such that degrir(ry—s1(v) < degr(v).

Fact 4. For any subtree C;, of Cy, if L(Cx) — L(C}) consists of ny pairs of the two sibling leaves and the other ny
leaves (whose sibling leaves are not in L(Cy)), then |L(Cy)| — |L(C})| =n1 + ny.

Lemma 3.3. Let k >4. For every tree T with |L(T)| = s(k) — 1, if |T*| > (S(k%_l) — 2, then T has two leaves u and v
of distance exactly k between them.

Proof. Let {u, v} be a pair of leaves of T such that dr («, v) is the maximum of dr (x, y) over all unordered pairs {x, y}
of leaves x, y with dr(x, y) <k, and let £ = dr(u, v). By definition, £ <k. To prove £ = k, we assume, £ <k — 1.
Then, T has no pair {x, y} of leaves such that £ + 1<dr(x, y) <k, and we can derive a contradiction in each of the
following cases.

Case 1: k>6. Since s(£) is an upper bound on the number of leaves of T whose distances from u# and v are both
bounded by £, at least s(k) — 1 — s(£) >3 leaves have distance greater than k from u or v. So, |Tk| < (“'(k%_l) -3,
a contradiction.

Case 2: k = 4 and £ = 3. Since s(3) = 4 = s(4) — 2, at least one leaf w of T has distance greater than k from
u or v. Without loss of generality, we can assume dr(u, w) >k + 1 = 5. Moreover, since dr(u, v) = 3 we have
ldr (u, w) — dr (v, w)|<1. So dr (v, w)>5. By Fact 1, all leaves of T other than w have distances at most 3 from
both # and v. By Lemma 3.1, T[L(T) — {w}] is isomorphic to a subtree of C3, and T[L(T) — {w}] 2 C3 by Fact 3.
So,4=s54) —2=|L(T) — {w}|<|L(C3)| — 1 = 3, a contradiction.

Case 3: k = 5 and £ = 4. Since s(4) = 6 = 5(5) — 2, at least one leaf of T has distance greater than ¢ from u or v.
Moreover, by Fact 1, there are at most two such leaves, so by Lemma 3.1 there is a set S € L(T') such that 1 <|S|<2
and T[L(T) — S]is isomorphic to a subtree C;j of C4. We further distinguish two subcases as follows.

Subcase 3.1: |S| = 1. Since CA"Q:‘CA;, 6=505)—2=|L(T)— S|<|L(Cy)| — 1 =s5(4) — 1 =5, a contradiction.

Subcase 3.2: |S| = 2. Let w be a vertex in S that has distance at least 6 from u or v, but not from both (by
Fact 1). Without loss of generality, we can assume dr (u, w) >6 and dr (v, w) <4. Let ¢ be an isomorphism from
T[L(T) — S] to C;. Tree Cy4 has the four leaves that are not farther from ¢(u) than ¢(v), among which only ¢(u)
can belong to L(Cy) by Facts 1 and 2. Thus by Fact 4,5 = s(5) —3 = |L(T) — S| = |[L(C))|<s(4) —2 = 4,
a contradiction. [

Lemma 3.4. Let k>6. For any tree T with |L(T)| = s(k) — 1, if T has three leaves u, v, and w such that dr (u, v) = k

and w has distance greater than k from u or v, then |Tk| < (S(k;l) — 3.

Proof. For a contradiction we assume that some tree 7 with |L(T)| = s(k) — 1 has three such leaves u, v, w and
|T%| > (S(k%_l) — 2. Without loss of generality, d7 (u, w) >dr (v, w). Let S be the set of leaves having distance greater
than k from u or v. Then 1 <|S|<2, w € S, and by Lemma 3.1 T[L(T) — §] = C,’( for a subtree C,’C of Ci. Root T at
v and Cy at ¢(v), respectively. Let u” be the great-grandparent of ¢(u) in Cg.

Case 1: w is not a descendant of ¢~!(u”). Thus, by Fact 3, there is at least one leaf in L(Cy) — L(Cy) that is
not a descendant of u”’. On the other hand, in L(Cy) node u’” has eight leaf descendants, among which at most two
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Fig. 2. E4 and Ej5.

(including ¢ (u)) can belong to L(C}) by Facts 1 and 2. So by Fact4, s(k) — 1 —|S| = |[L(T) — S| = |[L(C})|<s(k) —
4<s(k) —2 —|S], a contradiction.

Case 2: w is a descendant of ¢! (u””). Then, k = 6 and d7 (w, u) = d(w, v) >k + 1. Tree Cy has eight leaves that
have distance 4 or less from either u or v, among which only ¢(u) and ¢(v) can belong to L(C}) by Facts 1 and 2.
So by Fact 4, s(k) — 3<|L(T) — S| = |L(C;)|<s(k) — 2, a contradiction. [

Lemma 3.5. Let k>6. For any tree T with |L(T)| = s(k) — 1, if |Tk| 2(‘?(%71) — 2, then T is 1-extensible or
0-extensible, and in the former case T = Dj,.

Proof. Let T be a tree having s(k) — 1 leaves and |Tk | > (‘Y(k%_l) — 2. By Lemma 3.3 T has two leaves « and v such
that dr (u, v) = k, and by Lemma 3.4 all leaves w of T partake distance at most k from both « and v. So by Lemma 3.1
T is isomorphic to a subtree C; of C where |L(C;)| = |L(Cy)| — 1. Since all internal nodes of Cy have degree 3, C;
is obtained from Cj by removing one leaf or two sibling leaves. In the former case T 2 Dy while in the latter case 7'is
O-extensible. [

For k € {4, 5}, let Ej be the tree in Fig. 2.

Lemma 3.6. Let k € {4, 5}. For any tree T with |L(T)| = s(k) — 1, if |Tk|> (S(k{]) — 2, then T is 1-extensible or
0-extensible, and in the former case T = Dy or T = Ej,.

Proof. Let 7 be a tree having s(k) — 1 leaves and |T%| > (‘V(k%_l) — 2. By Lemma 3.3 T has leaves u and v with
dr(u,v) = k. Let S be the set of leaves having distance greater than k from u or v. By assumption 0<|[S|<2. By
Lemma 3.1, T[L(T) — S] ;(pC,’( for a subtree C,’( of Cx. Root T at v, Cy at @ (v), and Ej at the non-leaf node adjacent
to v, respectively, and let u” be the grandparent of ¢(u) in Cy. The proof proceeds in three cases.

Case 1: |S| = 0,i.e. S = . In this case T = C,, so either T = Dy or T'is 0-extensible.

Case 2: |S| = 1. Let S = {w}. Without loss of generality, dr (u, w) >dr (v, w).

Subcase 2.1: w is not a descendant of q)_l(u”). So, by Fact 3, there is at least one leaf in L(Cy) — L(C,’c) that is
not a descendant of u”. We show that T = E;, where the leaves u, v, and w in T correspond to e (or f), b, and a in
Ey, respectively (see Fig. 2). In Cy, u” has the four leaf descendants, among which at most two (including ¢(u)) can
belong to L(C}) by Facts 1 and 2. Since |L(C})|>s(k) — 2, all of ¢(u), its sibling, and its uncle must belong to C;,
and by Fact 1, dr (u, w) = k + 1. Accordingly, T =~ E}.

Subcase 2.2: w is a descendant of ¢~ (u”). Since dr (u, w) >dr (v, w), k = 4 and dr (u, w) = dr (v, w)>5. Among
four leaves of C4 having distance at most 2 from ¢(u) or ¢(v), only ¢(u) and ¢@(v) belong to L(C f‘). Moreover, by
Fact 3, there is a leaf in L(Cy) — L(C,’c) that is neither the sibling of ¢(u) nor that of ¢(v). Therefore, by Fact 4,
5(4) =2 =|L(T) — {w}| = |L(Cy)|<s(4) — 3, a contradiction.

Case 3: |S| = 2. Let S = {w, y}, and without loss of generality, dr (u, w) >dr (v, w). We show that T = Ej, where
the leaves u, v, w, and y in T correspond to a, ¢, e, and f (see Fig. 2). Note that s(k) — 3 = |L(T) — S| = |L(C,'<)|-
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By Facts 1 and 2, neither w nor y is a descendant of ¢! (1”"). Among the four leaf descendants of u”, only ¢(u) belongs
to L(C}). Since |L(C})| > s(k)—3, the uncle of ¢ (1) mustbelong to L(C}), and by Fact 1,dr (u, w) = dr (u, y) = k+1.
Accordingly, T~ E;. U

Corollary 3.7. For every k>4, (s(k) — 1)-clique is a (3, k, 1, 2)-padding graph.
Proof. By Lemma 3.5 for k > 6 and by Lemma 3.6 for k € {4,5}. O

Let hy = |k/2] — 1. We first construct a hg-padding tree and derive (3, k, hy, 2)-padding graph as its kth power. The
construction of the padding trees proceeds recursively, piling up the roots of (s (k) — 1)-cliques level by level. Formally,
we define a tree Ry, for each odd k >5 and 1 <<h <Ay in the following way (see Fig. 3 for R72):

o Letg(i) =[]j—(s(2j +3)— 1) and g(0) = 1.
° Iék,h is a leveled tree of level & such that g(i) nodes are placed at level i (0<{i <h), and each node at level i < & is

joined to some s(2i + 5) — 1 nodes at level i + 1.

e Ry j is an expansion of Iék,h such that each internal node v of Rk,h at level i (0<i<h — 1) is expanded to a copy

D(v) of D»;ys5, where v is identified with the internal port of D(v) and the child nodes of v in Iék,h are identified

with the leaves of D(v).

Note that the kth power of Ry ;, is the following graph: it has g (7) nodes vo, v1, ..., vgn)—1 such that foreach 0<i <
h and each 0<j < g(i), the vertices vjg, Vigi+qis1> Vigi+2gip1s - -+ » Vjgi+(s2i+5)—2)qi1» Where gi = g(h)/g(i), are
mutually joined to form the (s(2i + 5) — 1)-clique.

By construction and the following fact, Ry j is an h-padding tree, whose internal port is the unique degree-2 node
of Ds and whose external port is the external port of the Dy hooking to the external port of Ry ,—1 (note that Ry , has
only one external port).

Fact 5. Let T be an arbitrary k-padding tree and T, (for each leaf v of T) be an arbitrary k'-padding tree. Then, a
tree obtained from these by identifying each v with the internal port of Ty is a (k + k')-padding tree. The internal
port of the obtained tree is the internal port of T, and its external port is the external ports of T, for the external port
uofT.

In the rest of this subsection we will demonstrate that the kth phylogenetic power of tree Ry j,, is a (3, k, hy, 2)-padding
graph.

Lemma 3.8. Let k>4. Let T be a tree such that T is not 0-extensible, |L(T)| = s(k) — 1 and |T*|> (S(k%_l) - 2.
Let F be the tree obtained by joining a new leaf to an arbitrary leaf of T. Then, | F*| < (‘Y(kéfl) - 3.
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Proof. For a contradiction, suppose that | F¥| > (S(k; 1)

leaves. If k > 6 then by Lemma 3.5 T = Dy and F = Dy, but obviously T 2 F, a contradiction. Similarly, if k € {4, 5}
then by Lemma 3.6 both T and F are isomorphic with Dy or Ej, but joining a new leaf to any leaf of Dy or Ej gives a
graph having different topology with Dy and E, a contradiction. [J

— 2. By construction F is not 0-extensible tree and has s (k) — 1

Lemma 3.9. Let k>5 be odd. For any tree T with L(T) = L(Rgp,), if |Tk(—BR,]§ hk|§2 then T is 1-extensible or
0-extensible, and in the former case it is hi-away as well.

Proof. By induction on k >5. The case k = 5 has been ~doneﬂin Lemma 3.6, because Rs5. ;1 = Ds. So fix odd & to be
greater than or equal to 7. For simplicity of notations let R = Ry p,, R = Ry j,, and h = hy. Let I'; be the set of nodes
of R atlevel i and L, = L(D(x)) for every non-leaf node x of R. Then, L(R) =I'j, = UXEF}H1 L,.

Consider an arbitrary tree T such that T is not O-extensible, L(7) = L(R) and |Tk®Rk |<2. Forevery x € I'j—1,
Pr(R[L]) is an (s(k) — 1)-clique and |Tk[Lx]@~Rk[Lx]| <2. By Lemma 3.5, T[L,] is a 1-padding tree. For each
x € I'_1 let x’ be its parent internal node in tree R, o be the internal port of T[L,], and u, (respectively, vy) be the
external port of T[L,] (respectively, R[L,]).

Let S = T[{ey : x € L,}]. To prove that u, = vy, we assume, by a contradiction, that u, # v, for some
x € I'n—1. By construction |Ly/| = s(k —2) — 1, Pr—2(R[Ly’]) is an (s(k — 2) — 1)-clique, and so is Py (R[{vy, : x €
LY. Since [TF@R¥ <2, [T¥[{vx : x € L= (") — 2, and dr(x,v,) =1 for all x € Ly, implying
|SK=2| > (S(kfzz)fl) — 2. Lemma 3.5 (or Lemma 3.6 for k = 7) thus determines the topology of S (which is not 0-
extensible). Let F be the tree obtained from S by joining a new leaf to x. By Lemma 3.8, | F¥ 2| < (S (k%_l) — 3, while
we also have | FF=2| > (*®"271) — 2 since 1 = dr(x, uy) < dr(x,vy) and [T¥[{vy : x € Ly)I= (%)) -2,
a contradiction.

Now, uy, = vy forallx € I',_1.Let To = T[{ey : x € I',_1}] and Ry = R[I',—1]. Since dr(oy, uy) = 1 for all
x €Iy, dry(x,y) = dr (o, y) — 2 forall x,y € I'h—1, and dgy(x, y) = dr(ux, uy) — 2 as well, showing that
|Té‘_2(—BR§_2| <2 if we identify x with o, for every x € I';,_1. By the induction hypothesis 7j is an h;_»-padding
tree. Further, all subtrees T[L,], x € I',_1, are 1-extensible and 1-away, so T is 1-extensible and h-away. [

Theorem 3.10. For every odd k=5, Pr(R n,) is a (3, k, hi, 2)-padding graph.

For every even k >4, we will recursively construct trees Ry /2|1 in a manner parallel to the odd case, by replacing
s(2i +5), g(@) and Dr;45 with s(2i +4), ]_[’/:l (s(2j +2) — 1) and D7;44 here. Then, Lemma 3.9 and Theorem 3.10

hold in parallel for every even constant k >4, too. In summary, we have proved the following theorems.

Theorem 3.11. Let k >4. For any tree T such that L(T) = L(Ry.n,), if |Tk(—BR1,§’hk | <2 then T is 1-extensible or
0-extensible, and in the former case T is hy-away as well.

Theorem 3.12. For every k>4, Pr(Ry ) is a (3, k, hi, 2)-padding graph.
3.2. Generalization to A >4

This subsection sketches proofs generalizing the results in Section 3.1 to the case where 4>4. The purpose is
construction of (4, k, hy + i, 2)-padding graphs, (4, k, hy — 1, 2)-padding graphs, and (4, k, hy + 1, 0)-padding
graphs, for all fixed constants 4 >3 and k >4.

The maximum size of clique having a kth root phylogeny of maximum degree 4 is given by the following function:

616 = A+ (4 =DK1 if ks even,
A=) 204 = DED/2 ] if ks odd.

We denote by C4  a tree of maximum degree 4 such that its kth phylogenetic power is an s 4 (k)-clique. Obviously,
up to isomorphism, such a tree is uniquely determined. Let E 4 be a tree of maximum degree 4 such that its kth
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phylogenetic power is an (s4 (k) — 4 4 2)-clique and having a unique unsaturated internal node; alternatively, E 4 x is
a tree of maximum degree 4 such that its kth phylogenetic power is a (s 4(k) — 4 + 2)-clique and having a leaf without
any sibling leaves. Again, up to isomorphism, such a tree is uniquely determined. Let D4 ; be the tree obtained from
A — 2 copies of E 4 by identifying their unique unsaturated internal nodes and removing all but one leaf adjacent to
it. Particularly, D 4 j is a 1-padding tree of maximum degree A. See Fig. 4 for Dy 4.

All of Lemma 3.1, Corollary 3.2, Facts 1-3, and Lemma 3.3 hold but replacing maximum degree 3 therein by
maximum degree 4 here. Fact 4 is generalized in the following form.

Fact 6. For any subtree CQ‘ « O Cags i L(Cpp) — L(CZ‘ ) contains n; sets of i mutually sibling leaves, for each
i<i<A—1,then |[L(Cy)| — |L(C))| > Zf‘zl n;max(4—i—1,1).

Lemma 3.13. Let k>4 and A>4. For every tree T of maximum degree A with s (k) — A + 2 leaves, if T has a leaf
with no sibling leaves and | Tk > (SA (k)2—A+2) —2,then T=E .

Proof. Let T be a tree of maximum degree 4, having s4(k) — 4 + 2 leaves, one of which has no sibling leaves, and
|T*| > (S“ (k)z_ A+2) — 2. By Lemma 3.3, T has two leaves u and v of distance k between them, and further u can be
assumed as a leaf with no sibling leaves. Let S be the set of leaves having distance greater than k from « or v. By
assumption 0<|S| <2, and by Lemma 3.1, T[L(T) — S] =, E/; | for some subtree E/; | of E 4 .

We claim that S = . For contradiction, suppose |S| > 1, and let w be an element of S. We prove only the case that
dr(u, w)>dr (v, w). Root T at v and E 4 4 at ¢(v), respectively, and let u” be the grandparent of ¢(u) in E 4 4.

Case 1: w is not a descendant of ¢~ (u”). So, by Fact 3, there is a leaf in L(Egx)— L(E;"k) that is not a descendant
of u”.In Eyt, u” has (4 — 1)(4 — 2) + 1 leaf descendants, among which at most two (including ¢(u)) can belong
to L(E;‘,k) by Facts 1 and 2, hence by Fact 4, s4(k) — 4 <|L(E;"k)|<sA(k) — (A4 =2)A4—=1D<syqk) — A4 -1,
a contradiction.

Case 2: w is a descendant of q)_l(u”). Then, k = 4, dr(u, w) = dr(v, w)>5 and by Fact 3, there is a leaf in
L(Ejx) — L(E/A,k) which is neither a sibling of ¢(u) nor that of ¢(v). By Facts 1 and 2, none of the siblings of ¢(u)
or ¢(v) can belong to E21,4' By Fact4,s4(4) — A< |L(C;1’4)| <sp(4) —2(4—-2) —1<s5s4(4) — 4 —1, a contradiction.

Now, the claim S = @ holds, so T;E;Lk and |[L(T)| = |L(E4 )|, hence T=E ;. O

Lemma 3.14. Let k>4 and A >4. For every tree T of maximum degree A and |L(T)| = (4 —2)(sq(k) — 4+ 1) + 1,
if IT*®Pr(Dg )| <2 then T = E g1

Proof. By construction, graph Py (D4 ;) has the vertex vg adjacent to all other vertices, while any other vertex v # vg
is unadjacent with at least 4 — 1 vertices of the graph, i.e. the co-degree of v is at least 4 — 1.
Let T be the tree such that L(T) = L(D 4 ) and ITk (—BD’Z‘ k| <2, and let v be a vertex whose degree is maximum

over the vertices in T*.
To prove that v = vy, we suppose v # vg and derive a contradiction. Let £ be the co-degree of v in T¥. Since the
co-degree of v in Di“ X is A — 1 or greater, |Tk — DIZ‘ k| > /A — 1 — £. On the other hand the co-degree of vy in DIZ‘ « is 0,

hence |D’Z‘1k — T*| > ¢ as well. Together, |Tk(—BD’Z"k| >A—1—4€+€=4—12>3, acontradiction.
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Now, v = g, and by the above argument vy is the only vertex having the maximum degree of the vertices in T*.
Particularly vy has no sibling leaf in T. Let E; be the ith copy of E, ; constituting the tree D 4 4 and let L; = L(E;).
Notice that vy belongs to every L;. Since |Tk[Li]®E]Z|,k| <2 and vg has no sibling leaf in T[L;], Lemma 3.13 shows
that T[L;]~E i forevery L;,hence T~D, ;. U

Corollary 3.15. For all fixed constants A>4 and k>4, Pr(Dy 1) is a (4, k, 1, 2)-padding graph.
We can prove the following lemma, whose proof is analogous with that of Lemma 3.14, hence omitted.
Lemma 3.16. For every A>3, P3(Dy3) is a (4,3, 1, 0)-padding graph.

We construct a phylogeny R4 . n, of degree 4 recursively in the same way as Ry 5, but replacing s and D; therein
with (4 —2)(sy — 4+ 1) + 1 and D4 ;, respectively. Then Theorems 3.11 and 3.12 are generalized as follows:

Theorem 3.17. Letk >4 and A>3. For any tree T of maximum degree Awith L(T) = L(R 4 ;. p,),if |T* ®R§I.k e 1<2
then T is 1-extensible or O-extensible, and in the former case T is hi-away. '

Theorem 3.18. For every k>4 and A>3, Pr(Ry k. p,) is a (4, k, hy, 2)-padding graph.

For each odd k >3, we construct R ; p,—1 (respectively, R i j,+1) in the same way as R/ x 5, but replacing g(7)
therein by ]_[’jzl (A4—=2)(s4(2j 4+5) — A4+ 1)+ 1) (respectively, ]_[lj=1 ((A4—=2)(s4(2j+1)—A+1)41)). For each
evenk >4, R i p,—1 is defined similarly, replacing g (i) by ]_[5-:1 ((A=2)(42j+4) —A+1)+1).So,Rp k1 =Dy
for each k € {3, 6, 7}.

Theorem 3.19. For all fixed constants A>3 and k=6, Pr (R x p,—1) is a (4, k, hy — 1, 2)-padding graph.

Proof. By analogy of the recursive proof of Lemma 3.9, using Corollary 3.7 for 4 = 3 and Corollary 3.15 for
A4>4. O

Theorem 3.20. For every odd k>3 and every A>3, Pr(RA i ny+1) s a (4, k, hy + 1, 0)-padding graph.
Proof. By analogy of the recursive proof of Lemma 3.9, using Lemma 3.16 for k = 3 and Lemma 3.14 for k >5. O

For each even number k >4, we do not have a (hx + 1)-padding tree of degree 4 > 3. Instead, we will use a join of
4 — 1 copies of the h-padding graph R ; 5, . In more precise, let S/ x ,+1 be a tree consisting from 4 — 1 copies R;
of the R x,n, (Where R4 3 consists from the single node), and an extra internal node o of degree A4 — 1 joined to the
internal ports of R;.

Theorem 3.21. For every even number k >3 and every A>3, the graph Pr(Sp k. n,+1) is a (4, k, hy + 1, 0)-padding
graph, but having A — 1 external ports.

Proof. Let T be a tree of maximum degree A such that 7'is not O-extensible, L(T) = L(S k p,+1) and Tk = S’Z‘ kot 1

Since T*[L(R))] = Rl{‘, by Theorem 3.18, T[L(R;)] is 1-extensible and hi-away. Further, Tk = Sﬁ kot 1 forms the
clique on the external ports of Ry, R>, ..., R4_1, so T must induce the star graph on the internal ports of these R;.
Consequently, T is 1-extensible and (hj + 1)-away, whose external ports are those of R;. [

4. The NP-hardness of ACPRk

This section proves that ACPRk is NP-complete. The first subsection is for 4 = 3 and odd %, and the second
subsection for 4 = 3 and even k. The last subsection generalizes these results, showing that ACPRk is NP-complete
for all fixed k>3 and 4 >3.
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Let us briefly discuss the complexities of ACPRk for k <2 or 4 <2. First of all, ACPR1 and 3CPR2 are not interesting
at all: for any sufficiently large graph G = (V, E), atree T = (V, E(T)), and a nonnegative integer £, |T' @ E| <
if and only if | E|<¢; suppose further that T is of maximum degree 3, then |72@® E|<¢ if and only if G contains a
matching of size at least |E| — €. Hence, ACPR1 and 3CPR2 are efficiently solvable. Secondly, ACPR2 is NP-complete
for all 4>4 by a straightforward reduction from the PARTITION INTO ACLIQUES problem; It is given a graph with Aq
vertices, and determine whether there is a partition of the vertices into g disjoint sets of size 4, such that the graph
induces the 4-clique on each of these sets. A proof of its NP-completeness can be found in [11].

Therefore, this section considers the complexity of ACPRk for each k£ >3 and 4 > 3. We reduce the following version
of the HAMILTONIAN PATH PROBLEM (HP) to ACPRk.

HAMILTONIAN PATH PROBLEM (HP): Given a graph G = (V, E) such that
e all nodes are of degree 3 or less,
e exactly two (specific) vertices are of degree 1, each of which being adjacent to a vertex of degree 2, and
e there is no cycle of length less than 5,
find a Hamiltonian path of G, i.e. find a linear ordering of the vertices of G such that each pair of consecutive
vertices are adjacent in G.
NP-completeness proofs of the problem can be found in [16,7, Section 9.3].

4.1. The case where A = 3 and k is odd

Fix 4 = 3. Throughout this section, all trees and phylogenies are of maximum degree 3 or less. For every fixed odd
integer k >3, we prove that 3CPRk is NP-complete by a reduction from HP. We begin with the NP-hardness proof of
3CPR3 because those for larger odd k are the generalization of it. In addition, it provides most ideas and tools for the
general proofs.

For every graph G = (V, E) and tree T such that L(T") = V, and every k >3, we define a function fg, 7 mapping
each v € V to a multiple of % as follows:

fe.r.k(v) = % Hu : {u,v} e E, anddr(u, v) > k}|
+{{u, w} : u#w,{u,vle E,{v,w} ek, {u,w} ¢ E, anddr(u, w)<k}|.

In words, f counts the number of disagreements between T¥ and E around each vertex v. Specifically, f assigns
weight % to each disagreement contained in E — T* and adjacent to v by %, and weight 1 to each disagreement
contained in T¥ — E and taken between neighbors of v.

Lemma 4.1. Let G = (V, E) be a graph of maximum degree <3 without cycles of length less than 5, and let T be a
tree such that L(T) = V. Then, Y, .y fc,13(v) < IT3®E)|.

Proof. Let us figure out the contribution of each unordered pair {u, v} of vertices in V to the sum ), fG.7,3(u).
If {u, v} ¢ T>@E then it contributes nothing at all. Every edge {u, v} in E — T3 contributes % to both fg.r.3(u)
and fg, r,3(v), so contributes 1 to the sum. Every edge {u, w} in T3 — E contributes 1 to each fc.1.3(v) where vis a
common neighbor of # and w. Since there is at most one common neighbor of u and w because G contains no cycle
of length 4, {u, w} contributes 1 to the sum. In total, the set of all unordered pairs of vertices adds at most |T3 @E]|to
the sum, implying 3", . fo.73(W) <|T3®E[. O

Lemma 4.2. Let G and T be as in Lemma 4.1. Let v be a vertex of G having three pairwise nonadjacent neighbors
uy, u, and uz. Then fg r3(v) = % or fg,1.3(v) =1, and in the former case dr (u;, v) > 3 for one u; € {uy, uz, us}
and dr (uj, v) = 3 for the other two uj € {uy, uz, uz} — {u;}.

Proof. It suffices to show that if either (i) d7 (u;, v) = 2 for some u; or (ii) dr (u;, v) = 3 for all 4;, then fg r3(v)>1.
Note that if both (i) and (ii) are false, then it must be the case that dr (u;, v) >4 for some u;, hence fg r3(v)>= %
Let v’ (respectively, u?) be the internal node adjacent to v (respectively, u;) in 7.
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Fig. 5. A graph and the bridge along vg, vq, ..., vg.

Suppose (i). Without loss of generality, dr (11, v) = 2. If d7 (12, v) <3 in addition then dr (u1, up) <3, implying
that {1, u} contributes 1 to fg, 7 3(v); on the other hand if both u, and u3 have distance greater than 3 from v then

each of u, and u3 contributes % to fG.1.3(v), so they contribute 1 in total. Thus, (i) always implies fg 7.3(v) > 1.
Suppose (ii). A simple inspection shows [{u}, u5, u5}|<2,i.e. u; = u’j for some u; # u, then {u;, u ;} contributes
1to fG,T,S(U)- O

Letvy, ..., v,41 bedistinctn+2 elements. The bridge along vy, . . ., vy42isatree Tsuchthat L(T) = {vo, ..., vp+1},
L(V) = L(T) = {vy, ..., v}, and E(T) = {{v;, v} : 0<i<n+ 1} U {{v}, v/, } : 0<i<n}. See Fig. 5 for an
example. Particularly, 73 forms a simple path visiting the leaves vg, vy, ..., v,41 through. Note that only v, and v/, 41
of the internal ports in the bridge are unsaturated, which we call the terminals of the bridge. To extend a bridge into a

phylogeny, we need to join its two terminals to other nodes outside the bridge.

Lemma 4.3. Let G and T be as in Lemma 4.1, and further let G have exactly two vertices of degree 1, and exactly 2
vertices of degree 3. If Y, .y fG,1,3(v) <L, then T must be a bridge along a Hamiltonian path of G.

Proof. Without loss of generality, G has n 4 2 vertices vg, vy, - . ., Uy+1, Where vg and v, 4 are of degree 1. Let W be
the set of degree 3 vertices in G.

By Lemma 4.2, fg.7.3(v) > % forallv e W;so < ) .y f6.1.3(0)< Y, oy f6,1,3(v) <L, where all inequalities
must be equality. This shows that
() fo,r3(v) =1 forallv e W and

(i) fe.r3(w)=0forallveV —W.
Let v’ be the internal node in 7 adjacent to vertex v € V. We claim that [{vg, ..., v, ;}| = n + 2. For a contradiction,
assume v’ = w’ for some vertices v # w in V. A contradiction is derived in each of the following cases.

Case 1: v € W. Let uy, up, and u3 be the three neighbors of v in G. If further w € {u1, ua, u3} then fg r3(v)>1;
otherwise dr (u;, u;) = 2 for some u; # uj, or dr(u;,v) > 3 and dr(u;,v) > 3 for some u; # u;.In any case,
fc.r.3(v) >1, a contradiction against (i).

Case2:v eV — W —{vo, vy41}. Let u; and up be the neighbors of v;. If further w € {uy, uz} then fg 73(v) > %;
otherwise either | = u), or at least one u; has distance greater than 3 from v. In any case, fg 7,3(v) > %, a contradiction
against (ii).

Case 3: v = vgp and w = v, 4+1. Then either dr (vg, v1) > 3 or dr (vy, vy+1) > 3 must hold, and in the former case
fc.r.3(vo) > %, while in the latter case fg,7.3(Vp41) > %, so in either case we get a contradiction against (ii).

Now, |{v6, el v;lH H=n+2,ie.dr (v, w) >3 for every distinct vertices v and w in V. Then, by (i) and Lemma 4.2,

for every v € W, v’ is adjacent to just two of the three nodes u/, u’, u’ in T where uy, us, u3 are the neighbors of v
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in G; moreover by (ii) for every v € V. — W — {vg, v,41} v’ is adjacent to both of | and u/, where u; and u; are the
neighbors of v in G. Consequently, tree 7 must be a bridge along vg, vi, ..., Vp+1. U

Lemma 4.4. 3CPR3 is NP-complete.

Proof. Let G = (V, E) be an arbitrary instance of HP. Let V, W, and £ be as in the proof of Lemma 4.3. Let and v
and v, be the unique neighbors of vy and v, in G, respectively. Recall that dg (v)) = dg(v,) = 2. Let G’ = (V', E')
be a graph such that V' = V U {g, 0,41} and E' = E U {{vg, 0}, {0, v1}, {Vnr1s Ona1}s {Unr1s v )}

It suffices to show that G has a Hamiltonian path if and only if G’ has an approximate phylogeny 7T with error at
most £.

Suppose that G has a Hamiltonian path given by an ordering of the vertices, vy, vy, va, ..., Uy, Up41, Where each
pair of consecutive vertices are adjacent in G. Let T’ be the bridge along this Hamiltonian path, and let T be a tree
such that L(T) = V', V(T) — L(T) = V(T") — L(T') and E(T) = E(T") U {{Zo, v}, {Un+1, U;H}}. Thus, we
join the terminal of the bridge T to ¥, and the other into ¥,4;. Then, T is a phylogeny of G’, and by construction,
IT*@E'| = |{{vi,v;} € E : i —j| > 1}| =¢.

Conversely, suppose that T is an approximate phylogeny of G’ with |T3@E’|<f. By Lemma 4.1, D ovev
fe,rivy,3(v) < |T3 @E'| <L, so by Lemma 4.3, T[V] must be a bridge along a Hamiltonian path of G. O

Fix any odd number k > 5. Now we turn to prove that 3CPRk is NP-complete by the generalization of that of 3CPR3.
Let G = (V, E) be an arbitrary instance graph of HC. Let paddy(G) = (Vi (G), Ex(G)) be the graph obtained from
G that replaces every vertex v in V with a copy H (v) of the (3, k, hy, 2)-padding graph Py (R, ) and identify v with
the external port of H(v). Thus, Vi (G) 2 V and padd;(G) induces the input graph G as the subgraph on V. Further,
foreachv € V, Vi (G) 2 V(H (v)) and padd(G) induces H (v) as the subgraph on V(H (v)).

For each v € V let L, = V(H(v)) and E, = E(H (v)). For any tree T such that L(T) = Vi(G), we define a
function gpadd,(G), T,k from every v € V to a fractional value, such as to count the averaged disagreements between
TK[L,]and E(H (u)) over all u € Ng(v) U {v}. Formally,

IT*[L,®E,|
8paddy(G), T,k (V) = > —
paddi@ ueNg (v)U{v} dg(u) +1

Lemma 4.5. For any tree T such that L(T) = Vi (G), Zvev(fG,T[V],k(U) + 8paddy(G),T,k (V) < |Tk®Ek(G)|.
Proof. By the definitions of fG,T[V],k and 8paddi(G),T k- O

Lemma 4.6. For any tree T such that L(T) = Vi(G), if Zvev(fG,T,k(v) + 8paddy(G),T.k(V)) <L, then G must
have a Hamiltonian path.

Proof. Let us abbreviate the functions fg 7« and gpadd,(G), 7.k as fx and gi, respectively. We claim that fi(v) +
gk(v)>% for every degree-3 vertex v of G. For a contradiction, assume fi(v) + gr(v) < %, so both fi(v) and
gk (v) are assumed smaller than % Let uy, uy, uz be the neighbors of v in G, and let L; = V (H (u;)). For every u;,
|Tk[Lu,. 1@ E,, | <2, otherwise we would have gi (v) > %. So by Theorem 3.10, every T[L,, ] is an hi-padding tree, and
similarly, T[L,]is an h;-padding tree. These four subtrees are mutually disjoint. Let «; be the internal port of T[L,,, ] and
oc; be its neighbor outside T'[ L, ]; similarly let o be the internal port of 7[L,] and o be its neighbor outside T'[L,]. Then,
{or, 02, 03, o} | = 4, |{or], oy, oy, o }| = 4, dr (u;, 0;) = hy forevery u;, anddr (v, o) = hy (otherwise dr (v, u;) >k+1
hence f¢(v) > 1). Therefore, P3(T)[{a1, 02, a3, 0} 1= Pr(T)[{u1, u2, u3, v}]. Consequently, fi(v) > 1 by Lemma 4.2,
a contradiction.

Now fi(v) + gr(v) = % for every degree-3 vertex v of G, and moreover by the above argument if fi (v) + gr(v) = %
then fi(v) = % and g (v) = 0, so together with the upper bound given in Lemma 4.5 we have

1) fiv) = % for all degree 3 vertices v of G,

(i1) fx(v) = 0 for all other vertices v of G’, and
(iii) gr(v) = O for all vertices v of G'.
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By (iii) T[L,] is an hi-padding tree for every v € V. Let «, be the internal port of T[L(H,)]. We have shown that
dr (v, o) = hy, i.e. v is the external port of T[L,] for all degree-3 vertices v of G, which in fact holds for all vertices
v of G’. Therefore P3(T[{o, : v € VIN=Pi(T), and |T3[{ay, : v € VYI®{{oww, o} : {u,v} € E} <L By
Lemmas 4.1 and 4.3, G must have a Hamiltonian path, say vg, vy, ..., vy41, and T[{o, : v € V}] must be a bridge
along oy, 0y, .« .oy Oy,. O

n

Theorem 4.7. For every odd k >3, 3CPRk is NP-complete.

Proof. We have fixed an odd k >5. Let G’ = (V’, E’) be the graph constructed from G as in the proof of Lemma 4.4.
It suffices to show that the input graph G has a Hamiltonian path if and only if paddy(G') = (Vi(G"), E;(G")) has an
approximate phylogeny with error at most £.

Suppose that the input graph G has a Hamiltonian path given by an ordering of the vertices vg, v1, v2, .. ., Uy, U1
of G. For each v € V', add a copy R(v) of hi-padding tree R p, such that L(R(v)) = Ly, Px(R(v)) = H(v) and
the external port of H (v) is v. Then, build the bridge along the internal ports of R(vp), R(v1), ..., R(vy+1), and join

one end port of the bridge to the internal port of R(7g), and the other to that of R(v,+1). This construction gives an
approximate phylogeny of paddy(G') with error £.

Conversely, suppose that T is an approximate phylogeny of paddy(G') with |T*@® E;(G’)|<{. By Lemma 4.5,
Y vev (G, 11V (V) + &padd, (67, T.k) < IT*@®E (G| <¥, so by Lemma 4.6, G must have a Hamiltonian path. [J

4.2. The case where A = 3 and k is even

This subsection assumes that k is an arbitrary even number greater than or equal to 4, and proves that 3CPRk is
NP-complete. Throughout this section all trees and phylogenies are of maximum degree 3 or less.
Fix any even number k > 4. Let G = (V, E) be an arbitrary instance graph of HC. Let padd(G) = (Vi (G), Ex(G))
be a graph constructed as follows:
e Replace every vertex v € V, with a copy H (v) of the (3, k, iy — 1, 2)-padding graph P (Ry p,—1) and identify v
with the external port in H (v).
e For every edge {u, v} € E, add an isolated copy H (u, v) of the P (S3 x, h,+1)-
e Add four more isolated copies Hj, ..., Hy of the Pr(S3 k. n +1)-
Note that when k = 4 the first step of the above construction of padds(G) can be skipped, since the (3, 4, 0, 2)-padding
graph consists from a single vertex.
For each vertex v € V let L, = V(H (u)), for each edge {u, v} € Elet L, , = V(H(u, v)), and for each 1 <i <4
let L; = V(H;).

Lemma 4.8. Let T be an arbitrary tree such that L(T) = V. Let v be an arbitrary vertex of G having three pairwise
nonadjacent neighbors uy, uz, and uz. Then fg 14(v) = % or fg.r.4(v) >1, and in the former case dr(u;,v) > 4
Sforoneu; € {uy, up, us} and dy (uj, v) <4 for the other two uj € {uy, uz, uz} — {u;}.

Proof. It suffices to show that if dr (u;, v) <4 for all u; then fg r.4(v)> 1. For a contradiction suppose dr (u;, v) <4
for all u; and fg 7.4(v) < 1. Let v’ (respectively, u;) be the internal node adjacent to v (respectively, u;) in 7. Then
l{u', uly, ul, v'}| = 4; otherwise either u; = u/j for some i # j € {1,2,3} or u; = v for some i € {1, 2,3}, but
in either case fg,7.4(v)>1, a contradiction. Hence dr (u}, v') <2 for all u;, implying that dr (u;, u’j) <2 for some
u; # u’/., so fG.1.4(v) >1, a contradiction. [J

Both of Lemmas 4.5 and 4.6 hold as they are for the even k case, too. The proofs are the same, but using Lemma 4.8
here instead of Lemma 4.2 therein. Note that when k = 0, the function g in these lemmas becomes unnecessary (it is
the zero function).

Theorem 4.9. For every even k >4, 3CPRk is NP-complete.

Proof. It suffices to show that the input graph G has a Hamiltonian path if and only if paddy(G) has an approximate
phylogeny with error at most 3¢.
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Suppose that the input graph G has a Hamiltonian path given by an ordering of the vertices v, vy, v2, ..., Un, Un+1
of G. We say that an edge in G is covered (by this Hamiltonian path) if it is {v;, v;4+1} for some 0 <i <n; otherwise it
is called uncovered. The following construction gives an approximate phylogeny of padd(G) with error £:

e Foreach v € V, add a copy R(v) of the (3, k, hy, 2)-padding tree Py (Ry n,—1) such that L(R(v)) = L, Pr(R(v))

= H(v) and the external port of R(v) is v. Let o, denote the internal port of R(v).

e For each {u, v} € E, add a copy R(u, v) of the tree Py (S3 k1, +1) such that L(R(u, v)) = L, , and Pr(R(u, v))

= H(u, v). Let o, , denote the internal port of R (u, v).

o Build the bridge Teover along oy, dug, vy > %uys %op,vss -+ > Cvy vy s X -
e Build another bridge Tuncover along a sequence of «,, ,, of all uncovered edges {u, v} of G.
e Add four copies Ry, ..., R4 of 83 i p,+1 such that L(R;) = V(H;) and Px(R;) = H;. Let o; denote the internal port

of R,‘ .

e Add two new internal nodes f; and f,.

e Join f3; to one terminal of T¢over and o . Further, if Tyncover is empty (i.e. there is no uncovered edge) then join f3; to
ap; otherwise, join ff; to one terminal of Tyncover, and join oy to the other terminal of Tyncover-

e Join f3, to the other terminal of Tcover, %3 and oy4.

Conversely, suppose that 7" is an approximate phylogeny of padd;(G) with |Tk®Ek(G)| <{. By Lemma 4.5,

Zvev(fG,T[V]A(U) + &paddy(G),T,4(V)) < |Tk6-)Ek(G)| <¥¢, so by Lemma 4.6, G must have a Hamiltonian

path. O

4.3. Generalization to A >4

In this subsection, we generalize the previous lemmas and theorems shown for 4 = 3 to 4>4. We show the
generalization for only the odd k case, because the proofs for the even k case proceed in parallel. Throughout this
section all trees and phylogenies are of maximum degree 4 or less.

Fix any odd number k >3. Let G = (V, E) be an arbitrary instance graph of HC, where let vg and v,41 denote its
degree 1 vertices. Let paddy(G) = (Vi (G), Ex(G)) be the graph constructed from G in Section 4.1. Further, a graph
paddg (G) = (V4 x(G), E4 x(G)) is constructed from padd (G) as follows:

e Foreachv € V —{vg, v;41},add 4—3 copies H (v), ..., H,_3(v) of the (4, k, hy, 2)-padding graph Py (R4 . p,+1)-

name the external port of H;(v) as v(i), and join v to every v (7).

e Foreach v € {vg, v,+1}, do it with 4 — 2 copies.

Note that the graph padd x(G) contains paddi(G) = (Vi(G), Ex(G)) as the subgraph induced on Vi (G) = V U
(Uyey V(Ly)). For every edge v(i) let Ly;) = V(H;(v)). For any tree T such that L(T) = V4 x(G), we define a
function 4 pga, ,(G),7,k from every v € V as follows:

hpadds 1@ Tk ®) = X Lapwan=k + 2T Loi @ EH @GN,
14 1

where i runs over {I,...,4 =3} ifv € V — {vg,v,}, and {1,..., 4 =2} if v € {vo, vu}; laywuiiy>k 1s 1 if
dr (v, v(i)) > k and 0 otherwise.

Lemma 4.10. For any tree T such that L(T) = V4(G), Zuev(fG,T[V],k(U) + &paddi(G), TV (G).k (V) +
R paddy (G 7.6 (V) <ITF® Ex(G)].

Proof. By the definitions of fG,T[V],k, 8paddy(G),T[Vi(G)].k and hpaddA_k(G),T,k~ O

Lemma 4.11. For any tree T such that L(T) = V(G), if Y ,cv ([, 11v1k(W) + &paddi(G), T[Vi(G)1.k (V)
+ hpadd, (6), 1.k (V) <L, then G must have a Hamiltonian path.

Proof. Let us abbreviate fG 7(v].x(V), &paddi(G), T[Vi(G)1.k V), and R paaa, (G), T,k @S fk» &k, and h 4 ., respectively. We
claim that fi(v) + gx(v) + h g, (v) 2> % for every degree 3 vertex of G. For a contradiction suppose fi(v) + gx(v) +
hypr() < % Since h 4 (v) < %, by Theorem 3.20, all T[L,;)] are (hy +1)-padding trees, and further since g (v) < %,
by Theorem 3.18, T[L,] is a hi-padding tree. Let o, (respectively, a,(;)) be the internal port of T[L,] (respectively,
T[Ly))) and o, (respectively, oc;(i)) be its neighbor outside T'[L,] (respectively, T[L,]). Then, o/ )= o, for all

v(i
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v(i); otherwise dr (v, v(i)) > k so h 4, (v) > 1, a contradiction. Consequently, o/, is adjacent to all A — 3 distinct nodes
%y (i), SO it can take at most three more neighbors other than these. Then by Lemma 4.2, fi (v) > %, a contradiction.
Now, together with the upper bound, we have fi(v) + gk (v) + hg 1 (v) > % for every degree 3 vertex v of G, and if
the equality holds then f; (v) = %, gk(v) =0and A x(v) = 0. We thus have
1) filv) = % for all degree 3 vertices v of G,

(i) fix(v) = O for all other vertices v of G, and

(iii) gx(v) = h 4 (v) = 0 for all vertices of G.
By (iii) all T[L,] are hy-padding trees and all T'[L ] are (hx + 1)-padding trees, consequently o, = oc:)(i) for every v
and v(i), and the number of neighbors of o, other than o,,; is at most 3. Hence by Lemma 4.6 we have a Hamiltonian
pathof G. O

Theorem 4.12. For every fixed constant A>3 and every odd k >3, ACPRk is NP-complete.

Proof. We have shown it for 4 = 3, so fix an arbitrary 4 >4.

Suppose that the input graph G has a Hamiltonian path given by an ordering of the vertices vg, v1, V2, ..., Uy, Un+1
of G. Build the tree for the graph G as in the proof of Theorem 4.7, but replacing the (3, k, iy, 2)-padding tree R3 k p,
therein with the (4, k, hy, 2)-padding tree R/ 5, here. Recall that there we have built the bridge along the internal
ports of R(vg), R(vy), ..., R(v,11); let v’ be the node of the bridge adjacent to the internal port of R(v); thus, v6 and
v 4 are the two terminals of the bridge. Further, for each v € V and each 1 <i <4 — 3, add a copy R(v(i)) of the
(4, k, hy + 1, 2)-padding tree R4 j j,+1 such that L(R(v(i))) = Lyg), Pr(R(v)) = H(v(i)) and the external port
of H(v(i)) is v(i). Join the internal port of each R(v(i)) to v’. Further, for each v € {vg, v,+1}, add one more copy
R(v(4 + 2)) and join its internal port to v’. This construction gives an approximate phylogeny of padd (G) with
error £.

Conversely, suppose that T is an approximate phylogeny of padd, x(G) with error at most £. By Lemma 4.10,
> ey (Fo.11v1k () + &paddi (6). TIVe@)1.k V) + R padd, 1(6), 7.k (V) S ITFDE 4 1 (G)| <¢, so by Lemma 4.11, G must
have a Hamiltonian path. [J

Generalization of Theorem 4.9 to any fixed degree 4 >3 proceeds in parallel and is thus omitted. We have proved
the following theorem:

Theorem 4.13. For every A>3 and every k >3, ACPRk is NP-complete.
5. Summary and an open question

We have proved that ACPRk is NP-complete for all fixed constants k>3 and 4>3. A more fundamental problem
is the TREE kTH ROOT PROBLEM (TRk), where the nodes (not only the leaves) of T correspond to the vertices of G.
Kearney and Corneil proved that CTRk is NP-complete when &k >3 [10]. We conjecture that ACTRk is NP-complete
for every fixed 4 >3 and k > 2.
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