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Abstract

We consider the multifractal structure of the Bernoulli convolution νλ, where λ−1 is a Salem number
in (1,2). Let τ (q) denote the Lq -spectrum of νλ. We show that if α ∈ [τ ′(+∞), τ ′(0+)], then the level set

E(α) :=
{
x ∈ R: lim

r→0

logνλ([x − r, x + r])
log r

= α

}
is non-empty and dimH E(α) = τ∗(α), where τ∗ denotes the Legendre transform of τ . This result extends
to all self-conformal measures satisfying the asymptotically weak separation condition. We point out that
the interval [τ ′(+∞), τ ′(0+)] is not a singleton when λ−1 is the largest real root of the polynomial xn −
xn−1 − · · · − x + 1, n � 4. An example is constructed to show that absolutely continuous self-similar
measures may also have rich multifractal structures.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction

For any λ ∈ (0,1), let νλ denote the distribution of
∑∞

n=0 εnλ
n where the coefficients εn are

either −1 or 1, chosen independently with probability 1
2 for each. It is the infinite convolution
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product of the distributions 1
2 (δ−λn +δλn), giving rise to the term “infinite Bernoulli convolution”

or simply “Bernoulli convolution”. The Bernoulli convolution can be expressed as a self-similar
measure νλ satisfying the equation

νλ = 1

2
νλ ◦ S−1

1 + 1

2
νλ ◦ S−1

2 , (1.1)

where S1(x) = λx − 1 and S2(x) = λx + 1. These measures have been studied since the 1930’s,
revealing surprising connections with a number of areas in mathematics, such as harmonic anal-
ysis, fractal geometry, number theory, dynamical systems, and others, see [29].

The fundamental question about νλ is to decide for which λ ∈ (1/2,1) this measure is ab-
solutely continuous and for which λ it is singular. It is well known that for each λ ∈ (1/2,1),
νλ is continuous, and it is either purely absolutely continuous or purely singular. Solomyak
[36] proved that νλ is absolutely continuous for a.e. λ ∈ (1/2,1). In the other direction, Erdös
[4] proved that if λ−1 is a Pisot number, i.e. an algebraic integer whose algebraic conjugates
are all inside the unit disk, then νλ is singular. It is an open problem whether the Pisot re-
ciprocals are the only class of λ’s in (1/2,1) for which νλ is singular. This question is far
from being answered. There appears to be a general belief that the best candidates for counter-
examples are the reciprocals of Salem numbers. Recall that a positive number β is called a
Salem number if it is an algebraic integer whose algebraic conjugates all have modulus no
greater than 1, with at least one of which on the unit circle. Indeed, as Kahane observed, when
λ−1 is a Salem number, the Fourier transform of νλ has no uniform decay at infinity (cf. [29,
Lemma 5.2]). A well-known class of Salem numbers are the largest real roots βn of the poly-
nomials xn − xn−1 − · · · − x + 1; where n � 4. It was shown by Wang and the author in
[15] that for any ε > 0, the density of ν1/βn , if it exists, is not in L3+ε(R) when n is large
enough.

In this paper, we study the local dimensions and the multifractal structure of νλ when λ−1 is a
Salem number in (1,2). Few results along this direction have been known in the literature. Before
formulating our results, we first recall some basic notation used in the multifractal analysis. The
reader is referred to [6] for details.

Let μ be a finite Borel measure in R
d with compact support. For x ∈ R

d and r > 0, let Br(x)

denote the closed ball centered at x of radius r . For q ∈ R, the Lq -spectrum of μ is defined as

τμ(q) = lim inf
r→0

logΘμ(q; r)
log r

,

where

Θμ(q; r) = sup
∑

i

μ
(
Br(xi)

)q
, r > 0, q ∈ R, (1.2)

and the supremum is taken over all families of disjoint balls {Br(xi)}i with xi ∈ supp(μ). It is
easily checked that τμ(q) is a concave function of q over R. For x ∈ R

d , the local dimension of
μ at x is defined as

dμ(x) = lim
logμ(Br(x))

,

r→0 log r
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provided that the limit exists. For α ∈ R, denote

Eμ(α) = {
x ∈ R: dμ(x) = α

}
,

which is called the level set of μ.
One of the main objectives of multifractal analysis is to study the dimension spectrum

dimH Eμ(α) and its relation with the Lq -spectrum τμ(q), here dimH denotes the Hausdorff di-
mension. The celebrated heuristic principle known as the multifractal formalism which was first
introduced by some physicists [16], states that for “good” measures μ, the dimension spectrum
dimH Eμ(α) can be recovered by the Lq -spectrum τμ(q) through the Legendre transform:

dimH Eμ(α) = τ ∗
μ(α) := inf

{
αq − τμ(q): q ∈ R

}
. (1.3)

For more backgrounds of the multifractal formalism, we refer to the books [6,32]. The multi-
fractal formalism has been verified to hold for many natural measures including for example,
self-similar measures satisfying the well-known open set condition [3,27,28]. In the recent
decade, there have been a lot of interest in studying the validity of the multifractal formalism
for self-similar measures with overlaps (see, e.g., [12] and the references therein).

The main result of the paper is the following.

Theorem 1.1. Let λ ∈ (1/2,1) so that λ−1 is a Salem number. Then

(i) Eνλ(α) �= ∅ if α ∈ [τ ′
νλ

(+∞), τ ′
νλ

(0+)], where τ ′
νλ

(+∞) := limq→+∞ τνλ(q)/q , and
τ ′
νλ

(0+) denotes the right derivative of τνλ at 0.
(ii) For any α ∈ [τ ′

νλ
(+∞), τ ′

νλ
(0+)],

dimH Eνλ(α) = τ ∗
νλ

(α) := inf
{
αq − τνλ(q): q ∈ R

}
. (1.4)

In short, the above theorem says that the Bernoulli convolution νλ fulfills the multifractal
formalism over q > 0, when λ−1 is a Salem number. As an application, we obtain the following
information about the range of local dimensions of νλ associated with certain Salem numbers.

Theorem 1.2. For n � 4, let βn be the largest real root of the polynomials xn−xn−1 −· · ·−x+1,
and let λn = β−1

n . Then for λ = λn, τ ′
νλ

(+∞) < 1 � τ ′
νλ

(0+); and hence the range of local
dimensions of νλ contains a non-degenerate interval.

The above results shed somewhat new light on the study of Bernoulli convolutions. In [37]
Solomyak asked whether the multifractal analysis can provide some information about the range
of local dimensions of Bernoulli convolutions associated with non-Pisot numbers. Theorem 1.2
provides a positive answer.

Theorem 1.2 also provides a hint that νλn might be singular for all n � 4. Nevertheless, this
hint is not direct, since there exists a self-similar measure μ on R such that μ is absolutely
continuous and the range of local dimensions of μ contains a non-degenerate interval on which
the multifractal formalism is valid (see Proposition 5.1). This unexpected phenomena looks quite
interesting.

Let us give some historic remarks. In the literature there have been a lot of works consider-
ing the multifractal structure of Bernoulli convolutions associated with Pisot numbers (see, e.g.,
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[25,17,21,33,20,22,23,8,14,9,11,12]). Here we give a brief summary. Assume that λ−1 is a Pisot
number in (1,2). In this case, the local distribution of νλ can be characterized via matrix prod-
ucts, and as a result, the local dimensions of νλ can be described as the Lyapunov exponents of
the associated random matrices, whilst the Lq -spectrum corresponds to the pressure function of
matrix products [20,9,8]. It was shown by Lau and Ngai [22] that νλ satisfies the weak separation
condition, and (1.4) holds for those α = τ ′

νλ
(q), q > 0, provided that τ ′

νλ
(q) exists. Later in [8] we

proved that, indeed, τνλ is differentiable on (0,+∞). Recently in [11], it was shown that there
exists an interval I in the support of νλ so that, for the restriction of νλ on I , the multifractal
formalism is valid on the whole range of the local dimensions, regardless of whether there are
phase transitions at q < 0. This result is extended to self-similar measures satisfying the weak
separation condition [12]. The Lq spectra and the dimension spectra can be computed explic-

itly in some concrete cases. For λ =
√

5−1
2 (the golden ratio case), an explicit formula of τνλ(q)

on q > 0 was obtained in [23] and was extended to q ∈ R in [9]; it was shown in [9] that τνλ

has a non-differentiable point in (−∞,0) (the so-called phase transition behavior); nevertheless,
(1.4) still holds for all those α ∈ [τ ′

νλ
(+∞), τ ′

νλ
(−∞)] [14]. The phase transition behaviors and

exceptional multifractal phenomena were further found and considered in [24,35,38] for other
self-similar measures. Rather than the golden ratio case, the explicit formulas of the Lq spectra
and the dimension spectra of νλ were obtained in [9,26] when λ is the unique positive root of
xn + xn−1 + · · · + x − 1, n � 3; in this case, τνλ is differentiable over R.

When λ is an arbitrary number in (1/2,1), the only known result so far is that Eνλ(α) �= ∅ and
(1.4) holds for those α = τ ′

νλ
(q), q > 1, provided that τ ′

νλ
(q) exists at q; and this result extends

to all self-conformal measures [10].1 In the case that λ−1 is a Salem number, the condition q > 1
can be relaxed to q > 0 [10]. However, it still remains open whether τνλ is differentiable over
(0,∞) for each λ. Although by concavity τνλ has at most countably many non-differentiable
points, no much information can be provided for the range {α: α = τ ′

νλ
(q) for some q > 0}.

Let us illustrate the main idea in our proof of Theorem 1.1. Assume that λ−1 is a Salem
number in (1,2). The IFS {λx − 1, λx + 1} may not satisfy the weak separation condition (see
Remark 3.3), hence the previous approaches via matrix products and the thermodynamic formal-
ism in [11,12] are not efficient in this new setting. For n ∈ N, denote

tn = sup
x∈R

#
{
Si1...in : i1 . . . in ∈ {1,2}n, Si1...in (K) ∩ [

x − λn, x + λn
] �= ∅}

,

where S1, S2 are given as in (1.1), Si1...in := Si1 ◦ · · · ◦ Sin and K := [− 1
1−λ

, 1
1−λ

] is the attractor
of {S1, S2}. The following simple property is our starting point (see, e.g. [10] for a proof):

lim
n→∞

log tn

n
= 0. (1.5)

Due to this property, we can manage to setup the following local box-counting principle.
Let n ∈ N, x ∈ R with νλ(B2−n−1(x)) > 0. Let q > 0 so that α = τ ′

νλ
(q) exists and let

k ∈ N. Then when m is suitably large (which can be controlled delicately by n, q , k and
νλ(B2−n(x))/νλ(B2−n−1(x))), there exist N � 2m(τ∗

νλ
(α)−1/k) many disjoint balls B2−n−m(xi),

i = 1, . . . ,N , contained in B2−n(x) such that

1 This result also holds for almost all projections of self-conformal measures [1].
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νλ(B2−n−m(xi))

νλ(B2−n(x))
∈ (

2−m(α+1/k),2−m(α−1/k)
)
,

and νλ(B2−n−m+1(xi))/νλ(B2−n−m−1(xi)) is bounded from above by a constant independent of
n, m. This local box-counting principle is much stronger than the standard box-counting principle
originated in [16] (see also, Proposition 3.3 in [12]). According to this principle, for any α ∈
[τ ′

νλ
(+∞), τ ′

νλ
(0+)], we can give a delicate construction of a Cantor-type subset of Eνλ(α) with

Moran structure such that its Hausdorff dimension is greater or equal to τ ∗
νλ

(α); this shows that
dimH Eνλ(α) = τ ∗

νλ
(α), since the upper bound dimH Eνλ(α) � τ ∗

νλ
(α) always holds (see, e.g.,

Theorem 4.1 in [22]).
Using the similar idea, we can extend the result of Theorem 1.1 to any self-conformal measure

which satisfies the asymptotically weak separation condition (see Definition 3.2). That is,

Theorem 1.3. Let ν be a self-conformal measure on R
d satisfying the asymptotically weak sep-

aration condition. Then for α ∈ [τ ′
ν(+∞), τ ′

ν(0+)], Eν(α) �= ∅ and dimH Eν(α) = τ ∗
ν (α).

We remark that the asymptotically weak separation condition is strictly weaker than the weak
separation condition introduced in [22] (see Remark 3.3).

Shortly after the first version of this paper was completed, Jordan, Shmerkin and Solomyak
[19] obtained an interesting related result: for every λ ∈ (1/2, γ ) where γ ≈ 0.554958 is the
root of 1 = x−1 + ∑∞

n=1 x−2n, and p ∈ (0,1/2), the biased Bernoulli convolution ν
p
λ (which is

the infinite convolution product of the distributions pδ−λn + (1 − p)δλn ) always contains a non-
trivial interval in the range of its local dimensions. It is unknown whether or not the multifractal
formalism holds for ν

p
λ on this interval.

The paper is arranged in the following manner: in Section 2, we show that for a general
measure μ in R

d , the multifractal formalism is valid if certain local box-counting principle holds
for μ; we prove Theorem 1.3 in Section 3 by showing that this local box-counting principle holds
for self-conformal measures on R

d satisfying the asymptotically weak separation condition; in
Section 4, we prove Theorem 1.2; in Section 5, we construct an example of absolutely continuous
self-similar measure on R with non-trivial range of local dimensions.

2. A general scheme for the validity of the multifractal formalism

Let μ be a finite Borel measure μ in R
d with compact support. Let τ(q) := τμ(q) be the

Lq -spectrum of μ, and let E(α) := Eμ(α) denote the level set of μ. (See Section 1 for the
definitions.) Assume that τ(q) ∈ R for each q ∈ R. In this section we show that the multifractal
formalism is valid for μ if certain local box-counting principle holds for μ.

Define

Ω = {
q ∈ R: the derivative τ ′(q) exists

}
and Ω+ = Ω ∩ (0,∞). (2.1)

Since τ is concave on R, Ω is dense in R and Ω+ is dense in (0,∞).

Definition 2.1. We say that μ has an asymptotically good multifractal structure over R (resp.,
R+) if there is a dense subset Λ of Ω (resp., Ω+) such that for each q ∈ Λ and k ∈ N, there exist
positive numbers a(q, k), b(q, k), fn(q, k), n = 0,1,2, . . . , such that the following properties
hold:



D.-J. Feng / Advances in Mathematics 229 (2012) 3052–3077 3057
(i)

lim
k→∞b(q, k) = 0, lim

n→∞fn(q, k)/n = 0. (2.2)

(ii) Let n � 0 and x ∈ R so that μ(B2−n−1(x)) > 0. Then for any integer m with

m � fn(q, k) + a(q, k) log
μ(B2−n(x))

μ(B2−n−1(x))
, (2.3)

there are disjoint balls B2−n−m(xi) ⊂ B2−n(x), i = 1, . . . ,N , such that

N � 2m(τ ′(q)q−τ(q)−b(q,k)),

2−m(τ ′(q)+1/k) � μ(B2−n−m(xi))

μ(B2−n(x))
� 2−m(τ ′(q)−1/k),

and

μ(B2−n−m+1(xi))

μ(B2−n−m−1(xi))
� fn+m(q, k).

The main result in this section is the following.

Theorem 2.2. (a) Assume that μ has an asymptotically good multifractal structure over R.
Let αmin = limq→∞ τ(q)/q and αmax = limq→−∞ τ(q)/q . Then E(α) �= ∅ if and only if α ∈
[αmin, αmax] ∩ R.2 Furthermore, for any α ∈ [αmin, αmax] ∩ R,

dimH E(α) = τ ∗(α) = inf
{
αq − τ(q): q ∈ R

}
.

(b) Assume that μ has an asymptotical multifractal structure over R
+. Then for α ∈ [αmin,

τ ′(0+)], we have E(α) �= ∅ and dimH E(α) = τ ∗(α).

A key idea in the proof of the above theorem is to construct Cantor-type subsets of E(α) with
a special Moran construction.

Definition 2.3. Let B ⊂ R
d be a closed ball. Let {N}�1 be a sequence of positive integers. Let

D = ⋃
�0 D with D0 = {∅} and D = {ω = (i1i2 . . . i): 1 � ij � Nj , 1 � j � }. Suppose

that G = {Bω: ω ∈ D} is a collection of closed balls of radius rω in R
d . We say that G fulfills the

Moran structure, provided it satisfies the following conditions:

(1) B∅ = B , Bωj ⊂ Bω for any ω ∈ D−1, 1 � j � N;
(2) Bω ∩ Bω′ = ∅ for ω,ω′ ∈ D with ω �= ω′.
(3) limk→∞ maxω∈D

rω = 0;

2 αmin is always non-negative and finite. It is possible that αmax = +∞.
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(4) For all ωη �= ω′η, ω,ω′ ∈ Dm, ωη,ω′η ∈ Dn, m � n,

rωη

rω
= rω′η

rω′
.

If G fulfills the above Moran structure, we call

F =
∞⋂

=1

⋃
ω∈D

Bω

the Moran set associated with G .

For  ∈ N, let

c = min
(i1...i)∈D

ri1...i

ri1...i−1

, M = max
(i1...i)∈D

ri1...i .

Proposition 2.4. (See [13, Proposition 3.1].) For the Moran set F defined as above, suppose
furthermore

lim
k→∞

log c

logM

= 0. (2.4)

Then we have

dimH F = lim inf
→∞ s,

where s satisfies the equation
∑

ω∈D
r
s
ω = 1 for each k.

Proof of Theorem 2.2. We only prove part (a) of the theorem, since the proof of part (b) is
essentially identical. We divide the proof into several steps.

Step 1. If α ∈ {τ ′(q): q ∈ Ω}, then E(α) �= ∅ and dimH E(α) � τ ∗(α).
Let Λ and a(q, k), b(q, k), fn(q, k) (q ∈ Λ, k,n ∈ N) be given as in Definition 2.1. We

can assume that limn→∞ fn(q, k) = ∞, since in Definition 2.1, we can change fn(q, k) to
max{fn(q, k), logn} with no harm.

Fix α ∈ {τ ′(q): q ∈ Ω}. Since τ is concave on R and Λ is dense in Ω , there exists a sequence
(qj )

∞
j=1 ⊂ Λ such that limj→∞ τ ′(qj ) = α. Note that τ ∗ is also concave (and hence lower semi-

continuous) on [αmin, αmax] ∩ R (see [34]). Hence

τ ∗(α) � lim inf
j→∞ τ ∗(τ ′(qj )

) = lim inf
j→∞

(
τ ′(qj )qj − τ(qj )

)
. (2.5)

Take a sequence (kj )
∞
j=1 of positive integers such that limj→∞ kj = ∞ and

bj := b(qj , kj ) → 0, as j → ∞. (2.6)

Pick x0 ∈ R such that μ(B1/2(x0)) > 0. Set
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A0 = μ(B1(x0))

μ(B1/2(x0))
.

Clearly 1 � A0 < ∞. Then due to (2.2), we can define a sequence (Lj )
∞
j=1 of positive integers

recursively such that L1 � 2 and

n � f0(q1, k1) + a(q1, k1) logA0 if n � L1 (2.7)

and

n � fn(q1, k1) + a(q1, k1) logfn(q1, k1) if n � L1 (2.8)

and

n

j + 1
� fn(qj+1, kj+1) + a(qj+1, kj+1) log

(
fn(qj+1, kj+1) + fn(qj , kj )

)
(2.9)

if n � Lj , j = 1,2, . . . .
Construct a sequence of positive integers (n)

∞
=1 recursively by setting n1 = L1 and for  � 2,

n = the smallest integer greater than (n1 + · · · + n−1)/θ(), (2.10)

where θ() denotes the unique positive integer j satisfying

L0 + · · · + Lj−1 �  < L0 + · · · + Lj .

Here we take the convention L0 = 0. Clearly,

0 � θ( + 1) − θ() � 1, lim
→∞ θ() = ∞, lim

→∞
θ( + 1)

θ()
= 1. (2.11)

Moreover,

lim
→∞

n1 + · · · + n−1

n1 + · · · + n

= lim
→∞

n1 + · · · + n−1

(n1 + · · · + n−1)(1 + 1/θ())
= 1. (2.12)

Combining (2.11), (2.12) and (2.10), we have

lim
→∞

n

n1 + · · · + n−1
= 0, lim

→∞
n

n−1
= lim

→∞
(n1 + · · · + n−1)/θ()

(n1 + · · · + n−2)/θ( − 1)
= 1. (2.13)

By (2.7), we have

n1 = L1 � f0(q1, k1) + a(q1, k1) log
μ(B1(x0))

μ(B1/2(x0))
. (2.14)
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We claim that for any  � 1,

n+1 � fn1+···+n
(qθ(+1) + kθ(+1)) + a(qθ(+1), kθ(+1)) logfn1+···+n

(qθ(), kθ()). (2.15)

To prove (2.15), fix  and set j = θ( + 1). First we consider the case that j = 1. In this case,
by (2.10), n+1 � n1 + · · · + n. Note that in this case θ() = 1, hence (2.15) follows from (2.8).
Next we assume j � 2. Then θ() = j or j − 1. By the definition of θ ,

Lj−1 �  + 1 � n1 + · · · + n.

Since n+1 � (n1 + · · · + n)/j , (2.15) follows from (2.9).
Denote λj = τ ′(qj )qj − τ(qj ) − bj for j ∈ N. Then by (2.5)–(2.6), we have

lim inf
j→∞ λj � τ ∗(α). (2.16)

Define a sequence (N)
∞
=1 by

N = max
{
1,

[
2nλθ()

]}
,

where [x] denotes the integer part of x.
Let D = ⋃

�0 D with D0 = {∅} and D = {ω = (i1i2 . . . i): 1 � ij � Nj , 1 � j � }. We

will construct a collection G = {Bω: ω ∈ D} of closed balls of radius rω in R
d recursively, which

has Moran structure and satisfies the following properties:

(p1) B∅ = B1(x0);
(p2) rω = 2−(n1+···+n) for each ω ∈ D;
(p3) For each  � 1, ω ∈ D−1 and 1 � i � N,

2−n(τ
′(qθ())+1/kθ()) � μ(Bωi)

μ(Bω)
� 2−n(τ

′(qθ())−1/kθ())

and

μ(2Bωi)/μ

(
1

2
Bωi

)
� fn1+···+n

(qθ(), kθ()) � n1 + · · · + n,

here and afterwards, cB denotes Bcr(x) when B = Br(x).

The construction is done by induction. We first set B∅ = B1(x0). Since μ has an asymptotical
multifractal structure, by (2.14) and Definition 2.1, there exist N1 disjoint closed balls {Bi}N1

i=1
of radius 2−n1 , contained in B∅, such that

2−n1(τ
′(q1)+1/k1) � μ(Bi)

μ(B∅)
� 2−n1(τ

′(q1)−1/k1)

and
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μ(2Bi)

μ( 1
2Bi)

� fn1(q1, k1) � n1.

Relabel this family of N1 balls by {Bω: ω ∈ D1}. Then (p3) holds in the case  = 1 (noting that
θ(1) = 1).

Assume we have constructed well the family of disjoint balls {Bω: ω ∈ D} for some  � 1
so that each ball in this family has radius 2−n1−···−n , and (p3) holds for . Next we construct
{Bω′ : ω′ ∈ D+1}. Fix ω ∈ D. Since (p3) holds for , we have

μ(Bω)/μ

(
1

2
Bω

)
� fn1+···+n

(qθ(), kθ()).

Combining the above inequality with (2.15) yields

n+1 � fn1+···+n
(qθ(+1), kθ(+1)) + a(qθ(+1), kθ(+1)) log

μ(Bω)

μ( 1
2Bω)

.

By Definition 2.1, there exist N+1 disjoint balls of radius 2−n1−···−n+1 , which we denote as
Bωi , i = 1, . . . ,N+1, such that Bωi ⊂ Bω and

2−n+1(τ
′(qθ(+1))+1/kθ(+1)) � μ(Bωi)

μ(Bω)
� 2−n+1(τ

′(qθ(+1))−1/kθ(+1))

and

μ(2Bωi)

μ( 1
2Bωi)

� fn1+···+n+1(qθ(+1), kθ(+1)).

Now letting ω vary over D, we get the family {Bωi : ω ∈ D, 1 � i � N+1} := {Bω′ : ω′ ∈
D+1}. Clearly, (p3) holds for  + 1.

Hence by induction, we can construct well G := {Bω: ω ∈ D} which has the Moran structure
and satisfies (p1)–(p3). Clearly, by (p3), for each  � 1 and ω ∈ D we have

∏
i=1

2−ni(τ
′(qθ(i))+1/kθ(i)) � μ(Bω)

μ(B∅)
�

∏
i=1

2−ni(τ
′(qθ(i))−1/kθ(i)). (2.17)

Let F = ⋂∞
=1

⋃
ω∈D

Bω be the Moran set associated with G . We can use Proposition 2.4 to
determine the Hausdorff dimension of F . Indeed in our case, c = 2−n and M = 2−n1−···−n ,
hence by (2.13), the assumption (2.4) fulfills. Thus by Proposition 2.4 and (2.16),

dimH F = lim inf
→∞

log(N1 . . .N)

log(2n1+···+n)
� lim inf

→∞ λθ() � τ ∗(α).

In the end of this step, we show that F ⊂ E(α) and hence dimH E(α) � dimH F � τ ∗(α). To
see this, let x ∈ F . Let r > 0 be a small number. Then there exists  � 1 such that

2−n1−···−n+1 � r < 2−n1−···−n . (2.18)
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Clearly, Br(x) contains a ball, say Bω′ , for some ω′ ∈ D+2. On the other hand, Br(x) intersects
at least one ball, say Bω , for some ω ∈ D, which implies Br(x) ⊆ 2Bω. Hence we have

μ
(
Br(x)

)
� μ(Bω′) and μ

(
Br(x)

)
� μ(2Bω) � (n1 + · · · + n)μ(Bω). (2.19)

Combining (2.19) with (2.17), (2.18) and (2.13) yields

lim
r→0

logμ(Br(x))

log r
= lim

i→∞ τ ′(qθ(i)) + 1/kθ(i) = α.

That is, x ∈ E(α). Hence we have F ⊂ E(α). This finishes the proof of Step 1.
Step 2. If α = pτ ′(q1) + (1 − p)τ ′(q2) for some 0 < p < 1 and q1, q2 ∈ Ω , then E(α) �= ∅

and dimH E(α) � pτ ∗(α1) + (1 − p)τ ∗(α2), where α1 := τ ′(q1) and α2 = τ ′(q2).
The proof of this step is quite similar to that in Step 1. We only list the main different points.
Fix q1, q2 ∈ Ω and 0 < p < 1. Since Λ is dense in Ω , there exist two sequences

(q1,j )
∞
j=1, (q2,j )

∞
j=1 ⊂ Λ such that limj→∞ qi,j = qi , i = 1,2. Since τ is concave, we have

limj→∞ τ ′(qi,j ) = τ ′(qi) = αi , i = 1,2. By (2.2), there exists a sequence of integers (kj ) ↑ ∞
such that limj→∞ b(qi,j , kj ) = 0.

By (2.2), we can define a sequence (Lj )
∞
j=0 of integers such that L0 = 0 and for j � 1,

n � f0(qi,1, k1) + a(qi,1, k1) logA0 if n � L1, i = 1,2,

n � fn(qi,1, k1) + a(qi,1, k1) logfn(qi,1, k1) if n � L1, i = 1,2,

and

n

j + 1
� fn(qi,j+1, kj+1) + a(qi,j+1, kj+1) log

(
fn(qi,j+1, kj+1) + fn(qi,j , kj )

)
if n � Lj , j = 1,2, . . . , i = 1,2. Note that the sequence (Lj )

∞
j=0 may be different from what we

constructed in Step 1.
Construct (n)

∞
=1 from (Lj )

∞
j=0 in the same way as in Step 1. Again, we use θ() denote the

unique positive integer j satisfying
∑j−1

s=0 Ls �  <
∑j

s=0 Ls.

For  � 1, set

t =
{

1 if {√2 } ∈ [0,p),

2 if {√2 } ∈ [p,1),
(2.20)

where {x} denotes the fractional part of x, and define

u = τ ′(qt,θ())qt,θ() − τ(qt,θ()) − b(qt,θ(), kθ()).

It is easy to check that

lim
→∞

(
u − τ ∗(αt)

) = 0. (2.21)
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Then define a sequence (N)
∞
=1 by

N = max
{
1,

[
2nu

]}
,

here [x] denotes the integer part of x.
Pick x0 ∈ R such that μ(B1/2(x0)) > 0. Let D = ⋃

�0 D with D0 = {∅} and D = {ω =
(i1i2 . . . i): 1 � ij � Nj , 1 � j � }. Similar to Step 1, we can construct a collection G =
{Bω: ω ∈ D} of closed balls of radius rω in R

d recursively, which has Moran structure and
satisfies the following properties:

(q1) B∅ = B1(x0);
(q2) rω = 2−(n1+···+n) for each ω ∈ D;
(q3) For each  � 1, ω ∈ D−1 and 1 � i � N,

2−n(τ
′(qt,θ())+1/kθ()) � μ(Bωi)

μ(Bω)
� 2−n(τ

′(qt,θ())−1/kθ())

and

μ(2Bωi)/μ

(
1

2
Bωi

)
� fn1+···+n

(qt,θ(), kθ()) � n1 + · · · + n.

Let F = ⋂∞
=1

⋃
ω∈D

Bω be the Moran set associated with G . Similar to Step 1, we can show
that F ⊂ E(α) and

dimH E(α) � dimH F = lim inf
→∞

log(N1 . . .N)

log(2n1+···+n)
� pτ ∗(α1) + (1 − p)τ ∗(α2).

This finishes the proof of Step 2.
Step 3. E(α) �= ∅ if and only if α ∈ [αmin, αmax] ∩ R. Furthermore, for any α ∈ [αmin, αmax] ∩

R, dimH E(α) = τ ∗(α) = inf{αq − τ(q): q ∈ R}.
First we show that E(α) �= ∅ implies that α ∈ [αmin, αmax]. Indeed, assume that α =

limr→0
logμ(Br (x))

log r
for some x ∈ R. Then Θ(q, r) � μ(Br(x))q (cf. (1.2)), which implies τ(q) �

αq . Hence α ∈ [αmin, αmax].
Next we show that if α ∈ [αmin, αmax] ∩ R, then E(α) �= ∅ and dimH E(α) � τ ∗(α). To see

this, let α ∈ [αmin, αmax] ∩ R. Since τ is concave, there are only two possible cases: (1) α ∈
{τ ′(q): q ∈ Ω}; (2) α ∈ (τ ′(q+), τ ′(q−)) for some q ∈ R, here τ ′(q+), τ ′(q−) denote the right
and left derivatives of τ at q , respectively. By Step 1, we only need to consider the second case.
Clearly, there exists 0 < p < 1 such that

α = pτ ′(q+) + (1 − p)τ ′(q−).

Since τ is concave, there exist two sequences (qj )
∞
j=1, (q ′

j )
∞
j=1 ⊂ Ω such that

qj ↘ q, q ′
j ↗ q, τ ′(qj ) ↗ τ ′(q+), τ ′(q ′

j

) ↘ τ ′(q−)
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as j tends to infinity. Therefore, there exists a sequence (pj)
∞
j=1 ⊂ (0,1) such that limj→∞ pj =p

and

α = pjτ
′(qj ) + (1 − pj )τ

′(q ′
j

)
.

By Step 2, we have E(α) �= ∅ and

dimH E(α) � pj

(
τ ′(qj )qj − τ(qj )

) + (1 − pj )
(
τ ′(q ′

j

)
q ′
j − τ

(
q ′
j

))
, j ∈ N.

Letting j → ∞, we obtain

dimH E(α) �
(
pτ ′(q+) + (1 − p)τ ′(q−)

)
q − τ(q) = αq − τ(q) = τ ∗(α).

In the end, we point out that if α ∈ [αmin, αmax] ∩ R, then dimH E(α) = τ ∗(α). This follows
from the basic fact that dimH E(α) � τ ∗(α) whenever E(α) �= ∅ (indeed, this fact holds for any
compactly supported probability measure; see, e.g., Theorem 4.1 in [22]). This finishes the proof
of Theorem 2.2. �
3. Self-conformal measures with the AWSC

In this section we prove Theorem 1.3. In Section 3.1, we introduce some notation and def-
initions about self-conformal measures and the asymptotically weak separation condition. In
Section 3.2, we show that any self-conformal measure with the asymptotically weak separation
condition has an asymptotically multifractal structure on R

+; then Theorem 1.3 follows from
Theorem 2.2(b).

3.1. Self-conformal measures and asymptotically weak separation condition

Let U ⊂ R
d be an open set. A C1-map S : U → R

d is conformal if the differential S′(x) :
R

d → R
d satisfies |S′(x)y| = |S′(x)| · |y| �= 0 for all x ∈ U and y ∈ R

d , y �= 0. Furthermore,
S : U → R

d is contracting if there exists 0 < c < 1 such that |S(x) − S(y)| � c · |x − y| for
all x, y ∈ U . We say that {Si : X → X}i=1 is a C1-conformal iterated function system (C1-
conformal IFS) on a compact set X ⊂ R

d if each Si extends to an injective contracting C1-
conformal map Si : U → U on an open set U ⊃ X.

Let {Si}i=1 be a C1-conformal IFS on a compact set X ⊂ R
d . It is well known, see [18], that

there is a unique non-empty compact set K ⊂ X such that K = ⋃
i=1 Si(K). Given a probability

vector (p1, . . . , p), there is a unique Borel probability measure ν satisfying

ν =
∑

i=1

piν ◦ S−1
i . (3.1)

This measure is supported on K and it is called self-conformal. In particular, if the maps Si are
all similitudes, then ν is called self-similar.

Let A = {1, . . . , }. Denote A∗ = ⋃
n�1 An. For u = u1 · · ·uk , we write Su = Su1 ◦ · · · ◦ Suk

,
pu = pu . . . pu and Ku = Su(K); in particular we let ũ denote the word obtained by dropping
1 k
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the last letter of u. For n ∈ N, denote

Wn := {
u ∈ A∗: diam(Ku) � 2−n, diam(Kũ) > 2−n

}
. (3.2)

For n � 0, let

Dn = {[0,2−n)d + v: v ∈ 2−n
Z

d
}
, (3.3)

and define

τn(q) =
∑

Q∈Dn

ν(Q)q .

Proposition 3.1. There is a sequence (cn)
∞
n=1 of positive numbers with

lim
n→∞

1

n
log cn = 0,

such that for any q > 0, n,m ∈ N, and all u ∈ Wn,

(cn)
−(q+1)τm(q) �

∑
Q∈Dm+n

(
ν
(
S−1

u Q
))q � (cn)

q+1τm(q). (3.4)

Furthermore, the limit limm→∞ log τm(q)
−m log 2 exists for each q > 0 and it coincides with τ(q) := τν(q)

defined as in Section 1.

Proof. It was proved in [10, Proposition 3.3] that there exists β > 0 such that for any ε > 0,
there exists C(ε) > 0 such that for all q > 0, m,n ∈ N, and all u ∈ Wn,(

C(ε)(1 + ε)βn
)−(q+1)

τm(q) �
∑

Q∈Dm+n

(
ν
(
S−1

u Q
))q �

(
C(ε)(1 + ε)βn

)q+1
τm(q). (3.5)

Choose a sequence of positive numbers (εn) tending to 0 slowly enough such that limn→∞(1/n) ×
logC(εn) = 0. Let cn = C(εn)(1 + εn)

βn. Then limn→∞(log cn)/n = 0, and (3.4) follows from
(3.5). The existence of limm→∞ log τm(q)

−m log 2 for each q > 0 was proved in [10, Proposition 4.3]. It is
easy to check that the limit coincides with τν(q). �

We remark that Proposition 3.1 was first proved by Peres and Solomyak [31] under the
bounded distortion assumption on {Si}i=1. In that case, the involved (cn) in (3.4) can be replaced
by a constant c.

The following definition was introduced in [10].

Definition 3.2. The IFS {Si}i=1 is said to satisfy the asymptotically weak separation condition
(AWSC) if there exists a sequence (tn) of natural numbers such that

lim
1

log tn = 0

n→∞ n
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and for each n ∈ N and Q̃ ∈ Dn (see (3.3) for the definition of Dn),

#{Su: u ∈ Wn,Ku ∩ Q̃ �= ∅} � tn. (3.6)

For instance, when β > 1 is a Salem number, then an IFS {Si}i=1 on R satisfies the AWSC if
each Si has the form

Si(x) = ±β−mi x + di,

where mi ∈ N and di ∈ Z[β], here Z[β] denotes the integral ring generated by β . For a proof,
see [10, Proposition 5.3, Remark 5.5].

Remark 3.3. The AWSC is strictly weaker than the WSC introduced in [22]. To see it, for
β ∈ (1,2) and m ∈ N, set

Yβ,m :=
{

n∑
i=0

εiβ
i : n ∈ N, εi ∈ {0,±1, . . . ,±m} for 0 � i � n

}
.

Erdös and Komornik [5] proved that if β is not a Pisot number and m � β − β−1, then Yβ,m

contains accumulation points. This implies that the IFS {λx,λx + 1} does not satisfies the WSC
when λ−1 ∈ (1, (

√
5 + 1)/2) is not a Pisot number. However this IFS satisfies the AWSC when

λ−1 is a Salem number; and there do exist infinitely many Salem numbers in (1, (
√

5 + 1)/2)

(see, e.g., [2]).

3.2. Asymptotically good multifractal structure

In this subsection, we assume that {Si}i=1 is a C1-conformal IFS on a compact set X ⊂ R
d

which satisfies the AWSC. Let ν be a self-conformal measure associated with {Si}i=1 and a
probability vector (p1, . . . , p). The main result of this subsection is the following.

Theorem 3.4. The measure ν has an asymptotically good multifractal structure over R+.

To prove the above theorem, we need a simple lemma.

Lemma 3.5. Let q > 0 so that τ ′(q) exists and let k ∈ N. Then there exist positive numbers ε, δ,
γ and M (all depend on q , k) with ε < min{1, q}, δ = min{1/(4k),1/(4kq)}, and γ < 1/(4k),
such that for any m � M ,

τm(q) � 2−m(τ(q)+γ ), (3.7)

τm(q + ε)2m(τ ′(q)−δ)ε � τm(q)2−mγ (3.8)

and

τm(q − ε)2−m(τ ′(q)+δ)ε � τm(q) 2−mγ . (3.9)
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Proof. Set δ = min{1/(4k),1/(4kq)}. Since α = τ ′(q) exists, we can pick 0 < ε < min{1, q} so
that

(α − δ/2)ε �
∣∣τ(q ± ε) − τ(q)

∣∣ � (α + δ/2)ε.

Set γ = min{εδ/8,1/(4k)}. Since τ(u) = limn→∞ τn(u) for each u > 0, we take M large enough
such that for m � M ,

2−m(τ(u)+γ ) � τm(u) � 2−m(τ(u)−γ ) for u = q, q − ε, q + ε.

Then we have

τm(q + ε)2m(α−δ)ε � 2−m(τ(q+ε)−γ )2m(α−δ)ε

� 2−m(τ(q)+γ )2−m(τ(q+ε)−τ(q))2m((α−δ)ε+2γ )

� τm(q)2−m(α−δ/2)ε2m((α−δ)ε+2γ )

� τm(q)2−m(δε/2−2γ ) � τm(q)2−mγ ,

which proves (3.8). The proof of (3.9) is essentially identical. �
The following lemma is obvious.

Lemma 3.6. Let q > 0. For any n ∈ N and non-negative numbers x1, . . . , xn,

1

n

(
x

q

1 + · · · + x
q
n

)
� (x1 + · · · + xn)

q � nq
(
x

q

1 + · · · + x
q
n

)
. (3.10)

Proof of Theorem 3.4. Set

tn = max
Q̃∈Dn

#{Su: u ∈ Wn, Ku ∩ Q̃ �= ∅}, n ∈ N.

(See Section 3.1 for the notation.) Since the IFS {Si}i=1 is assumed to satisfy the AWSC (cf.
Definition 3.4), we have

lim
n→∞

1

n
log tn = 0.

For each n ∈ N, define an equivalence relation on Wn by setting u ∼ v if and only if Su = Sv . For
u ∈ Wn, let [u] denote the equivalence class containing u. In particular, we write

p[u] :=
∑
v∈[u]

pu, S[u] := Su, and K[u] := Ku.

Iterating (3.1), we obtain

ν =
∑

p[u]ν ◦ S−1
[u] . (3.11)
[u]∈Wn/∼
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Recall that by Proposition 3.1, there is a sequence of positive numbers (cn)
∞
n=1 with cn > 1 and

limn→∞(1/n) log cn = 0 such that (3.4) holds.
From now on, we fix n � 0 and x ∈ R such that μ(B2−n−1(x)) > 0. Fix q > 0 so that τ ′(q) ex-

ists and fix k ∈ N. Let ε, γ , δ, M be the positive numbers (depending on q, k) given in Lemma 3.5
so that (3.8)–(3.9) hold. Recall that we have the restrictions that

δ = min

{
1

4k
,

1

4kq

}
, ε < min{1, q} and γ <

1

4k
. (3.12)

Denote

A = ν(B2−n(x))

ν(B2−n−1(x))
.

For convenience, denote r = 2−n. Let n′ be the unique integer satisfying

r/16 < 2−n′√
d � r/8. (3.13)

Clearly

0 < n′ − n < 4 + logd

2 log 2
. (3.14)

A simple geometric argument shows that Br(x) intersects at most

(
2r

2−n′ + 1

)d

� (32
√

d )d

elements in Dn′ . Hence we have

#
{[u] ∈ Wn′/ ∼: K[u] ∩ Br(x) �= ∅}

� (32
√

d )d tn′ =: t̃n′ . (3.15)

Pick [u0] ∈ Wn′/ ∼ such that K[u0] ∩ Br/2(x) �= ∅ and

p[u0] = max
{
p[u]: [u] ∈ Wn′/ ∼,Ku ∩ Br/2(x) �= ∅}

.

By (3.11),

∑
[u]∈Wn′/∼, K[u]∩Br/2(x)�=∅

p[u] � ν
(
Br/2(x)

) = ν(Br(x))

A
.

Therefore we have

p[u0] � ν(Br(x))

t̃n′A
. (3.16)
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Set

Γ = {[u] ∈ Wn′/ ∼, K[u] ∩ B7r/8(x) �= ∅}
.

By (3.15), #Γ � t̃n′ . Now define a measure η on R
d by

η =
∑

[u]∈Γ

p[u]ν ◦ S−1
[u] .

Then by (3.11), the restrictions of η and ν on B7r/8(x) coincide, i.e., η|B7r/8(x) = ν|B7r/8(x). By
(3.13), K[u] ⊂ Br(x) for all [u] ∈ Γ , hence by (3.11),∑

[u]∈Γ

p[u] � ν
(
Br(x)

)
. (3.17)

Let m′ ∈ N. Denote

τn′+m′(F, q) =
∑

Q∈Dn′+m′ : Q⊂F

ν(Q)q, F ⊂ R
d .

Since K[u0] ∩ Br/2(x) �= ∅, by (3.13), for all those Q ∈ Dn′+m′ with Q ∩ K[u0] �= ∅, we have
Q ⊂ B3r/4(x). Hence we have

τn′+m′
(
B3r/4(x), q

)
�

∑
Q∈Dn′+m′ : Q∩K[u0] �=∅

ν(Q)q

�
∑

Q∈Dn′+m′ , Q∩Ku0 �=∅
(p[u0])q

(
ν ◦ S−1

[u0](Q)
)q

= (p[u0])q
∑

Q∈Dn′+m′

(
ν ◦ S−1

u0
(Q)

)q

� (cn′)−(q+1)(p[u0])qτm′(q)
(
by (3.4)

)
� (cn′ t̃n′A)−q−1ν

(
Br(x)

)q
τm′(q)

(
by (3.16)

)
. (3.18)

On the other hand, we have

τn′+m′
(
B7r/8(x), q

) =
∑

Q∈Dn′+m′ : Q⊂B7r/8(x)

ν(Q)q

=
∑

Q∈Dn′+m′ : Q⊂B7r/8(x)

η(Q)q �
∑

Q∈Dn′+m′
η(Q)q

=
∑

Q∈Dn′+m′

∑
[u]∈Γ

(
p[u]ν ◦ S−1

[u] (Q)
)q

�
∑

Q∈D ′ ′
(t̃n′)q

∑
[u]∈Γ

(p[u])qν ◦ S−1
u (Q)q

(
by (3.10)

)

n +m
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� (t̃n′)q
∑

[u]∈Γ

(p[u])q
∑

Q∈Dn′+m′
ν ◦ S−1

u (Q)q

� (cn′ t̃n′)q+1ν
(
Br(x)

)q
τm′(q)

(
by (3.4), (3.17)

)
. (3.19)

Combining (3.18) with (3.19) yields

τn′+m′
(
B7r/8(x), q

)
� τn′+m′

(
B3r/4(x), q

) · (cn′ t̃n′A)2q+2, ∀m′ ∈ N. (3.20)

We remark that in (3.18)–(3.20), q can be replaced by any positive number.
From now on, assume that

m′ � hn = hn(q, k) := M + 2q + 3

γ

(
log(4cn′ t̃n′) + logA + log

(
81/q · 5d(q+1)/q

))
, (3.21)

where γ and M are the positive numbers given in Lemma 3.5 (they depend on q and k).
It is easy to see that

22m′−1 � (cn′ t̃n′A)2q+2.

By (3.20), there exists 1 � j � 2m′−1 such that

τn′+m′
(
B3r/4+j ·2−(n′+m′−1)

√
d
(x), q

)
� 2τn′+m′

(
B3r/4+(j−1)·2−(n′+m′−1)

√
d
(x), q

)
.

(Otherwise,

τn′+m′
(
B7r/8(x), q

)
� τn′+m′

(
B3r/4+2m′−1·2−(n′+m′−1)

√
d
(x), q

)
� 2τn′+m′

(
B3r/4+(2m′−1−1)·2−(n′+m′−1)

√
d
(x), q

)
� · · ·
� 22m′−1

τn′+m′
(
B3r/4(x), q

)
,

which contradicts (3.20).) Fix such j and take

r ′ = 3r/4 + (j − 1) · 2−(n′+m′−1)
√

d.

Then

τn′+m′
(
B

r ′+2−(n′+m′−1)
√

d
(x), q

)
� 2τn′+m′

(
Br ′(x), q

)
. (3.22)

Now define

F = {
Q ∈ Dn′+m′ : Q ⊂ B7r/8(x), ν(Q) < ν

(
Br(x)

) · 2−m′(α+δ)
}
,

F ′ = {
Q ∈ Dn′+m′ : Q ⊂ B7r/8(x), ν(Q) > ν

(
Br(x)

) · 2−m′(α−δ)
}
.

Then we have the estimation
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∑
Q∈F

ν(Q)q � ν
(
Br(x)

)ε2−m′(α+δ)ε
∑
Q∈F

ν(Q)q−ε

� ν
(
Br(x)

)ε2−m′(α+δ)ετn′+m′
(
B7r/8(x), q − ε

)
� (cn′ t̃n′)q−ε+12−m′(α+δ)εν

(
Br(x)

)q
τm′(q − ε)(

by applying (3.19), in which q is replaced by q − ε
)

� (cn′ t̃n′)q+2ν
(
Br(x)

)q
τm′(q)2−m′γ (

by (3.9)
)

� (cn′ t̃n′A)2q+32−m′γ τn′+m′
(
B3r/4(x), q

) (
by (3.18)

)
� 1

4
τn′+m′

(
B3r/4(x), q

) (
by (3.21)

)
.

Similarly, we have∑
Q∈F ′

ν(Q)q � ν
(
Br(x)

)−ε2m′(α−δ)ε
∑

Q∈F ′
ν(Q)q+ε

� ν
(
Br(x)

)−ε2m′(α−δ)ετn′+m′
(
B7r/8(x), q + ε

)
� (cn′ t̃n′)q+ε+12m′(α−δ)εν

(
Br(x)

)q
τm′(q + ε)(

by applying (3.19), in which q is replaced by q + ε
)

� (cn′ t̃n′)q+2ν
(
Br(x)

)q
τm′(q)2−m′γ (

by (3.8)
)

� (cn′At̃n′)2q+32−m′γ τn′+m′
(
B3r/4(x), q

) (
by (3.18)

)
� 1

4
τn′+m′

(
B3r/4(x), q

)
.

For any Q ∈ Dn′+m′ , we denote by

Q∗ =
d∏

s=1

[
is − 2

2n′+m′ ,
is + 3

2n′+m′

)
if Q =

d∏
s=1

[
is

2n′+m′ ,
is + 1

2n′+m′

)
.

Clearly, Q∗ contains exactly 5d many elements in Dn′+m′ . Set

T := 81/q · 5d(q+1)/q and

F ′′ = {
Q ∈ Dn′+m′ : Q ⊂ Br ′(x), ν

(
Q∗) > T ν(Q)

}
.

Then ∑
Q∈F ′′

ν(Q)q �
∑

Q∈Dn′+m′ : Q⊂Br′ (x)

T −qν
(
Q∗)q

� T −q5d(q+1)τn′+m′
(
B

r ′+2−(n′+m′−1)
√

d
(x), q

) (
by (3.10)

)
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� 2 · T −q5d(q+1)τn′+m′
(
Br ′(x), q

) (
by (3.22)

)
= 1

4
τn′+m′

(
Br ′(x), q

)
.

Let

P = {
Q ∈ Dn′+m′ : Q ⊂ Br ′(x), ν

(
Q∗) � T ν(Q) and

2−m′(α+δ) � ν(Q)/ν
(
Br(x)

)
� 2−m′(α−δ)

}
.

We have ∑
Q∈P

ν(Q)q �
∑

Q∈Dn′+m′ : Q⊂Br′ (x)

ν(Q)q −
∑

Q∈F ∪F ′∪F ′′
ν(Q)q

= τn′+m′
(
Br ′(x), q

) −
∑

Q∈F ∪F ′∪F ′′
ν(Q)q

� 1

4
τn′+m′

(
Br ′(x), q

)
� 1

4
τn′+m′

(
B3r/4(x), q

)
� 1

4
(cn′ t̃n′A)−q−1ν

(
Br(x)

)q
τm′(q)

(
by (3.18)

)
� 2−m′/(4k)ν

(
Br(x)

)q2−m′(τ (q)+γ ) > 0
(
by (3.21), (3.7)

)
.

Clearly #P � 1. Since ν(Q) � ν(Br(x))2−m′(α−δ) for each Q ∈ P , we have

#P � ν
(
Br(x)

)−q2qm′(α−δ)
∑
Q∈P

ν(Q)q

� 2m′(αq−τ(q)−δq−γ− 1
4k

) � 2m′(αq−τ(q)− 3
4k

)
(
by (3.12)

)
� 5d2m(αq−τ(q)− 1

k
),

with m := m′ + n′ − n. Clearly n + m = n′ + m′.
A simple geometric argument shows that there exists a family P ′ ⊂ P with

#P ′ � 5−d(#P ) � 2m(αq−τ(q)− 1
k
),

such that the set in {Q∗: Q ∈ P ′} are disjoint. Pick a large number C (independent of n + m)
such that each Q ∈ Dn+m can be covered by C many balls of radius of 2−n−m−1. Then for any
Q ∈ P ′, we can pick a ball B2−n−m−1(yQ) with yQ ∈ Q such that ν(B2−n−m−1(yQ)) � ν(Q)/C.
Note that Q ⊂ B2−n−m(yQ) and B2−n−m+1(yQ) ⊂ Q∗. We have

ν(B2−n−m+1(yQ))

ν(B2−n−m−1(yQ))
� CT (3.23)
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and

2−m(α+ 1
k
) � ν(Q)

ν(B2−n(x))
� ν(B2−n−m(yQ))

ν(B2−n(x))
� T ν(Q)

ν(B2−n(x))
� 2−m(α− 1

k
). (3.24)

Hence we have shown that when n � 0 and x ∈ R
d are given so that ν(B2−n−1(x)) > 0, for

any q ∈ Ω+ and k > 0, if m � hn + n′ − n, where hn is defined as in (3.21), then there exists a

disjoint family of balls {B2−n−m′ (yQ): Q ∈ P ′} contained in B2−n(x), with #P ′ � 2m(αq−τ(q)− 1
k
)

and (3.23)–(3.24) hold. This implies that ν has an asymptotically good multifractal structure
on R+. �
4. The proof of Theorem 1.2

We first give a simple lemma.

Lemma 4.1. Assume that μ is a self-similar measure associated with an IFS {Si(x) = ρx+ai}i=1
on R and a probability vector (p1, . . . , p). Let K be the attractor of {Si}i=1. Then we have the
following properties.

(i) If dimH K = 1, then τ ′
μ(0+) � 1.

(ii) If pi > ρ for some 1 � i � , then τ ′
μ(+∞) � logpi/ logρ < 1.

Proof. To prove (i), assume that dimH K = 1. Then it can be checked directly that τμ(0) = −1.
Now let 0 < q < 1. By the concavity of xq on (0,+∞), we have

∑
Q∈Dn

μ(Q)q =
∑

Q∈Dn: Q∩K �=∅
μ(Q)q � v

1−q
n ,

where vn = #{Q ∈ Dn: Q ∩ K �= ∅}. Since vn � c2n for some constant c > 0, we derive that
τμ(q) � q − 1 and hence

τ ′
μ(0+) = lim

q→0+
τμ(q) − τμ(0)

q
� 1.

To show (ii), assume that p1 > ρ without loss of generality. Then μ(Sn
1 (K)) � pn

1 for
each n � 1, where Sn

1 denotes the n-th composition of S1. It follows that for q > 0,
Θμ(q;ρn diam(K)) � μ(Sn

1 (K))q � p
nq

1 . Hence τμ(q) � q logp1/ logρ, which implies that
τ ′
μ(+∞) � logp1/ logρ < 1. �

Lemma 4.2. For n � 4, let βn be the largest real root of the polynomial Qn(x) = xn − xn−1 −
· · · − x + 1. Then βn+1

n > 2n for n � 5.

Proof. Multiplying x − 1 by Qn(x) yields

(x − 1)Qn(x) = xn+1 − 2xn + 2x − 1.
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Table 1
Elements in [I ].
122122122211112 122122211112221
122122211121112 122211112221221
122211121112221 122211121121112
211112221221221 211121112221221
211121121112221 211121121121112

Hence (2 − βn)β
n
n = 2βn − 1. Now assume that n � 5. It is easy to check that βn > 1.8. Hence

2 − βn = 2βn−1
βn

n
< 3 × 1.8−n. Let εn = 2 − βn. Then (n + 1)εn � (n + 1) × 3 × 1.8−n < 1. By

the Mean Value Theorem,

(2 − εn)
n+1 = 2n+1 − (n + 1)εnξ

n
n � 2n+1 − (n + 1)εn2n > 2n.

That is, βn+1
n > 2n. �

Proof of Theorem 1.2. Assume λ = β−1
n , n � 4. Iterate (1.1) k-times to get

νλ =
∑
I∈Ak

1

2k
νλ ◦ S−1

I , (4.1)

where A = {1,2}. Define an equivalence relation ∼ on Ak I ∼ J if and only if SI = SJ . For
I ∈ Ak , let I denote the equivalence class that contains I . Then (4.1) can be rewritten as

νλ =
∑

[I ]∈Ak/∼

#[I ]
2k

νλ ◦ S−1
[I ] , (4.2)

where #[I ] denotes the cardinality of the equivalence class [I ]. To prove Theorem 1.2, according
to Lemma 4.1, it suffices to show that there exist k ∈ N and I ∈ Ak such that #[I ]

2k > λk . We prove
this fact by considering two different cases separately: n � 5 and n = 4. In the first case, we take
k = n + 1 and I = 1 2 · · ·2︸ ︷︷ ︸

n−1

1. It is easy to see that I ∼ 2 1 · · ·1︸ ︷︷ ︸
n−1

2, and hence #[I ] � 2. Then the

inequality #[I ]
2k > λk follows from Lemma 4.2. Next we consider the case n = 4. Take k = 15 and

let

I = 122211121112221.

A direct computation shows that #[I ] = 10 (see Table 1) and #[I ]
2k > λk . �

5. Absolutely continuous self-similar measures with non-trivial range of local dimensions

In this section, we show the existence of an absolutely continuous self-similar measure on R

with non-trivial range of local dimensions. Indeed, we have the following result.

Proposition 5.1. For λ,u ∈ (0,1), let Φλ,u := {Si}3
i=1 be the IFS on R given by

S1(x) = λx, S2(x) = λx + u, S3(x) = λx + 1.
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Let μλ,u be the self-similar measure associated with Φλ,u and the probability vector {1/4,5/12,

1/3}, i.e., μ = μλ,u satisfies

μ = 1

4
μ ◦ S−1

1 + 5

12
μ ◦ S−1

2 + 1

3
μ ◦ S−1

3 .

Then for L2-a.e. (λ,u) ∈ (0.3405,0.3439) × (1/3,1/2), μλ,u is absolutely continuous, and the
range of local dimensions of μλ,u contains a non-degenerate interval, on which the multifractal
formalism for μλ,u is valid.

Proof. For q > 0, let τ(q,λ,u) denote the Lq -spectrum of μλ,u. Applying Theorem 6.2 by
Falconer in [7], for each 0 < λ < 1/2, we have for L-a.e. u ∈ (0,1),

τ(q,λ,u) = min

{
log((1/4)q + (5/12)q + (1/3)q)

logλ
,q − 1

}
, 1 < q < 2.

Write f (q) = (1/4)q + (5/12)q + (1/3)q . Clearly f (1) = 1. It is easily checked that logf (q)

is strictly convex over q > 0 and hence logf (q)
q−1 is strictly increasing over q > 1. Note that

f (1.5)1/(1.5−1) = f (1.5)2 ≈ 0.34387. Hence for 0 < λ < 0.3438 and q > 1.5,

g(q,λ) := log((1/4)q + (5/12)q + (1/3)q)

logλ
< q − 1.

Therefore for every 0 < λ < 0.3438, we have for L-a.e. u ∈ (0,1), τ(q,λ,u) = g(q,λ) for 1.5 <

q < 2; clearly, g is differentiable in q , thus by Theorem 1.1 in [10], the range of local dimensions
of μλ,u contains the non-degenerate interval { dg(q,λ)

dq
: 1.5 < q < 2}, on which the multifractal

formalism for μλ,u is valid.
To complete the proof of the proposition, it suffices to show that for every u ∈ (1/3,1/2),

μλ,u is absolutely continuous for L-a.e. λ ∈ (0.3405,0.3438). This is done by simply applying
a general result by Peres and Solomyak (see Theorem 1.3 in [30]). The transversality condition
needed there holds since λ(

√
3+1) < 1 (see the remark after Theorem 1.3 in [30]) and 0.3405 >

(1/4)1/4(5/12)5/12(1/3)1/3 ≈ 0.34042. �
We end the paper by posing the following unsolved questions:

(i) Does Theorem 1.1 hold for all λ ∈ (1/2,1)? Moreover, does Theorem 1.3 hold for all self-
conformal measures?

(ii) Is it always true that τ ′
νλ

(+∞) < 1 when λ−1 is a Salem number?

We remark that the inequality in (ii) always holds in the case that λ−1 is a Pisot number in
(1,2); because in the Pisot case, τ ′

νλ
(1) = dimH νλ < 1 (cf. [8]), hence τ ′

νλ
(+∞) � τ ′

νλ
(1) < 1.
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