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Abstract 

The objective of this research was to evaluate the accuracy of random forest  classification rule using object based image analysis 
(OBIA) application (eCognition Developer) and  the results were compared with common pixel-based classification algorithm 
(maximum likelihood/ML) for mangrove land cover mapping in Kembung River, Bengkalis Island, Indonesia. Seven data input 
model derived from Landsat 5TM bands, ALOS PALSAR FBD, and spectral transformations (NDVI, NDWI, NDBI) were 
examined by both classifiers. Feature objects statistical parameters were selected and implemented on random forest classifier. 
Overall accuracy (OA) as well as user and producer accuracies and Kappa statistic were used to compare classification results. 
Our results showed that the more data model used produced higher overall accuracy and kappa statistics for RF classifier. For 
each data input model, random forest classifier has higher overall accuracy than maximum likelihood. The best mangrove 
discrimination in RF classifier was achieved when the combination of Landsat 5 TM, SAR, and spectral transformation were 
used, while in ML classifier, the best mangrove discrimination was achieved when the combination of Landsat 5 TM and ALOS 
PALSAR was used. The overall accuracy achieved by RF classifier was 81.1% and 0.76 for Kappa statistic. Meanwhile, for ML 
classifier, the overall accuracy achieved was 77.7% and 0.71 for Kappa statistic. 
© 2015 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the LISAT-FSEM Symposium Committee. 
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1. Introduction 

Mangrove is a fragile and vulnerable ecosystem from natural disturbances such as hurricanes, tropical storms, and 
tsunamis that could change its shape and size. People could also change its function and role to agriculture, farms, 
settlements, and other forms. Currently, the mangrove ecosystem in Kembung River as a buffer region and habitat 
for many types of biota has been degraded by both human and nature [1]. In order to manage and maintain the 
mangrove ecosystem, it needs to take several actions such as to determine the coverage area of mangrove ecosystem. 
Accurate and up to date maps of mangrove are needed to observe and evaluate the existence of mangrove 
ecosystems by stakeholders such as local communities and the government. By having an accurate and up to date 
mangrove map, the stakeholders can use it to monitor and develop policies that favor the preservation and 
sustainability of the mangrove ecosystem. 

Currently non-parametric classification algorithm has been developed rapidly and has been widely used in a 
variety of fields such as in medical and ecological fields [2]. One of the classifications is the Random Forest 
classification (RF) [3]. The use of RF has become popular in the field of remote sensing for land cover mapping [4, 
5]. Rodriguez-Galiano et al. [6] stated that RF has several advantages including: the nature of non-parametric 
algorithm, a high classification accuracy, and has ability to determine important variables and able to predict the 
missing values. However, the use of the RF classification to map the mangrove coverage is still scarce. 

In this study, we used seven data input models derived from Landsat 5 Thematic Mapper (TM), Advanced Land 
Observation Satellite Phase Array L-band Synthetic Aperture Radar Fine Beam Double Polarization (ALOS 
PALSAR FBD), and spectral transformations to map mangrove land cover in Kembung river, Bengkalis Island using 
object based image analysis (OBIA) application. Furthermore, we then test and compare the classification accuracy 
with commonly used classification algorithm (maximum likelihood). 

2. Methodology 

2.1. Data 

The field study was conducted in June-December 2012 in mangrove ecosystems of Kembung river, Bengkalis 
Island, Riau Province, Indonesia (Fig. 1). Mangrove communities of Sungai Kembung were composed by 68 species 
of mangrove vegetation which was consisted of 22 species of true mangrove and 46 species of associate mangrove. 

Satellite imageries used in this research consisted of: (1) Landsat 5 TM Level 1T recorded on February 2nd, 2010 
with path/row 126/59. The data was obtained from USGS GLOVIS; and (2) L-Band SAR ALOS PALSAR Fine 
Beam Double Polarizations (FBD) Level 1.1 acquisition on September 19th, 2010. The data were obtained from 
JAXA. 

Due to limited access, field observations were only conducted around 500 m from mangrove edges. We took 447 
observation points made randomly using ArcGIS Desktop in which156 of them were used in training area and 291 
were used for accuracy test of mapping result for each land cover. Land cover classification scheme referred to [7] 
and consisted of 8 land cover such as: coconut tree, rubber tree, bush, mangrove, mangrove transition vegetation, 
bare land, built-up area, and water bodies. 

The method proposed in the study consisted of four steps: (i) Data preparation, including pre-processing of 
Landsat 5 TM, such as atmospheric correction [8], ALOS PALSAR backscattering calibration [9], noise reduction 
[10], spectral transformation of Landsat 5 TM data, NDVI [11], NDWI [12], and NDBI [13]. We composed the 
source data into seven input data model for RF classification, i.e.: (I1) SAR data (HH+HV); (I2) Spectral 
transformation (NDVI+NDWI+NDBI); (I3) SAR+spectral transformation; (I4) Landsat 5 TM 
(Blue+Green+Red+NIR+MIR+FIR); (I5) Landsat 5 TM+SAR; [I6] Landsat 5 TM+Spectral transformation and (I7) 
Landsat 5 TM+SAR+Spectral transformation;  (ii) Segmentation optimization. There was no such fix threshold 
value due to segmentation process. To determine optimal segmentation parameter value in both segmentation 
algorithm (multiresolusion segmentation (MRS) and spectral different algorithm (SDA)) was crucial. In this 
research examined object scale value as optimum parameters is described in Table 1. (iii) RF parameters 
optimization and classification. RF is assembler machine learning and it is very efficient in handling big data and 
qualified to outlier and over fitting. The use of RF on remote sensing application has been found in many studies. 
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RF is a combination of a number of non-parametric classification and decision tree/CART (classification and 
regression trees). Decision tree is similar with hierarchy, composed of root node, including all samples, node 
separator which has decision rules, and the end of the leaf node, which represents desired classes. RF has several 
parameters that can be examined. To obtain the optimum parameter values, we examined several RF parameters, 
such as: maximum total of tree depth (depth), minimum number of sample per node (sample), and maximum tree 
number (tree number) (Table 2). The assessment was tested to I7 data input model. The optimum values determined 
based on accuracy assessment (overall accuracy) then the optimum parameters values implemented to other data 
input models. (iv) classification validation using accuracy assessment [14]. As a comparison, we classified seven 
input model by using ML classifier. For a fairly comparison, ML was used the same training area as well as RF. 
Accuracy assessment used matrix error (contingency matrix) by measuring, producer, user, overall accuracy and 
Kappa statistic [15]. Accuracy validation was also supported by SPOT 6 multispectral and panchromatic imageries.  

 

 
Fig. 1. Sampling sites in Kembung river, Bengkalis Island, Indonesia. 

 
 

Table 1. Scale parameter values which tested by segmentation algorithm 

No MRS scale SDA scale 
1 1 0.1 
2 5 0.5 
3 10 1 
4 20 5 

 
 

Table 2. RF parameters and values  used to obtain the optimum value of the classification result 

No Parameters Values  
1 Depth 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 20, 50, 100, 1000 
2 Minimum number of sample per node 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 20, 50, 100, 1000 
3 Maximum number of trees in the forest 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 

 



218   Romie Jhonnerie et al.  /  Procedia Environmental Sciences   24  ( 2015 )  215 – 221 

For optic data preprocessing and ML classification, we used ERDAS IMAGINE application. Meanwhile, SAR 
data was preprocessed by ASF MapReady. Segmentations and RF parameters optimization were examined by using 
eCognition Developer. Finally, data visualization was performed using ArcGIS suite application.  

3. Results and Discussion 

Two segmentation algorithms were used in producing objects and the objects size defined by the scale used. The 
bigger scale used by the algorithms, the larger object produced (Fig. 2). Object scale value obviously contributed to 
the accuracy of classification result. Accuracy produce by using MRS object scale was about 59.0% - 77.7%. Best 
accuracy was produced by scale of 1. Additional algorithm SDA did not increase the accuracy result but it was 
succeeded in decreasing the total object. Best accuracy (77.7%) was produced by scale of 0.1 with total numbers of 
object 71,626. The result of segmentation algorithm testing MRS and SDA is described in Table 3. 

 

Fig. 2. Segmentation result by using MRS (a) and SDA (b). S indicated scale parameter value used 

 
Table 3. Objects number and properties produced by MRS and SDA segmentation algorithms based on scale parameters tested. The bold values 
indicated the best result for each algorithm. OA = overall accuracy, K = Kappa statistic 

Segmentation Scale Number of objects 
Area (m2) 

OA K 
Mean Minimum Maximum 

M
R

S 

1 73981 965.97  0.001  6,875.00  77.7% 0.71  

5 3765 18,981.00  0.014  161,796.88  76.6% 0.70  
10 1069 66,850.78  0.140  429,218.75  74.0% 0.66  
20 308 232,024.28  0.140  1,219,687.50  59.0% 0.49  

SD
A

 

0.1 71626 997.73  0.001  118,804.90  77.7% 0.71  

0.5 13023 5,487.48  0.001  3,402,187.50  75.8% 0.69  
1 2795 25,568.33  0.001  12,304,921.88  67.4% 0.57  
5 3 23,821,159.76  118,503.01  65,962,167.52  15.8% 0.04  

Despite of using similar segmentation parameter, the total object and size produced by segmentation of each image 
layer input combinations were different. They produced 6,064 to 125.230 objects. The maximum number object 
created was produced by input I1 and the minimum was produced by input I2. Tabulation of information number of 
object generated from segmentation process is described in Table 4. 

 



219 Romie Jhonnerie et al.  /  Procedia Environmental Sciences   24  ( 2015 )  215 – 221 

Fig. 3. The influences of RF parameters to the accuracy assessment 

Table 4. Objects area attribute, numbers, minimum, maximum and mean, produced by each input model 

Input  Numbers of object 
Area (m2) 

Minimum Maximum Mean 
I1 125,230 0 27,734.40 570.7 
I2 6,064 11.561 830,724.90 11,784.90 
I3 51,357 0.001 128,686.20 1,391.50 
I4 32,433 0.083 465,342.90 2,203.40 
I5 98,119 0.001 30,680.20 728.3 
I6 17,640 0.083 841,500.00 4,051.20 
I7 71,626 0.001 118,804.90 997.7 

 
The use of default depth parameter values (0), the RF produced 77.7% overall accuracy. Meanwhile, changing 

depth parameter to be 1, the RF turned down the overall accuracy value into 17.9% (Fig. 3). The increase of 
accuracy appeared along with the increase of depth parameter value used, and tended to be stable (78.0%) when the 
depth parameter value reached 9 to 1000. Parameter of total sample used in each node gain average accuracy for 
77.3% (the sample parameter value used 1 – 10). Higher accuracy obtained when sample value was 7 (80.6%) and 
the lowest on was 10 (71.1%). Accuracy tended to be lower when parameter sample used of 100 to 1000. 
Meanwhile, the increase of total trees parameter used tended to produce a constant accuracy. Average accuracy and 
best accuracy of 80.1% and 80.6%, respectively were obtained by using 300 trees. (Fig. 3). 

 
 

 

 

 

 

 

 

 

 
Three parameters such as depth, sample, and tree produced optimum RF overall accuracy classification for the 

values of 10, 7, and 300, respectively. Classification result by RF and ML algorithms showed on Fig 4. The overall 
accuracy produced by the above parameters was 81.1% and Kappa statistic was 0.71. The best input model in land 
cover mapping of RF algorithm was achieved by using all input data (I7) within overall accuracy of 81.7% and 
Kappa statistics of 0.76. Meanwhile, the best result in employing ML algorithm was achieved by using Landsat 5TM 
and SAR data (I5) input models within overall accuracy of 76.8% and Kappa statistics of 0.71 (Table 5). 

Although mangrove land cover mapping can be performed better through RF algorithm, some problems are still 
found such as object misclassification. Object misclassification was normally found in the form of transition, water 
body, and bare land, with commission interval 0.03%-25.3% and ommision interval 9.6%-37.7%. Fatoyinbo et al. 
[16] found the same problem in mapping mangrove land cover. Heumann [17] which employed hybrid classification 
technique found misclassification object in transition class incorporation (association) with mangrove class and 
possible for other classes. Other problem such as time difference of field observation with imagery satellite 
recording can produce object interpretation [18]. These problems always become obstacles in remote sensing 
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research, moreover, using optic data also affected by atmospheric condition. Several times, land cover classes 
experienced changes to another land cover classes.  This problems could be resolved by using several series of older 
and newer imagery satellites, to determine the consistency of observed land cover change for observation  of valid 
field data. 
 

Fig. 4. Classification result (A) Random forest algorithm, (B) Maximum likelihood 

A B 
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Table 5. Mangrove class accuracy (user accuracy (UA) and producer accuracy (PA) and overall accuracy (OA) and Kappa Statistic (K) calculated 
from RF and ML algorithms (values in bold indicated the best results for both algorithms) 

Input Model 
Random Forest Maximum Likelihood 
UA PA OA K UA PA OA K 

I1 (SAR Data) 74.7% 62.3% 45.4% 0.321 85.0% 44.7% 35.4% 0.240 
I2 (Spectral Transformation) 92.4% 74.6% 61.8% 0.527 80.2% 81.6% 58.2% 0.464 
I3 (SAR + Spectral Transformation) 89.1% 71.9% 63.6% 0.549 92.4% 74.6% 62.9% 0.536 
I4 (L-5 TM all bands) 97.0% 84.2% 76.8% 0.710 93.5% 87.7% 76.8% 0.707 
I5 (L-5 TM + SAR) 92.8% 90.4% 76.1% 0.696 98.0% 84.2% 76.8% 0.710 

I6 (L-5 TM + Spectral transformation) 94.4% 88.6% 76.1% 0.711 90.9% 78.9% 76.8% 0.642 
I7 (L-5 TM + SAR + Spectral transformation) 95.4% 90.4% 81.1% 0.760 95.9% 82.5% 73.9% 0.673 

4. Conclusion 

This study explained the use of some data input combination to map mangrove land cover, derived from Landsat 
5 TM, ALOS PALSAR, and spectral information implemented by RF algorithm and then compared to ML 
algorithm. Various accuracy results were obtained from each layer input combination. The best result of RF 
algorithm was achieved by all layer input combination. Meanwhile, the best result for ML algorithm was obtained 
by combination of Landsat 5 TM and ALOS PALSAR. The RF Algorithm could map mangrove land cover better 
and could also reduce noise existence in classification result compared to ML algorithm. Adding total layer input in 
RF algorithm tended to increase the classification result, but not in ML algorithm. 
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