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#### Abstract

A mapping $\phi$ from $V(G)$ to $\{1,2, \ldots, t\}$ is called a path $t$-coloring of a graph $G$ if each $G\left[\phi^{-1}(i)\right]$, for $1 \leq i \leq t$, is a linear forest. The vertex linear arboricity of a graph $G$, denoted by $\operatorname{vla}(G)$, is the minimum $t$ for which $G$ has a path $t$-coloring. Graphs $S[n, k]$ are obtained from the Sierpiński graphs $S(n, k)$ by contracting all edges that lie in no induced $K_{k}$. In this paper, the hamiltonicity and path $t$-coloring of Sierpiński-like graphs $S(n, k), S^{+}(n, k), S^{++}(n, k)$ and graphs $S[n, k]$ are studied. In particular, it is obtained that $\operatorname{vla}(S(n, k))=\operatorname{vla}(S[n, k])=\lceil k / 2\rceil$ for $k \geq 2$. Moreover, the numbers of edge disjoint Hamiltonian paths and Hamiltonian cycles in $S(n, k), S^{+}(n, k)$ and $S^{++}(n, k)$ are completely determined, respectively.
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## 1. Introduction

In this paper, all graphs considered are simple. Given a graph $G$, we use $V(G), E(G), \Delta(G)$ to denote the vertex set, the edge set and the maximum degree of $G$, respectively. For any $v \in V(G)$, let $N_{G}(v)$ be the set of all vertices adjacent to $v$ in $G$. For a real number $x,\lceil x\rceil$ is denoted by the least integer not less than $x$. For any integers $a$ and $b$, we use the symbol $[a, b]$ to denote the set $\{a, a+1, \ldots, b\}$, where $a \leq b$. A complete graph with $n$ vertices is denoted by $K_{n}$. A matching of a graph $G$ is a set of edges in which any two edges are not adjacent to each other. A Hamiltonian path (cycle) of a graph $G$ is a path (cycle) which contains every vertex of $G$. A partition of a graph $G$ is a set of non-empty vertex subsets $\left\{V_{1}, V_{2}, \ldots, V_{s}\right\}$ such that $V_{1} \cup V_{2} \cup \ldots \cup V_{s}=V(G)$ and $V_{i} \cap V_{j}=\emptyset$ for all $i \neq j$. A decomposition of a graph $G$ is a set of graphs $\left\{G_{1}, G_{2}, \ldots, G_{s}\right\}$ such that $E\left(G_{1}\right) \cup E\left(G_{2}\right) \cup \cdots \cup E\left(G_{s}\right)=E(G)$ and $E\left(G_{i}\right) \cap E\left(G_{j}\right)=\emptyset$ for all $i \neq j$. If a graph $G$ has a decomposition $\left\{G_{1}, G_{2}, \ldots, G_{s}\right\}$, then we say that $\left\{G_{1}, G_{2}, \ldots, G_{s}\right\}$ decomposes $G$, or $G$ can be decomposed into $\left\{G_{1}, G_{2}, \ldots, G_{s}\right\}$. A linear forest is such a graph that every connected component is a path.

A $t$-coloring of a graph $G$ is a mapping $\phi$ from $V(G)$ to [1, $t]$. With respect to a given $t$-coloring $\phi, \phi^{-1}(i)$ is denoted by the set of all vertices of $G$ colored $i$, and $G\left[\phi^{-1}(i)\right]$ is denoted by the subgraph induced by $\phi^{-1}(i)$ in $G$. If $\phi^{-1}(i)$ is an independent set for any $1 \leq i \leq t$, then $\phi$ is called a proper $t$-coloring. The chromatic number $\chi(G)$ of a graph $G$ is the minimum $t$ for which $G$ has a proper $t$-coloring. If every $G\left[\phi^{-1}(i)\right]$, for any $1 \leq i \leq t$, is a linear forest, then $\phi$ is called a path $t$-coloring. The vertex linear arboricity of a graph $G$, denoted by $\operatorname{vla}(G)$, is the minimum $t$ for which $G$ has a path $t$-coloring. In other words, the vertex linear arboricity vla $(G)$ of a graph $G$ is the minimum number of subsets into which the vertex set $V(G)$ can be partitioned so that each subset induces a subgraph which is a linear forest.

Graphs of "Sierpiński type" play an important part in many different areas of mathematics as well as in several other scientific fields. The graphs $S(n, 3)$ were generalized to the Sierpiński graphs $S(n, k)$ in [12]. The motivation for generalization

[^0]came from topological studies of the Lipscomb's space [16,18]. In fact, the Sierpiński graphs were also independently studied in [20]. The graphs $S(n, k)$ have many interesting properties and were studied from different points of view. In [13], unique 1-perfect codes in Sierpiński graphs are studied. Alternative arguments for uniqueness of 1-perfect codes in $S(n, k)$ were presented in [5] in order to determine their optimal $L(2,1)$-labeling. Recently, covering codes and equitable $L(2,1)$-labelings of Sierpiński graphs were studied in [1,4]. An appealing relation is that $S(n, 3)$ is isomorphic to the graphs of the Tower of Hanoi puzzle with $n$ disks [6,12] and had been extensively studied in [7,21]. In [14], $S^{+}(n, k)$ and $S^{++}(n, k)$ are introduced and the crossing numbers of Sierpiński-like graphs are completely determined. In $[8,10]$, vertex, edge and total colorings of Sierpiński-like graphs are studied. Moreover, the hub number of Sierpiński graphs is obtained in [15]. Besides the mentioned properties, several metric properties are also studied in [9,19].

In this paper, the hamiltonicity and path $t$-coloring of Sierpiński-like graphs $S(n, k), S^{+}(n, k), S^{++}(n, k)$ and graphs $S[n, k]$ are studied. It is obtained that $S(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian paths, $S^{+}(n, k)$ and $S^{++}(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian cycles for even $k \geq 2$, respectively, and $S(n, k), S^{+}(n, k)$ and $S^{++}(n, k)$ possess $(k-1) / 2$ edge disjoint Hamiltonian cycles for odd $k \geq 3$, respectively. Moreover, we have shown that $\operatorname{vla}(S(n, k))=\operatorname{vla}(S[n, k])=\lceil k / 2\rceil$ for $k \geq 2$. Furthermore, for $S(n, k)$, we proved that (1) if $k \geq 2$ is even, then there must exist a path $k / 2$-coloring $\phi$ from $V(G)$ to $[1, k / 2]$ satisfying: $(a)\left|\phi^{-1}(i)\right|=2 k^{n-1}$ and (b) $G\left[\phi^{-1}(i)\right]$ is a path for each $i \in[1, k / 2]$; (2) if $k \geq 3$ is odd, then there must exist a path $(k+1) / 2$-coloring $\varphi$ from $V(G)$ to [1, $(k+1) / 2]$ satisfying: (a) $\left|\varphi^{-1}(i)\right|=2 k^{n-1}$ for every $i \in[1,(k-1) / 2]$, and $\left|\varphi^{-1}((k+1) / 2)\right|=k^{n-1}$, and (b) each $G\left[\varphi^{-1}(i)\right]$, for every $i \in[1,(k-1) / 2]$, is a path, and $G\left[\varphi^{-1}((k+1) / 2)\right]$ is a subgraph consisting of $\left(k^{n-1}-1\right) / 2$ isolated edges and one extreme vertex.

## 2. Preliminaries

As the preparation, the following lemmas are needed.
Lemma 2.1 ([2]). For $n \geq 3$, the complete graph $K_{n}$ is decomposable into edge disjoint Hamiltonian cycles if and only if $n$ is odd. For $n \geq 2$, the complete graph $K_{n}$ is decomposable into edge disjoint Hamiltonian paths if and only if $n$ is even.

Lemma 2.2 ([3]). Let $G=K_{2 n}$ and $V(G)=\left\{v_{0}, v_{1}, \ldots, v_{2 n-1}\right\}$. For $i \in[0, n-1]$, put

$$
P_{i}=v_{0+i} v_{1+i} v_{2 n-1+i} v_{2+i} v_{2 n-2+i} \cdots v_{n+1+i} v_{n+i}
$$

where the indices of $v_{j}$ are taken modulo $2 n$. Then $P_{i}, i \in[0, n-1]$, are disjoint Hamiltonian paths of $G$.
Corollary 2.3. In Lemma 2.2, we have $N_{P_{i}}\left(v_{j}\right)=\left\{v_{j+1}\right\}$ if $j \in\{i, i+n\}$, and $N_{P_{i}}\left(v_{j}\right)=\left\{v_{j+2(i-j)}, v_{j+2(i-j)+1}\right\}$ if $j \notin\{i, i+n\}$, where $v_{t} \in\left\{v_{0}, v_{1}, \ldots, v_{2 n-1}\right\}$ and the indices of $v_{t}$ are taken modulo $2 n$.

Lemma 2.4 ([22]). Let $G=K_{2 n+1}$ and $V(G)=\left\{v_{0}, v_{1}, \ldots, v_{2 n}\right\}$. For $i \in[0, n-1]$, let

$$
P_{i}=v_{0+i} v_{1+i} v_{2 n+i} v_{2+i} v_{2 n-1+i} \cdots v_{n+i} v_{n+1+i}
$$

and $M=\left\{v_{n-i} v_{n+i}: i \in[1, n]\right\}$, where the indices of $v_{j}$ are taken modulo $2 n+1$. Then $P_{i}, i \in[0, n-1]$, are edge disjoint Hamiltonian paths, and $M$ is a maximum matching of $G$.

In Lemma 2.4, note that there exists only one vertex $v_{n}$ which is not incident with any edge of $M$.
Corollary 2.5. In Lemma 2.4, we have $N_{P_{i}}\left(v_{j}\right)=\left\{v_{j+1}\right\}$ if $j=i, N_{P_{i}}\left(v_{j}\right)=\left\{v_{j-1}\right\}$ if $j=i+n+1$, and $N_{P_{i}}\left(v_{j}\right)=$ $\left\{v_{j+2(i-j)}, v_{j+2(i-j)+1}\right\}$ if $j \notin\{i, i+n+1\}$, where $v_{t} \in\left\{v_{0}, v_{1}, \ldots, v_{2 n}\right\}$ and the indices of $v_{t}$ are taken modulo $2 n+1$.

Lemma 2.6 ([22]). Let $G=K_{2 n}$ and $V(G)=\left\{v_{0}, v_{1}, \ldots, v_{2 n-1}\right\}$. For $i \in[0,2 n-2]$, let

$$
M_{i}=\left\{v_{i} v_{2 n-1}\right\} \cup\left\{v_{i+j} v_{i-j} \mid j \in[1, n-1]\right\},
$$

where the indices of $v_{t}$ are taken modulo $2 n-1$ except for the index $2 n-1$ of $v_{2 n-1}$. Then $M_{p} \cup M_{q}$ forms a Hamiltonian cycle of $G$ for any $p \neq q$. Thus, $K_{2 n}$ contains $n-1$ edge disjoint Hamiltonian cycles.

Lemma 2.7 ([17]). For every finite graph $G, \operatorname{vla}(G) \leq\lceil(\Delta(G)+1) / 2\rceil$, moreover, if $\Delta(G)$ is even, then $\operatorname{vla}(G)=\lceil(\Delta(G)+1) / 2\rceil$ if and only if $G$ is the complete graph of order $\Delta(G)+1$ or a cycle.

Definition 2.8 ([12]). The Sierpiński graph $S(n, k)$ is defined as follows. For $n \geq 1$ and $k \geq 1$, the vertex set of $S(n, k)$ consists of all $n$-tuples of integers $1,2, \ldots, k$, that is, $V(S(n, k))=[1, k]^{n}$. Two different vertices $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ are adjacent if and only if there exists an $h \in[1, n]$ such that
(a) $u_{t}=v_{t}$ for $t \in[1, h-1]$;
(b) $u_{h} \neq v_{h}$;
(c) $u_{t}=v_{h}$ and $v_{t}=u_{h}$ for $t \in[h+1, n]$.


Fig. 1. The Sierpiński graph $S(2,4)$.
We denote $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ by $\left\langle u_{1} u_{2} \cdots u_{n}\right\rangle$ or $u_{1} u_{2} \cdots u_{n}$ briefly. The vertices $\langle i i \cdots i\rangle, i \in[1, k]$, are called the extreme vertices of $S(n, k)$. For $i \in[1, k]$ and $n \geq 2$, let $S_{i}(n, k)$ denote the subgraph of $S(n, k)$ induced by the vertices of the form $\langle i \cdots\rangle$. Clearly, $S_{i}(n, k)$ is isomorphic to $S(n-1, k)$. The edges of $S(n, k)$ that lie in no induced $K_{k}$ are called bridge edges. Note that $S_{i}(n, k)$ and $S_{j}(n, k), i \neq j$, are connected by a single bridge edge between vertices $i j \cdots j$ and $j i \ldots i$. The Sierpiński graph $S(2,4)$ is shown in Fig. 1.

Definition 2.9 ([14]). The graph $S^{+}(n, k)$ is defined as follows. For $n \geq 1$ and $k \geq 1$, the graph $S^{+}(n, k)$ is obtained from Sierpiński graph $S(n, k)$ by adding a new vertex $w$ and edges joining $w$ with $k$ extreme vertices of $S(n, k)$.

Definition 2.10 ([14]). The graph $S^{++}(n, k)$ is defined as follows. For $n=1$, let $S^{++}(1, k)=K_{k+1}$. For $n \geq 2$ and $k \geq 1$, the graph $S^{++}(n, k)$ is obtained from the disjoint union of $k+1$ copies of $S(n-1, k)$ in which the extreme vertices in distinct copies of $S(n-1, k)$ are connected as the complete graph $K_{k+1}$.

Equivalently, the graph $S^{++}(n, k)$ can be obtained from the vertex disjoint union of a copy of $S(n, k)$ and a copy $S(n-1, k)$ such that the extreme vertices of $S(n, k)$ and the extreme vertices of $S(n-1, k)$ are connected by a matching.

In [11], graphs $S[n, k]$ are introduced, moreover, the hamiltonicity and chromatic number of $S[n, k]$ are studied. Clearly, the graph $S[n, 3]$ is the Sierpiński gasket graph $S_{n}$.

Graphs $S[n, k]$ are obtained from the Sierpiński graphs $S(n, k)$ by contracting all bridge edges. Let $u_{1} u_{2} \cdots u_{r} j l \cdots l$ and $u_{1} u_{2} \cdots u_{r} l j \cdots j, 1 \leq r \leq n-2$, be two adjacent vertices in $S(n, k)$. In $S[n, k], u_{1} u_{2} \cdots u_{r} j l \cdots l$ and $u_{1} u_{2} \cdots u_{r} l j \cdots j$ are identified in one vertex which is denoted by $u_{1} u_{2} \cdots u_{r}\{j, l\}$, where $j \neq l$ and $j, l \in[1, k]$. In particular, vertices $l j \cdots j$ and $j l \cdots l$ of $S(n, k)$ are identified in one vertex denoted by $\{l, j\}$ in $S[n, k]$. The graph $S[2,4]$ is shown in Fig. 2.

Since graph $S(n, k)(n \geq 2)$ is obtained by $k$ copies of $S(n-1, k)$ in which any two different $S(n-1, k)$ are connected by a single bridge edge, the graph $S[n, k]$ is also constructed of $k$ copies of $S[n-1, k]$. Each copy is denoted by $S_{i}[n, k]$ which is isomorphic to $S[n-1, k]$ for $n \geq 2$, i.e., $S_{i}[n, k]$ corresponds to $S_{i}(n, k)$. Clearly, $S_{i}[n, k]$ and $S_{j}[n, k], i \neq j$, share one common vertex $\{i, j\}$.

Since $S(1, k)$ is isomorphic to $K_{k}, S[1, k]$ is also isomorphic to $K_{k}$.
In [11], it is obtained that graph $S[n, k]$ has $\left(k^{n}+k\right) / 2$ vertices and $k^{n-1}\binom{k}{2}$ edges. It is not difficult to see that $S[n, k]$ has $k$ extreme vertices of degree $k-1$ and $\left(k^{n}-k\right) / 2$ vertices of degree $2 k-2$.

## 3. The hamiltonicity in $S(n, k), S^{+}(n, k)$ and $S^{++}(n, k)$

In [12], Klavžar and Milutinović proved that Sierpiński graphs $S(n, k)$ are Hamiltonian for $n \geq 1$ and $k \geq 3$. In this section, we will continue to discuss the hamiltonicity of Sierpiński-like graphs. Let $G$ be a graph. For any two different vertices $v_{i}, v_{j} \in V(G)$, we use the notation $H_{\left(v_{i}, v_{j}\right)}$ to denote a Hamiltonian path of $G$ whose end vertices are $v_{i}$ and $v_{j}$.

Theorem 3.1. For even $k \geq 2, S(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian paths of which the end vertices are extreme vertices.

Proof. For $k=2, S(n, k)$ is isomorphic to the path $P_{2^{n}}$.
In the sequel, let $k \geq 4$ be even and we will prove the theorem by induction on $n$.


Fig. 2. The graph $S[2,4]$.


Fig. 3. The subgraph $\mathscr{H}_{i}$ of $S(n+1, k)$ for even $k$.
For $n=1, S(1, k)$ is isomorphic to the complete graph $K_{k}$. By Lemmas 2.1 and 2.2 , the theorem holds.
Assume that $S(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian paths of which the end vertices are extreme vertices. In the following, we will prove that $S(n+1, k)$ can be also decomposed into edge disjoint union of $k / 2$ Hamiltonian paths of which the end vertices are extreme vertices.

Obviously,

$$
S(n+1, k)=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup \mathscr{B}
$$

where $\mathscr{B}$ is the set of all bridge edges connecting $S_{i}(n+1, k)$ and $S_{j}(n+1, k)$ for any $i \neq j$. Moreover, $S_{i}(n+1, k)$ is isomorphic to the graph $S(n, k)$ for $i \in[1, k]$. For each $S_{i}(n+1, k)$, we identify all vertices $\langle i \ldots\rangle$ and denote them by $s_{i-1}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{0}, s_{1}, \ldots, s_{k-1}\right\}$ and edge set $E(H)=\mathscr{B}$. Thus every vertex $s_{i}$ of $H$ corresponds to the subgraph $S_{i+1}(n+1, k)$ of $S(n+1, k)$. Since $k(\geq 4)$ is even, by Lemma $2.2, H$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{k / 2-1}\right\}$, where

$$
H_{i}=s_{0+i} s_{1+i} s_{k-1+i} s_{2+i} s_{k-2+i} \cdots s_{k / 2+1+i} s_{k / 2+i}, \quad 0 \leq i \leq k / 2-1
$$

are edge disjoint Hamiltonian paths of $H$ and the indices of $s_{j}$ are taken modulo $k$. All edges of each $H_{i}(i \in[0, k / 2-1])$ form a matching $M_{i}$ with $\left|M_{i}\right|=k-1$ in $S(n+1, k)$, and all $S_{i}(n+1, k), i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $H_{i}(i \in[0, k / 2-1])$ corresponds to a subgraph

$$
\mathscr{H}_{i}=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup M_{i}
$$

of $S(n+1, k)$. The subgraph $\mathscr{H}_{i}$ is shown in Fig. 3.
In the following, all indices $j$ of each $S_{j}(n+1, k)$ and each $H_{i, j}$ are taken modulo $k$ and the modulo values are all in [1, $k$ ] (i.e., we define $j(\bmod k):=k$ if $j \equiv 0(\bmod k)$ and $j(\bmod k)$ is the ordinary modulo value otherwise), as well as each index $j_{l}$ in every vertex $\left\langle j_{1} j_{2} \cdots j_{n+1}\right\rangle$, where $l \in[1, n+1]$. Now let $t=2(i-j+1)$.

By Corollary 2.3 , in $\mathscr{H}_{i}$, for every $j \in[1, k]$, we have
(1) if $j \in\{i+1, i+k / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+1) \cdots(j+1)\rangle$ and $\langle(j+1) j \cdots j\rangle$, and
(2) if $j \notin\{i+1, i+k / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+t}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle(j+t) j \cdots j\rangle$, and $S_{j}(n+1, k)$ and $S_{j+t+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t+1) \cdots(j+t+1)\rangle$ and $\langle(j+t+1) j \cdots j\rangle$.
For a fixed $\mathscr{H}_{i}$, we will look for a Hamiltonian path $H_{i}^{\prime}$ of $S(n+1, k)$ in the following way. In each $S_{j}(n+1, k)$, for $j \notin\{i+1, i+k / 2+1\}$, we find a Hamiltonian path $H_{i, j}$ of $S_{j}(n+1, k)$ whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle j(j+t+1) \cdots(j+t+1)\rangle$ that are incident with two edges of $M_{i}$, respectively.


Fig. 4. The subgraph $\mathcal{C}_{i}$.
In $S_{i+1}(n+1, k)$, we choose a Hamiltonian path $H_{i, i+1}$ of $S_{i+1}(n+1, k)$ such that one end vertex is $\langle(i+1)(i+2) \cdots(i+2)\rangle$ incident with an edge of $M_{i}$, and the other is the extreme vertex

$$
\alpha=\langle(i+1)(i+1) \cdots(i+1)\rangle
$$

of $S(n+1, k)$. In $S_{i+1+k / 2}(n+1, k)$, we choose a Hamiltonian path $H_{i, i+1+k / 2}$ of $S_{i+1+k / 2}(n+1, k)$ such that one end vertex is $\langle(i+1+k / 2)(i+2+k / 2) \cdots(i+2+k / 2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\beta=\langle(i+1+k / 2)(i+1+k / 2) \cdots(i+1+k / 2)\rangle
$$

of $S(n+1, k)$.
Thus, from each $\mathscr{H}_{i}(i \in[0, k / 2-1])$, we obtain a Hamiltonian path

$$
H_{i}^{\prime}=H_{i, 1} \cup H_{i, 2} \cup \cdots \cup H_{i, k} \cup M_{i}
$$

of $S(n+1, k)$.
Let $\mathcal{V}$ be the set of all extreme vertices of $S(n, k)$. By the induction assumption and the symmetry of $S(n, k)$, it is not difficult to see that there must exist a decomposition

$$
\left\{H_{\left(v_{1}, v_{2}\right)}, H_{\left(v_{3}, v_{4}\right)}, \ldots, H_{\left(v_{k-1}, v_{k}\right)}\right\}
$$

of $S(n, k)$ for any set $\left\{\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right), \ldots,\left(v_{k-1}, v_{k}\right)\right\}$, where $v_{i} \in \mathcal{V}$ for $i \in[1, k]$ and $v_{p} \neq v_{q}$ for $p \neq q$. Therefore, we can properly choose the $k / 2$ Hamiltonian paths $H_{i, j}$ from each $S_{j}(n+1, k)$ such that $\left\{H_{0, j}, H_{1, j}, \ldots, H_{k / 2-1, j}\right\}$ is a decomposition of $S_{j}(n+1, k)$. Furthermore,

$$
\left\{H_{0}^{\prime}, H_{1}^{\prime}, \ldots, H_{k / 2-1}^{\prime}\right\}
$$

is a decomposition of $S(n+1, k)$ and two end vertices of each $H_{i}^{\prime}$ are extreme vertices of $S(n+1, k)$.
This completes the proof.
Theorem 3.2. For even $k \geq 2, S(n, k)$ contains $k / 2-1$ edge disjoint Hamiltonian cycles.
Proof. For $n=1$, by Lemma 2.6, the result holds since $S(1, k)$ is isomorphic to $K_{k}$; for $k=2$, the result holds since $S(n, 2)$ is isomorphic to the path $P_{2^{n}}$. In the following, suppose that $n \geq 2$ and $k \geq 4$.

By the definition of $S(n, k)$,

$$
S(n, k)=S_{1}(n, k) \cup S_{2}(n, k) \cup \cdots \cup S_{k}(n, k) \cup \mathscr{B}
$$

where $\mathscr{B}$ is the set of all bridge edges connecting $S_{i}(n, k)$ and $S_{j}(n, k)$ for any $i \neq j$. Moreover, $S_{i}(n, k)$ is isomorphic to the graph $S(n-1, k)$ for $i \in[1, k]$. For each $S_{i}(n, k)$, we identify all vertices $\langle i \cdots\rangle$ and denote them by $s_{i}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$ and edge set $E(H)=\mathscr{B}$. Since $k(\geq 4)$ is even, by Lemma $2.6, H$ contains $k / 2-1$ edge disjoint Hamiltonian cycles $C_{1}, C_{2}, \ldots, C_{k / 2-1}$. All edges of each $C_{i}(i \in[1, k / 2-1])$ form a matching $M_{i}$ with $\left|M_{i}\right|=k$ in $S(n, k)$. Furthermore, all $S_{i}(n+1, k), i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $C_{i}(i \in[1, k / 2-1])$ corresponds to a subgraph

$$
\mathcal{C}_{i}=S_{i_{1}}(n, k) \cup S_{i_{2}}(n, k) \cup \cdots \cup S_{i_{k}}(n, k) \cup M_{i}
$$

of $S(n, k)$, where $i_{1} i_{2} \cdots i_{k}$ is some permutation of $1,2, \ldots, k$. The subgraph $\mathcal{C}_{i}$ is shown in Fig. 4.
For a fixed $\mathcal{C}_{i}$, we will look for a Hamiltonian cycle of $S(n, k)$ in the following way. In each $S_{j}(n, k)$, for any $j \in[1, k]$, we find a Hamiltonian path $H_{i, j}$ of $S_{j}(n, k)$ whose two end vertices are incident with two edges of $M_{i}$. Let $C_{i}^{\prime}=H_{i, 1} \cup H_{i, 2} \cup \ldots \cup H_{i, k} \cup M_{i}$. By Theorem 3.1 and the symmetry of $S(n, k)$, we can properly choose $H_{i, j}(j \in[1, k / 2-1])$ such that $H_{1, j}, H_{2, j}, \ldots, H_{k / 2-1, j}$ are edge disjoint Hamiltonian paths of $S_{j}(n, k)$. Thus, all $C_{i}^{\prime}, i \in[1, k / 2-1]$, are edge disjoint Hamiltonian cycles of $S(n, k)$.

Theorem 3.3. $S^{+}(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian cycles for even $k \geq 2$, i.e., $S^{+}(n, k)$ has a decomposition $\left\{C_{0}, C_{1}, \ldots, C_{k / 2-1}\right\}$, where each $C_{i}$ is a Hamiltonian cycle for $i \in[0, k / 2-1]$ and $k \geq 2$ is even.

Proof. According to Theorem 3.1, we know that $S(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian paths of which the end vertices are extreme vertices. That is, $S(n, k)$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{k / 2-1}\right\}$, where each $H_{i}$ is a Hamiltonian path of $S(n, k)$ and two end vertices of each $H_{i}$ are extreme vertices. Since $S^{+}(n, k)$ is obtained from Sierpiński graph $S(n, k)$ by adding a new vertex $w$ and edges joining $w$ with $k$ extreme vertices of $S(n, k), C_{i}=w H_{i} w$ must be a Hamiltonian cycle of $S^{+}(n, k)$, where $i \in[0, k / 2-1]$.

Theorem 3.4. $S^{++}(n, k)$ can be decomposed edge disjoint union of $k / 2$ Hamiltonian cycles for even $k \geq 2$, i.e., $S^{++}(n, k)$ has a decomposition $\left\{C_{0}^{\prime}, C_{1}^{\prime}, \ldots, C_{k / 2-1}^{\prime}\right\}$, where each $C_{i}^{\prime}$ is a Hamiltonian cycle for $i \in[0, k / 2-1]$ and $k \geq 2$ is even.

Proof. For $n=1$, the statement is obvious since $S^{++}(1, k)$ is isomorphic to $K_{k+1}$. In the following, suppose that $n \geq 2$.
Since $S^{++}(n, k)$ is obtained from the vertex disjoint union of a copy of $S(n, k)$ and a copy $S(n-1, k)$ such that the extreme vertices of $S(n, k)$ and the extreme vertices of $S(n-1, k)$ are connected by a matching $M$, in what follows, we will properly look for Hamiltonian paths from $S(n, k)$ and $S(n-1, k)$.

According to Theorem 3.1, we know that $S(n, k)$ can be decomposed into edge disjoint union of $k / 2$ Hamiltonian paths of which the end vertices are extreme vertices. That is, $S(n, k)$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{k / 2-1}\right\}$, where each $H_{i}$ is a Hamiltonian path of $S(n, k)$ and two end vertices of each $H_{i}$ are extreme vertices. Without loss of generality, suppose that $H_{i}=H_{\left(u_{i}, v_{i}\right)}$. Next, by Theorem 3.1 and the symmetry of $S(n-1, k)$, we can properly look for a decomposition $\left\{H_{0}^{\prime}, H_{1}^{\prime}, \ldots, H_{k / 2-1}^{\prime}\right\}$ of $S(n-1, k)$ such that $H_{i}^{\prime}=H_{\left(u_{i}^{\prime}, v_{i}^{\prime}\right)}$ and $u_{i} u_{i}^{\prime}, v_{i} v_{i}^{\prime} \in E\left(S^{++}(n, k)\right)$, where $i \in[0, k / 2-1]$. Thus $C_{i}^{\prime}=H_{i} \cup H_{i}^{\prime} \cup\left\{u_{i} u_{i}^{\prime}, v_{i} v_{i}^{\prime}\right\}$ must be a Hamiltonian cycle of $S^{++}(n, k)$, where $i \in[0, k / 2-1]$.

Theorem 3.5. For $k \geq 3$ is odd, there exists $(k-1) / 2$ edge disjoint Hamiltonian paths whose two end vertices are extreme vertices, in $S(n, k)$.

Proof. Using the same method than in the proof of Theorem 3.1 and by Lemma 2.4 and Corollary 2.5 , the result holds immediately.

Theorem 3.6. For odd $k \geq 3, S(n, k), S^{+}(n, k)$ and $S^{++}(n, k)$ contain $(k-1) / 2$ edge disjoint Hamiltonian cycles, respectively.
Proof. Using the same method than in the proof of Theorems 3.2-3.4 and by Theorem 3.5, the result holds immediately.

## 4. The path $t$-colorings of $S(n, k), S^{+}(n, k)$ and $S^{++}(n, k)$

The following result is obvious.
Theorem 4.1. For every $k \geq 3$, $\operatorname{vla}(S(n, k))=\operatorname{vla}\left(S^{+}(n, k)\right)=\operatorname{vla}\left(S^{++}(n, k)\right)=\lceil k / 2\rceil$. For $k=2$, $\operatorname{vla}(S(n, 2))=1$ and $\operatorname{vla}\left(S^{+}(n, 2)\right)=\operatorname{vla}\left(S^{++}(n, 2)\right)=2$.
Proof. The theorem follows from Lemma 2.7 and the fact that $S(n, k), S^{+}(n, k)$ and $S^{++}(n, k)$ contain complete graphs $K_{k}$ as their subgraphs, respectively.

In the sequel, we will obtain several stronger results.
Theorem 4.2. Let $k \geq 2$ be even and $G=S(n, k)$. Then there must exist a path $k / 2$-coloring $\phi$ from $V(G)$ to [1, $k / 2]$ satisfying:
(a) $\left|\phi^{-1}(i)\right|=2 k^{n-1}$ for every $i \in[1, k / 2]$, and
(b) $G\left[\phi^{-1}(i)\right]$ is a path whose end vertices are two extreme vertices, where $i \in[1, k / 2]$.

Proof. In order to prove the theorem, we need to show that $S(n, k)$, for even $k \geq 2$, has a partition $\left\{V_{i}: i \in[0, k / 2-1]\right\}$ satisfying:
(a') $\left|V_{i}\right|=2 k^{n-1}$ for each $i \in[0, k / 2-1]$, and
(b') $G\left[V_{i}\right]$ is a path whose end vertices are two extreme vertices, where $i \in[0, k / 2-1]$.
The statement is clear for $k=2$ since $S(n, 2)$ is the path on $2^{n}$ vertices.
In the following, let $k \geq 4$ and we will prove the theorem by induction on $n$.
For $n=1$, the result is obvious since $S(1, k)$ is isomorphic to the complete graph $K_{k}$.
Assume that $S(n, k)$ has a partition $\left\{V_{i}: i \in[0, k / 2-1]\right\}$ that satisfies ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ). In the following, we will prove that $G^{\prime}=S(n+1, k)$ has also a partition $\left\{W_{i}: i \in[0, k / 2-1]\right\}$ satisfying ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ).

Obviously,

$$
S(n+1, k)=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup \mathscr{B}
$$

where $\mathscr{B}$ is the set of all bridge edges connecting $S_{i}(n+1, k)$ and $S_{j}(n+1, k)$ for any $i \neq j$. Moreover, $S_{i}(n+1, k)$ is isomorphic to the graph $S(n, k)$ for $i \in[1, k]$. For each $S_{i}(n+1, k)$, we identify all vertices $\langle i \cdots\rangle$ and denote them by $s_{i-1}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{0}, s_{1}, \ldots, s_{k-1}\right\}$ and edge set $E(H)=\mathscr{B}$. Thus
every vertex $s_{i}$ of $H$ corresponds to the subgraph $S_{i+1}(n+1, k)$ of $S(n+1, k)$. Since $k(\geq 4)$ is even, by Lemma $2.2, H$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{k / 2-1}\right\}$, where

$$
H_{i}=s_{0+i} s_{1+i} s_{k-1+i} s_{2+i} s_{k-2+i} \cdots s_{k / 2+1+i} s_{k / 2+i}, \quad 0 \leq i \leq k / 2-1,
$$

are edge disjoint Hamiltonian paths of $H$ and the indices of $s_{j}$ are taken modulo $k$. All edges of each $H_{i}(i \in[0, k / 2-1])$ form a matching $M_{i}$ with $\left|M_{i}\right|=k-1$ in $S(n+1, k)$ and all $S_{i}(n+1, k), i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $H_{i}(i \in[0, k / 2-1])$ corresponds to a subgraph

$$
\mathscr{H}_{i}=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup M_{i}
$$

of $S(n+1, k)$. The subgraph $\mathscr{H}_{j}$ is similar as in Fig. 3.
In the following, all indices $j$ of each $S_{j}(n+1, k)$ and each $W_{i, j}$ are taken modulo $k$ and the modulo values are all in [1, $k$ ], as well as each index $j_{l}$ in every vertex $\left\langle j_{1} j_{2} \cdots j_{n+1}\right\rangle$, where $l \in[1, n+1]$. Now let $t=2(i-j+1)$.

Just as in Theorem 3.1, in $\mathscr{H}_{i}$, for every $j \in[1, k]$, we have
(1) if $j \in\{i+1, i+k / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+1) \cdots(j+1)\rangle$ and $\langle(j+1) j \cdots j\rangle$, and
(2) if $j \notin\{i+1, i+k / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+t}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle(j+t) j \cdots j\rangle$, and $S_{j}(n+1, k)$ and $S_{j+t+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t+1) \cdots(j+t+1)\rangle$ and $\langle(j+t+1) j \cdots j\rangle$.
For a fixed $\mathscr{H}_{i}$, we will look for a vertex subset $W_{i}$ of $S(n+1, k)$ in the following way. In each $S_{j}(n+1, k)$, for $j \notin\{i+1, i+k / 2+1\}$, we choose a vertex subset $W_{i, j}$ with $\left|W_{i, j}\right|=2 k^{n-1}$, which contains the two vertices $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle j(j+t+1) \cdots(j+t+1)\rangle$ that are incident with two edges of $M_{i}$, respectively. In $S_{i+1}(n+1, k)$, we choose a vertex subset $W_{i, i+1}$ with $\left|W_{i, i+1}\right|=2 k^{n-1}$, which contains two vertices such that one is $\langle(i+1)(i+2) \cdots(i+2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\alpha=\langle(i+1)(i+1) \cdots(i+1)\rangle
$$

of $S(n+1, k)$. In $S_{i+1+k / 2}(n+1, k)$, we also choose a vertex subset $W_{i, i+1+k / 2}$ with $\left|W_{i, i+1+k / 2}\right|=2 k^{n-1}$, which contains two vertices such that one is $\langle(i+1+k / 2)(i+2+k / 2) \cdots(i+2+k / 2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\beta=\langle(i+1+k / 2)(i+1+k / 2) \cdots(i+1+k / 2)\rangle
$$

of $S(n+1, k)$.
Since each $S_{i}(n+1, k)(i \in[1, k])$ is isomorphic to $S(n, k)$, by induction assumption and the symmetry of $S(n, k)$, we can properly choose the vertex set $W_{j, i}(i \in[1, k])$ such that $\left\{W_{0, i}, W_{1, i}, \ldots, W_{k-1, i}\right\}$ is a partition of $S_{i}(n+1, k)$ and satisfies ( $a^{\prime}$ ) and ( $b^{\prime}$ ).

Thus, from each $\mathscr{H}_{i}(i \in[0, k / 2-1])$, we obtain a vertex subset

$$
W_{i}=W_{i, 1} \cup W_{i, 2} \cup \cdots \cup W_{i, k}
$$

where $i \in[0, k / 2-1]$. It is not difficult to check that $\left\{W_{i}: i \in[0, k / 2-1]\right\}$ satisfy ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ).
In fact, by induction assumption,

$$
\left|W_{i}\right|=\left|W_{i, 1}\right|+\left|W_{i, 2}\right|+\cdots+\left|W_{i, k}\right|=k \cdot 2 k^{n-1}=2 k^{n} .
$$

Clearly,

$$
G^{\prime}\left[W_{i}\right]=G^{\prime}\left[W_{i, 1}\right] \cup G^{\prime}\left[W_{i, 2}\right] \cup \cdots \cup G^{\prime}\left[W_{i, k}\right] \cup G^{\prime}\left[M_{i}\right]
$$

is a path whose end vertices are extreme vertices since all paths $G^{\prime}\left[W_{i, j}\right], j \in[1, k]$, are properly connected by all edges of $M_{i}$.

Theorem 4.3. Let $k \geq 3$ be odd and $G=S(n, k)$. Then there must exist a path $(k+1) / 2$-coloring $\varphi$ from $V(G)$ to $[1,(k+1) / 2]$ satisfying:
(a) $\left|\varphi^{-1}(i)\right|=2 k^{n-1}$ for each $i \in[1,(k-1) / 2]$, and $\left|\varphi^{-1}((k+1) / 2)\right|=k^{n-1}$, and
(b) each $G\left[\varphi^{-1}(i)\right](i \in[1,(k-1) / 2])$ is a path of which end vertices are two extreme vertices, and $G\left[\varphi^{-1}((k+1) / 2)\right]$ is a subgraph consisting of $\left(k^{n-1}-1\right) / 2$ isolated edges and one extreme vertex.
Proof. Using the same method than in the proof of Theorem 4.2 and by Lemma 2.4 and Corollary 2.5, the result holds immediately.

Theorem 4.4. Let $k \geq 3$ be odd and $H=S^{+}(n, k)$. Then there must exist a path $(k+1) / 2$-coloring $\varphi$ from $V(H)$ to $[1,(k+1) / 2]$ satisfying:
(a) $\left|\varphi^{-1}(i)\right|=2 k^{n-1}$ for every $i \in[1,(k-1) / 2]$, and $\left|\varphi^{-1}((k+1) / 2)\right|=k^{n-1}+1$, and
(b) each $H\left[\varphi^{-1}(i)\right](i \in[1,(k-1) / 2])$ is a path, and $H\left[\varphi^{-1}((k+1) / 2)\right]$ is a matching consisting of $\left(k^{n-1}+1\right) / 2$ isolated edges.
Proof. By Theorem 4.3, $G=S(n, k)$, for odd $k \geq 3$, has a partition $\left\{V_{1}, V_{2}, \ldots, V_{(k-1) / 2}, \mathcal{V}\right\}$ satisfying:
(a') $|\mathcal{V}|=k^{n-1}$ and $\left|V_{i}\right|=2 k^{n-1}$ for every $i \in[1,(k-1) / 2]$, and
( $\mathrm{b}^{\prime}$ ) each $G\left[V_{i}\right](i \in[1,(k-1) / 2])$ is a path whose end vertices are two extreme vertices, and $G[\mathcal{V}]$ is a subgraph consisting of one extreme vertex and $\left(k^{n-1}-1\right) / 2$ isolated edges.
Since $S^{+}(n, k)$ is obtained from Sierpiński graph $S(n, k)$ by adding a new vertex $w$ and edges joining $w$ with $k$ extreme vertices of $S(n, k),\left\{V_{1}, V_{2}, \ldots, V_{(k-1) / 2}, \mathcal{V} \cup\{w\}\right\}$ is a partition of $S^{+}(n, k)$. Let $\varphi^{-1}(i)=V_{i}$ for each $i \in[1,(k-1) / 2]$, and $\varphi^{-1}((k+1) / 2)=\mathcal{V} \cup\{w\}$. Then $\varphi$ satisfies (a) and (b).

Theorem 4.5. Let $k \geq 4$ be even and $H=S^{++}(n, k)(n \geq 2)$. Then there must exist a path $k / 2$-coloring $\phi$ from $V(H)$ to [1, $\left.k / 2\right]$ satisfying:
(a) $\left|\phi^{-1}(i)\right|=2\left(k^{n-1}+k^{n-2}\right)$ for each $i \in[1, k / 2]$, and
(b) $H\left[\phi^{-1}(i)\right]$ is a path for every $i \in[1, k / 2]$.

Proof. By Theorem 4.2, $G=S(n, k)$, for even $k \geq 2$, has a partition $\left\{V_{i}: i \in[1, k / 2]\right\}$ satisfying:
(a') $\left|V_{i}\right|=2 k^{n-1}$ for each $i \in[1, k / 2]$, and
(b') $G\left[V_{i}\right]$, for every $i \in[1, k / 2]$, is a path whose end vertices are two extreme vertices.
Let $P_{\left(u_{i}, u_{i}^{\prime}\right)}=G\left[V_{i}\right]$ be the path whose end vertices are $u_{i}$ and $u_{i}^{\prime}$, where $i \in[1, k / 2]$. It is well known that the graph $S^{++}(n, k)$ is obtained from the vertex disjoint union of a copy of $G=S(n, k)$ and a copy $G^{\prime}=S(n-1, k)$ such that the extreme vertices of $S(n, k)$ and the extreme vertices of $S(n-1, k)$ are connected by a matching. We will properly choose a partition $\left\{V_{i}^{\prime}: i \in[1, k / 2]\right\}$ of $S(n-1, k)$ such that $\phi$ satisfies (a) and (b), where $\phi^{-1}(i)=V_{i} \cup V_{i}^{\prime}$ for every $i \in[1, k / 2]$.

Let $Q_{\left(v_{i}, v_{i}^{\prime}\right)}=G^{\prime}\left[V_{i}^{\prime}\right]$ be the path whose end vertices are $v_{i}$ and $v_{i}^{\prime}$ for every $i \in[1, k / 2]$. Then, by the symmetry of $S(n-1, k)$ and Theorem 4.2, we can properly choose a partition $\left\{V_{i}^{\prime}: i \in[1, k / 2]\right\}$ of $S(n-1, k)$ such that $u_{i} v_{i} \in E\left(S^{++}(n, k)\right), u_{i}^{\prime} v_{i}^{\prime} \notin$ $E\left(S^{++}(n, k)\right)$ and $\left\{V_{i}^{\prime}: i \in[1, k / 2]\right\}$ satisfies ( $\mathrm{a}^{\prime}$ ) and ( $\left.\mathrm{b}^{\prime}\right)$. Thus, let $\phi^{-1}(i)=V_{i} \cup V_{i}^{\prime}$ for any $i \in[1, k / 2]$. It is easy to check that $\phi$ satisfies (a) and (b). In fact, $H\left[V_{i} \cup V_{i}^{\prime}\right]=P_{\left(u_{i}, u_{i}^{\prime}\right)} \cup Q_{\left(v_{i}, v_{i}^{\prime}\right)} \cup\left\{u_{i} v_{i}\right\}$ is a path with end vertices $u_{i}^{\prime}$ and $v_{i}^{\prime}$.

Theorem 4.6. Let $k \geq 3$ be odd and $H=S^{++}(n, k)(n \geq 2)$. Then there must exist a path $(k+1) / 2$-coloring $\varphi$ from $V(H)$ to [1, $(k+1) / 2]$ satisfying:
(a) $\left|\varphi^{-1}(i)\right|=2\left(k^{n-1}+k^{n-2}\right)$ for every $i \in[1,(k-1) / 2]$, and $\left|\varphi^{-1}((k+1) / 2)\right|=k^{n-1}+k^{n-2}$, and
(b) each $H\left[\varphi^{-1}(i)\right](i \in[1,(k-1) / 2])$ is a path and $H\left[\varphi^{-1}((k+1) / 2)\right]$ is a matching consisting of $\left(k^{n-1}+k^{n-2}\right) / 2$ isolated edges.
Proof. Using the same method than in the proof of Theorem 4.5 and by Theorem 4.3, the result holds immediately.

## 5. The vertex linear arboricity of $S[n, k]$

In this section, all indices $j$ of each $S_{j}[n+1, k]$ and each $W_{i, j}$ are taken modulo $k$ and the modulo values are all in $[1, k]$, as well as each index $j_{l}$ in every vertex $\left\langle j_{1} j_{2} \cdots j_{n+1}\right\rangle$, where $l \in[1, n+1]$. Now let $t=2(i-j+1)$.

Theorem 5.1. Let $k \geq 2$ and $G=S[n, k]$. Then $\operatorname{vla}(G)=\lceil k / 2\rceil$.
Proof. Since $S[n, k]$ contains complete graphs $K_{k}$ as its subgraphs, vla $(G) \geq\lceil k / 2\rceil$. In the sequel, we will show that $\operatorname{vla}(G) \leq\lceil k / 2\rceil$ which will follow from the following two stronger claims.

Claim 1. $S[n, k]$, for even $k \geq 2$, has a partition $\left\{V_{i}: i \in[0, k / 2-1]\right\}$ satisfying:
(a) $\left|V_{i}\right|=k^{n-1}+1$ for each $i \in[0, k / 2-1]$, and
(b) $G\left[V_{i}\right]$ is a path whose end vertices are two extreme vertices, where $i \in[0, k / 2-1]$.

The statement is clear for $k=2$ since $S[n, 2]$ is the path on $2^{n-1}+1$ vertices.
Let $k \geq 4$. We will prove the claim by induction on $n$.
For $n=1$, it is obvious since $S[1, k]$ is isomorphic to the complete graph $K_{k}$.
Assume that $S[n, k]$ has a partition $\left\{V_{i}: i \in[0, k / 2-1]\right\}$ that satisfies (a) and (b). In the sequel, we will prove that $G^{\prime}=S[n+1, k]$ has also a partition $\left\{V_{i}^{\prime}: i \in[0, k / 2-1]\right\}$ that satisfies (a) and (b).

First, we construct a new graph $\bar{G}$ which is obtained from $S[n+1, k]$ by adding all bridge edges between $S_{i}[n+1, k]$ and $S_{j}[n+1, k]$ for $i \neq j$. Let $\mathfrak{B}$ be the edge set of all bridge edges connecting $S_{i}[n+1, k]$ and $S_{j}[n+1, k]$ for $i \neq j$.

Clearly,

$$
\bar{G}=S_{1}[n+1, k] \cup S_{2}[n+1, k] \cup \cdots \cup S_{k}[n+1, k] \cup \mathscr{B} .
$$



Fig. 5. The subgraph $\mathscr{H}_{i}$ of $S[n+1, k]$ for even $k$.

Moreover, $S_{i}[n+1, k]$ is isomorphic to the graph $S[n, k]$ for $i \in[1, k]$. For each $S_{i}[n+1, k]$, we identify all vertices of $S_{i}[n+1, k]$ and denote them by $s_{i-1}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{0}, s_{1}, \ldots, s_{k-1}\right\}$ and edge set $E(H)=\mathscr{B}$.

Thus every vertex $s_{i}$ of $H$ corresponds to the subgraph $S_{i+1}[n+1, k]$ of $S[n+1, k]$. Since $k(\geq 4)$ is even, by Lemma 2.2 , $H$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{k / 2-1}\right\}$, where

$$
H_{i}=s_{0+i} s_{1+i} s_{k-1+i} s_{2+i} s_{k-2+i} \cdots s_{k / 2+1+i} s_{k / 2+i}, \quad 0 \leq i \leq k / 2-1,
$$

are edge disjoint Hamiltonian paths of $H$ and the indices of $s_{j}$ are taken modulo $k$. All edges of each $H_{i}(i \in[0, k / 2-1])$ constitute a matching $M_{i}$ with $\left|M_{i}\right|=k-1$ in $\bar{G}$ and all $S_{i}[n+1, k], i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $H_{i}(i \in[0, k / 2-1])$ corresponds to a subgraph

$$
\mathscr{H}_{i}=S_{1}[n+1, k] \cup S_{2}[n+1, k] \cup \cdots \cup S_{k}[n+1, k] \cup M_{i}
$$

of $\bar{G}$. The subgraph $\mathscr{H}_{i}$ is shown in Fig. 5.
Just as in Theorem 3.1, in $\mathscr{H}_{i}$, for every $j \in[1, k]$, we have
(1) if $j \in\{i+1, i+k / 2+1\}$, then $S_{j}[n+1, k]$ and $S_{j+1}[n+1, k]$ are connected by a single bridge edge whose two end vertices are $\langle j(j+1) \cdots(j+1)\rangle$ and $\langle(j+1) j \cdots j\rangle$, and
(2) if $j \notin\{i+1, i+k / 2+1\}$, then $S_{j}[n+1, k]$ and $S_{j+t}[n+1, k]$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle(j+t) j \cdots j\rangle$, and $S_{j}[n+1, k]$ and $S_{j+t+1}[n+1, k]$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t+1) \cdots(j+t+1)\rangle$ and $\langle(j+t+1) j \cdots j\rangle$.

For a fixed $\mathscr{H}_{i}$, we will search a vertex subset $\mathcal{W}_{i}$ of $\bar{G}$ in the following way. In each $S_{j}[n+1, k]$, for $j \notin\{i+1, i+k / 2+1\}$, we choose a vertex subset $W_{i, j}$ with $\left|W_{i, j}\right|=k^{n-1}+1$, which contains two vertices $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle j(j+t+1) \cdots(j+t+1)\rangle$ that are incident with two edges of $M_{i}$, respectively. In $S_{i+1}[n+1, k]$, we choose a vertex subset $\mathcal{W}_{i, i+1}$ with $\left|\mathcal{W}_{i, i+1}\right|=k^{n-1}+1$, which contains two vertices such that one is $\langle(i+1)(i+2) \cdots(i+2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\alpha=\langle(i+1)(i+1) \cdots(i+1)\rangle
$$

of $S[n+1, k]$. In $S_{i+1+k / 2}[n+1, k]$, we also choose a vertex subset $\mathcal{W}_{i, i+1+k / 2}$ with $\left|\mathcal{W}_{i, i+1+k / 2}\right|=k^{n-1}+1$, which contains two vertices such that one is $\langle(i+1+k / 2)(i+2+k / 2) \cdots(i+2+k / 2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\beta=\langle(i+1+k / 2)(i+1+k / 2) \cdots(i+1+k / 2)\rangle
$$

of $S[n+1, k]$.
Since each $S_{i}[n+1, k](i \in[1, k])$ is isomorphic to $S[n, k]$, by induction assumption and the symmetry of $S[n, k]$, we can properly choose the vertex set $\mathcal{W}_{j, i}(i \in[1, k])$ such that $\left\{\mathcal{W}_{0, i}, \mathcal{W}_{1, i}, \ldots, \mathcal{W}_{k-1, i}\right\}$ is a partition of $S_{i}[n+1, k]$ and satisfies (a) and (b).

Thus, from each $\mathscr{H}_{i}(i \in[0, k / 2-1])$, we obtain a vertex subset

$$
\mathcal{w}_{i}=\mathfrak{w}_{i, 1} \cup \mathfrak{w}_{i, 2} \cup \cdots \cup \mathcal{W}_{i, k}
$$

where $i \in[0, k / 2-1]$. By induction assumption, it is not difficult to check that $\left\{\mathcal{W}_{i}: i \in[0, k / 2-1]\right\}$ is a partition of $\bar{G}$ satisfying
(1) $\left|\mathcal{W}_{i}\right|=k \cdot\left(k^{n-1}+1\right)=k^{n}+k$ for each $i \in[0, k / 2-1]$, and
(2) $\bar{G}\left[\mathcal{W}_{i}\right]$ is a path whose end vertices are two extreme vertices, where $i \in[0, k / 2-1]$.

Let $X_{i}$ be the vertex set consisting of all end vertices of edges in $M_{i}$. Since all edges of $M_{i}$ are contracted in $S[n+1, k]$ and the two end vertices of every edge in $M_{i}$ are identified in a single vertex. Let $Y_{i}$ be the vertex set consisting of new vertices after contracting all edges of $M_{i}$.

Let $V_{i}^{\prime}=\left(\mathcal{W}_{i} \backslash X_{i}\right) \cup Y_{i}$. Then $\left\{V_{i}^{\prime}: i \in[0, k / 2]-1\right\}$ is a partition of $S[n+1, k]$ satisfying (a) and (b). In fact, Since $\left|X_{i}\right|=2(k-1)$ and $\left|Y_{i}\right|=k-1$,

$$
\left|V_{i}^{\prime}\right|=\left|\mathcal{W}_{i}\right|-\left|X_{i}^{\prime}\right|+\left|Y_{i}^{\prime}\right|=k^{n}+k-2(k-1)+k-1=k^{n}+1,
$$

where $i \in[0, k / 2-1] . G\left[V_{i}^{\prime}\right]$ is a path obtained from $\bar{G}\left[\mathcal{W}_{i}\right]$ by contracting all edges of $M_{i}$.
Claim 2. $S[n, k]$, for each odd $k \geq 3$, has a partition $\left\{V_{0}, V_{1}, \ldots, V_{(k-1) / 2-1}, \mathcal{V}\right\}$ satisfying:
(a) $|\mathcal{V}|=\left(k^{n-1}+1\right) / 2$ and $\left|V_{i}\right|=k^{n-1}+1$ for every $i \in[0,(k-1) / 2-1]$, and
(b) each $G\left[V_{i}\right](i \in[0,(k-1) / 2-1])$ is a path whose end vertices are two extreme vertices, and $\mathcal{V}$ is an independent set.

Using the same method than in the proof of Claim 1 and by Lemma 2.4 and Corollary 2.5, Claim 2 holds.
This completes the proof.
The vertex arboricity va( $G$ ) of a graph $G$ is the minimum number of subsets into which the vertex set $V(G)$ can be partitioned so that every subset induces a forest.

Theorem 5.2. Let $k \geq 2$. Then $\operatorname{va}(S(n, k))=\operatorname{va}(S[n, k])=\lceil k / 2\rceil$.
Proof. The theorem follows from Theorems 4.1 and 5.1, the fact that $S(n, k)$ and $S[n, k]$ contain complete graphs as their subgraphs, and $\operatorname{va}(G) \leq \operatorname{vla}(G)$ for every graph $G$.
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## Appendix

The proof of Theorem 3.5. We will prove the theorem by induction on $n$.
For $n=1, S(1, k)$ is isomorphic to the complete graph $K_{k}$. By Lemma 2.4, the theorem holds.
Assume that $S(n, k)$ possesses $(k-1) / 2$ edge disjoint Hamiltonian paths of which the end vertices are extreme vertices. In the sequel, we will prove that $S(n+1, k)$ also possesses $(k-1) / 2$ edge disjoint Hamiltonian paths of which the end vertices are extreme vertices.

Since

$$
S(n+1, k)=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup \mathcal{B}^{\prime}
$$

where $\mathscr{B}^{\prime}$ is the set of all bridge edges between $S_{i}(n+1, k)$ and $S_{j}(n+1, k)$ for any $i \neq j$. Moreover, $S_{i}(n+1, k)$ is isomorphic to graph $S(n, k)$ for $i \in[1, k]$. For each $S_{i}(n+1, k)$, we identify all vertices $\langle i \cdots\rangle$ and denote them by $s_{i-1}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{0}, s_{1}, \ldots, s_{k-1}\right\}$ and edge set $E(H)=\mathscr{B}^{\prime}$.

Since $k \geq 3$ is odd, by Lemma 2.4, $H$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{(k-1) / 2-1}, M\right\}$, where

$$
H_{i}=s_{0+i} s_{1+i} s_{k-1+i} s_{2+i} s_{k-2+i} \cdots s_{(k-1) / 2+i} s_{(k+1) / 2+i}, \quad 0 \leq i \leq(k-1) / 2-1,
$$

are edge disjoint Hamiltonian paths of $H, M=\left\{s_{(k-1) / 2-i} s_{(k-1) / 2+i}: i \in[1,(k-1) / 2]\right\}$ is a maximum matching of $H$ and the indices of $s_{j}$ are taken modulo $k$. All edges of each $H_{i}(i \in[0,(k-1) / 2-1])$ form a matching $M_{i}$ with $\left|M_{i}\right|=k-1$ in $S(n+1, k)$ and all $S_{i}(n+1, k), i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $H_{i}(i \in[0,(k-1) / 2-1])$ corresponds to a subgraph

$$
\mathscr{H}_{i}=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup M_{i}
$$

of $S(n+1, k)$. The subgraph $\mathscr{H}_{i}$ is shown in Fig. 6.
In the following, all indices $j$ of each $S_{j}(n+1, k)$ and each $H_{i, j}$ are taken modulo $k$ and the modulo values are all in [1, $k$ ], as well as each index $j_{l}$ in every vertex $\left\langle j_{1} j_{2} \cdots j_{n+1}\right\rangle$, where $l \in[1, n+1]$. Now let $t=2(i-j+1)$.


Fig. 6. The subgraph $\mathscr{H}_{i}$ of $S(n+1, k)$ for odd $k$.
By Corollary 2.5 , in $\mathscr{H}_{i}$, for each $j \in[1, k]$, we have
(1) if $j=i+1$, then $S_{j}(n+1, k)$ and $S_{j+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+1) \cdots(j+1)\rangle$ and $\langle(j+1) j \cdots j\rangle$; if $j=i+(k+1) / 2+1$, then $S_{j}(n+1, k)$ and $S_{j-1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j-1) \cdots(j-1)\rangle$ and $\langle(j-1) j \cdots j\rangle$, and
(2) if $j \notin\{i+1, i+(k+1) / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+t}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle(j+t) j \cdots j\rangle$, and $S_{j}(n+1, k)$ and $S_{j+t+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t+1) \cdots(j+t+1)\rangle$ and $\langle(j+t+1) j \cdots j\rangle$.
For a fixed $\mathscr{H}_{i}$, we will look for a Hamiltonian path $H_{i}^{\prime}$ of $S(n+1, k)$ in the following way. In each $S_{j}(n+1, k)$, for $j \notin\{i+1, i+(k+1) / 2+1\}$, we find a Hamiltonian path $H_{i, j}$ of $S_{j}(n+1, k)$ whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle j(j+t+1) \cdots(j+t+1)\rangle$ that are incident with two edges of $M_{i}$, respectively. In $S_{i+1}(n+1, k)$, we choose a Hamiltonian path $H_{i, i+1}$ of $S_{i+1}(n+1, k)$ such that one end vertex is $\langle(i+1)(i+2) \cdots(i+2)\rangle$ incident with one edge of $M_{i}$ and the other is the extreme vertex

$$
\alpha=\langle(i+1)(i+1) \cdots(i+1)\rangle
$$

of $S(n+1, k)$. In $S_{i+1+(k+1) / 2}(n+1, k)$, we choose a Hamiltonian path $H_{i, i+1+(k+1) / 2}$ such that one end vertex is $\langle(i+1+$ $(k+1) / 2)(i+(k+1) / 2) \cdots(i+(k+1) / 2)\rangle$ incident with one edge of $M_{i}$ and the other is the extreme vertex

$$
\beta=\langle(i+1+(k+1) / 2)(i+1+(k+1) / 2) \cdots(i+1+(k+1) / 2)\rangle
$$

of $S(n+1, k)$.
Thus, from each $\mathscr{H}_{i}(i \in[0,(k-1) / 2-1])$, we obtain a Hamiltonian path

$$
H_{i}^{\prime}=H_{i, 1} \cup H_{i, 2} \cup \cdots \cup H_{i, k} \cup M_{i}
$$

of $S(n+1, k)$.
Let $\mathcal{V}$ be the set of all extreme vertices of $S(n, k)$. By the induction assumption, $S(n, k)$ has $(k-1) / 2$ edge disjoint Hamiltonian paths of which the end vertices are extreme vertices. According to the symmetry of $S(n, k)$, there must exist $(k-1) / 2$ edge disjoint Hamiltonian paths

$$
H_{\left(t_{1}, t_{2}\right)}, H_{\left(t_{3}, t_{4}\right)}, \ldots, H_{\left(t_{k-2}, t_{k-1}\right)}
$$

of $S(n, k)$ for any set $\left\{\left(t_{1}, t_{2}\right),\left(t_{3}, t_{4}\right), \ldots,\left(t_{k-2}, t_{k-1}\right)\right\}$, where $t_{i} \in \mathcal{V}$ for any $i \in[1, k-1]$ and $t_{p} \neq t_{q}$ for $p \neq q$. Therefore, we can properly choose the $(k-1) / 2$ Hamiltonian paths $H_{j, i}$ of $S_{i}(n+1, k)$ such that $H_{0, i}, H_{1, i}, \ldots, H_{(k-1) / 2-1, i}$ are edge disjoint each other. Furthermore, $H_{0}^{\prime}, H_{1}^{\prime}, \ldots, H_{(k-1) / 2-1}^{\prime}$ are edge disjoint Hamiltonian paths of $S(n+1, k)$ and two end vertices of each $H_{i}^{\prime}$ are extreme vertices of $S(n+1, k)$.

This completes the proof.
The proof of Theorem 3.6. First, we prove that $S(n, k)$ contains $(k-1) / 2$ edge disjoint Hamiltonian cycles.
For $n=1$, the result holds since $S(1, k)$ is isomorphic to $K_{k}$. In the following, suppose that $n \geq 2$.
By the definition of $S(n, k)$,

$$
S(n, k)=S_{1}(n, k) \cup S_{2}(n, k) \cup \cdots \cup S_{k}(n, k) \cup \mathscr{B}^{\prime}
$$

where $\mathscr{B}^{\prime}$ is the set of all bridge edges connecting $S_{i}(n, k)$ and $S_{j}(n, k)$ for any $i \neq j$. Moreover, $S_{i}(n, k)$ is isomorphic to the graph $S(n-1, k)$ for $i \in[1, k]$. For each $S_{i}(n, k)$, we identify all vertices $\langle i \cdots\rangle$ and denote them by $s_{i}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$ and edge set $E(H)=\mathscr{B}^{\prime}$. Since $k \geq 3$ is odd, by Lemma 2.1, $H$ can be decomposed into edge disjoint union of $(k-1) / 2$ Hamiltonian cycles $C_{1}, C_{2}, \ldots, C_{(k-1) / 2}$. All edges of each $C_{i}(i \in[1,(k-1) / 2])$ form a matching $M_{i}$ with $\left|M_{i}\right|=k$ in $S(n, k)$. Furthermore, all $S_{i}(n, k), i \in[1, k]$, are connected by these edges of $M_{i}$. Therefore, each $C_{i}(i \in[1,(k-1) / 2])$ corresponds to a subgraph

$$
\mathcal{C}_{i}=S_{1}(n, k) \cup S_{2}(n, k) \cup \cdots \cup S_{k}(n, k) \cup M_{i}
$$

of $S(n+1, k)$. For a fixed $\mathcal{C}_{i}$, we will look for a Hamiltonian cycle of $S(n, k)$ in the following way. In each $S_{j}(n, k)$ for any $j \in[1, k]$, we find a Hamiltonian path $H_{i, j}$ of $S_{j}(n, k)$ whose two end vertices are incident with two edges of $M_{i}$. Let $C_{i}^{\prime}=H_{i, 1} \cup H_{i, 2} \cup \cdots \cup H_{i, k} \cup M_{i}$, where $i \in[1,(k-1) / 2]$. By Theorem 3.5 and the symmetry of $S(n, k)$, we can properly choose $H_{i, j}(j \in[1,(k-1) / 2])$ such that $H_{1, j}, H_{2, j}, \ldots, H_{(k-1) / 2, j}$ are edge disjoint Hamiltonian paths of $S_{j}(n, k)$. Thus, $C_{i}^{\prime}, i \in[1,(k-1) / 2]$, are edge disjoint Hamiltonian cycles of $S(n, k)$.

Next, we show that $S^{+}(n, k)$ contains $(k-1) / 2$ edge disjoint Hamiltonian cycles.
According to Theorem 3.5 , we know that $S(n, k)$ contains $(k-1) / 2$ edge disjoint Hamiltonian paths $H_{i}(i \in[0,(k-1) / 2-$ 1]) of which the end vertices are extreme vertices. Since $S^{+}(n, k)$ is obtained from Sierpiński graph $S(n, k)$ by adding a new vertex $w$ and all edges joining $w$ with $k$ extreme vertices of $S(n, k), C_{i}=w H_{i} w$ must be a Hamiltonian cycle of $S^{+}(n, k)$, where $i \in[0,(k-1) / 2-1]$.

Finally, we prove that $S^{++}(n, k)$ contains $(k-1) / 2$ edge disjoint Hamiltonian cycles.
For $n=1$, the statement is clear since $S^{++}(1, k)$ is isomorphic to $K_{k+1}$. In the following, let $n \geq 2$.
Since $S^{++}(n, k)$ is obtained from the vertex disjoint union of a copy of $S(n, k)$ and a copy $S(n-1, k)$ such that the extreme vertices of $S(n, k)$ and the extreme vertices of $S(n-1, k)$ are connected by a matching $M$, in what follows, we will properly look for Hamiltonian paths from $S(n, k)$ and $S(n-1, k)$.

According to Theorem 3.5, we know that $S(n, k)$ contains $(k-1) / 2$ edge disjoint Hamiltonian paths $H_{1}, H_{2}, \ldots, H_{(k-1) / 2}$ such that each end vertex of $H_{i}(i \in[1,(k-1) / 2])$ is an extreme vertex. Without loss of generality, suppose that $H_{i}=H_{\left(u_{i}, v_{i}\right)}$. Next, by Theorem 3.5 and the symmetry of $S(n-1, k)$, we can look for $(k-1) / 2$ edge disjoint Hamiltonian paths $\left\{H_{1}^{\prime}, H_{2}^{\prime}, \ldots, H_{(k-1) / 2}^{\prime}\right\}$ of $S(n-1, k)$ such that $H_{i}^{\prime}=H_{\left(u_{i}^{\prime}, v_{i}^{\prime}\right)}$ and $u_{i} u_{i}^{\prime}, v_{i} v_{i}^{\prime} \in E\left(S^{++}(n, k)\right)$ for $i \in[1,(k-1) / 2]$. Thus $C_{i}^{\prime}=H_{i} \cup H_{i}^{\prime} \cup\left\{u_{i} u_{i}^{\prime}, v_{i} v_{i}^{\prime}\right\}$ must be a Hamiltonian cycle of $S^{++}(n, k)$, where $i \in[1,(k-1) / 2]$.

The proof of Theorem 4.3. In order to prove the theorem, we need to show that $S(n, k)$, for each odd $k \geq 3$, has a partition $\left\{V_{0}, V_{1}, \ldots, V_{(k-1) / 2-1}, \mathcal{V}\right\}$ satisfying:
(a') $|\mathcal{V}|=k^{n-1}$ and $\left|V_{i}\right|=2 k^{n-1}$ for every $i \in[0,(k-1) / 2-1]$,
(b') each $G\left[V_{i}\right](i \in[0,(k-1) / 2-1])$ is a path whose end vertices are two extreme vertices, and $G[\mathcal{V}]$ is a subgraph consisting of one extreme vertex and $\left(k^{n-1}-1\right) / 2$ isolated edges.

By induction on $n$.
For $n=1$, the statement is obvious since $S(1, k)$ is isomorphic to the complete graph $K_{k}$.
Assume that $S(n, k)$ has a partition $\left\{V_{0}, V_{1}, \ldots, V_{(k-1) / 2-1}, \mathcal{V}\right\}$ that satisfies ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ). In the following, we will prove that $G^{\prime}=S(n+1, k)$ has also a partition $\left\{W_{0}, W_{1}, \ldots, W_{(k-1) / 2-1}, W\right\}$ which satisfies (a') and ( $\mathrm{b}^{\prime}$ ).

Obviously,

$$
S(n+1, k)=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup \mathscr{B},
$$

where $\mathfrak{B}$ is the set of all bridge edges connecting $S_{i}(n+1, k)$ and $S_{j}(n+1, k)$ for any $i \neq j$. Moreover, $S_{i}(n+1, k)$ is isomorphic to the graph $S(n, k)$ for $i \in[1, k]$. For each $S_{i}(n+1, k)$, we identify all vertices $\langle i \cdots\rangle$ and denote them by $s_{i-1}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{0}, s_{1}, \ldots, s_{k-1}\right\}$ and edge set $E(H)=\mathcal{B}$. Since $k \geq 3$ is odd, by Lemma 2.4, $H$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{(k-1) / 2-1}, M\right\}$, where

$$
H_{i}=s_{0+i} s_{1+i} s_{k-1+i} s_{2+i} s_{k-2+i} \cdots s_{(k-1) / 2+i} s_{(k+1) / 2+i}, \quad 0 \leq i \leq(k-1) / 2-1,
$$

are edge disjoint Hamiltonian paths of $H, M=\left\{s_{(k-1) / 2-i} s_{(k-1) / 2+i}: i \in[1,(k-1) / 2]\right\}$ is a maximum matching of $H$, and the indices of $s_{j}$ are taken modulo $k$. Clearly, there exists only one vertex $s_{(k-1) / 2}$ which is not incident with any edge of $M$. The matching $M$ corresponds to a matching $\mathcal{M}$ with $|\mathcal{M}|=(k-1) / 2$ in $S(n+1, k)$. All edges of each $H_{i}(i \in[0,(k-1) / 2-1])$ form a matching $M_{i}$ with $\left|M_{i}\right|=k-1$ in $S(n+1, k)$ and all $S_{i}(n+1, k), i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $H_{i}(i \in[0,(k-1) / 2-1])$ corresponds to a subgraph

$$
\mathscr{H}_{i}=S_{1}(n+1, k) \cup S_{2}(n+1, k) \cup \cdots \cup S_{k}(n+1, k) \cup M_{i}
$$

of $S(n+1, k)$. The subgraph $\mathscr{H}_{i}$ is similar as in Fig. 6.
In the following, all indices $j$ of each $S_{j}(n+1, k)$ and each $W_{i, j}$ are taken modulo $k$ and the modulo values are all in [1, $k$ ], as well as each index $j_{l}$ in every vertex $\left\langle j_{1} j_{2} \cdots j_{n+1}\right\rangle$, where $l \in[1, n+1]$. Finally, let $t=2(i-j+1)$.

Just as in Theorem 3.5, in $\mathscr{H}_{i}$, for any $j \in[1, k]$, we have
(1) if $j=i+1$, then $S_{j}(n+1, k)$ and $S_{j+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+1) \cdots(j+1)\rangle$ and $\langle(j+1) j \cdots j\rangle$; if $j=i+(k+1) / 2+1$, then $S_{j}(n+1, k)$ and $S_{j-1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j-1) \cdots(j-1)\rangle$ and $\langle(j-1) j \cdots j\rangle$, and
(2) if $j \notin\{i+1, i+(k+1) / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+t}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle(j+t) j \cdots j\rangle$, and $S_{j}(n+1, k)$ and $S_{j+t+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t+1) \cdots(j+t+1)\rangle$ and $\langle(j+t+1) j \cdots j\rangle$.
For a fixed $\mathscr{H}_{i}$, we will look for a vertex subset $W_{i}$ of $S(n+1, k)$ in the following way. In each $S_{j}(n+1, k)$, for $j \notin\{i+1, i+(k+1) / 2+1\}$, we choose a vertex subset $W_{i, j}$ with $\left|W_{i, j}\right|=2 k^{n-1}$, which contains the two vertices $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle j(j+t+1) \cdots(j+t+1)\rangle$ that are incident with two edges in $M_{i}$. In $S_{i+1}(n+1, k)$, we choose a vertex subset $W_{i, i+1}$ with $\left|W_{i, i+1}\right|=2 k^{n-1}$, which contains two vertices such that one is $\langle(i+1)(i+2) \cdots(i+2)\rangle$ incident with an edge in $M_{i}$ and the other is the extreme vertex

$$
\alpha=\langle(i+1)(i+1) \cdots(i+1)\rangle
$$

In $S_{i+1+(k+1) / 2}(n+1, k)$, we also choose a vertex subset $W_{i, i+1+(k+1) / 2}$ with $\left|W_{i, i+1+(k+1) / 2}\right|=2 k^{n-1}$, which contains two vertices such that one is $\langle(i+1+(k+1) / 2)(i+(k+1) / 2) \cdots(i+(k+1) / 2)\rangle$ incident with an edge in $M_{i}$ and the other is the extreme vertex

$$
\beta=\langle(i+1+(k+1) / 2)(i+1+(k+1) / 2) \cdots(i+1+(k+1) / 2)\rangle
$$

Let $W^{j}=V\left(S_{j}(n+1, k)\right) \backslash \cup_{i=0}^{(k-1) / 2-1} W_{i, j}$ and $\mathcal{W}=W^{1} \cup W^{2} \cup \cdots \cup W^{k}$.
Since each $S_{i}(n+1, k)(i \in[1, k])$ is isomorphic to $S(n, k)$, by induction assumption and the symmetry of $S(n, k)$, we can properly choose $W_{i, j}$ such that $\left\{W_{0, i}, W_{1, i}, \ldots, W_{(k-1) / 2-1, i}, W^{i}\right\}$ is a partition of $S_{i}(n+1, k)$ satisfying (a') and (b').

Thus, from each $\mathscr{H}_{i}(i \in[0,(k-1) / 2-1])$, we obtain a vertex subset

$$
W_{i}=W_{i, 1} \cup W_{i, 2} \cup \cdots \cup W_{i, k}
$$

where $i \in[0,(k-1) / 2-1]$. It is not difficult to verify that $\left\{W_{0}, W_{1}, \ldots, W_{(k-1) / 2-1}, W\right\}$ satisfies (a') and (b').
In fact, by induction assumption,

$$
\left|W_{i}\right|=\left|W_{i, 1}\right|+\left|W_{i, 2}\right|+\cdots+\left|W_{i, k}\right|=k \cdot 2 k^{n-1}=2 k^{n}
$$

where $i \in[0,(k-1) / 2-1]$, and

$$
G^{\prime}\left[W_{i}\right]=G^{\prime}\left[W_{i, 1}\right] \cup G^{\prime}\left[W_{i, 2}\right] \cup \cdots \cup G^{\prime}\left[W_{i, k}\right] \cup G^{\prime}\left[M_{i}\right]
$$

is a path whose end vertices are extreme vertices since these paths $G^{\prime}\left[W_{i, j}\right], j \in[1, k]$, are properly connected by all edges of $M_{i}$ for $i \in[0,(k-1) / 2-1]$. Moreover,

$$
\begin{aligned}
& |\mathcal{W}|=\left|W^{1}\right|+\left|W^{2}\right|+\cdots+\left|W^{k}\right|=k \cdot k^{n-1}=k^{n} \\
& \begin{aligned}
\left|E\left(G^{\prime}[\mathcal{W}]\right)\right| & =\left|E\left(G^{\prime}\left[W^{1}\right]\right)\right|+\left|E\left(G^{\prime}\left[W^{2}\right]\right)\right|+\cdots+\left|E\left(G^{\prime}\left[W^{k}\right]\right)\right|+\left|E\left(G^{\prime}[\mathcal{M}]\right)\right| \\
& =k \cdot\left(k^{n-1}-1\right) / 2+(k-1) / 2=\left(k^{n}-1\right) / 2
\end{aligned}
\end{aligned}
$$

and $G^{\prime}[\mathcal{W}]$ consists of an isolated vertex $\langle((k+1) / 2)((k+1) / 2) \cdots((k+1) / 2)\rangle$ and $\left(k^{n}-1\right) / 2$ isolated edges.
The proof of Theorem 4.6. By Theorem 4.3, $G=S(n, k)$, for odd $k \geq 3$, has a partition $\left\{V_{1}, V_{2}, \ldots, V_{(k-1) / 2}, \mathcal{V}\right\}$ satisfying:
(a') $|\mathcal{V}|=k^{n-1}$ and $\left|V_{i}\right|=2 k^{n-1}$ for every $i \in[1,(k-1) / 2]$, and
(b') each $G\left[V_{i}\right](i \in[1,(k-1) / 2])$ is a path whose end vertices are two extreme vertices, and $G[\mathcal{V}]$ is a subgraph consisting of one extreme vertex and $\left(k^{n-1}-1\right) / 2$ isolated edges.
Let $P_{\left(u_{i}, u_{i}^{\prime}\right)}=G\left[V_{i}\right]$ be the path whose end vertices are $u_{i}$ and $u_{i}^{\prime}$ for each $i \in[1,(k-1) / 2]$. Since the graph $S^{++}(n, k)$ can be obtained from the vertex disjoint union of a copy of $G=S(n, k)$ and a copy $G^{\prime}=S(n-1, k)$ such that the extreme vertices of $S(n, k)$ and the extreme vertices of $S(n-1, k)$ are connected by a matching, in the following, we will properly choose a partition $\left\{V_{1}^{\prime}, V_{2}^{\prime}, \ldots, V_{(k-1) / 2}^{\prime}, \mathcal{V}^{\prime}\right\}$ of $S(n-1, k)$ such that $\varphi$ satisfies (a) and (b), where $\varphi^{-1}(i)=V_{i} \cup V_{i}^{\prime}$ for any $i \in[1,(k-1) / 2]$, and $\varphi^{-1}((k+1) / 2)=\mathcal{V} \cup \mathcal{V}^{\prime}$.

Let $Q_{\left(v_{i}, v_{i}^{\prime}\right)}=G^{\prime}\left[V_{i}^{\prime}\right]$ be the path whose end vertices are $v_{i}$ and $v_{i}^{\prime}$ for any $i \in[1,(k-1) / 2]$. Then, by the symmetry of $S(n-1, k)$ and Theorem 4.3, we can properly choose a partition $\left\{V_{1}^{\prime}, V_{2}^{\prime}, \ldots, V_{(k-1) / 2}^{\prime}, \mathcal{V}^{\prime}\right\}$ of $S(n-1, k)$ such that $u_{i} v_{i} \in E\left(S^{++}(n, k)\right), u_{i}^{\prime} v_{i}^{\prime} \notin E\left(S^{++}(n, k)\right)$ and the extreme vertex $u$ in $\mathcal{V}$ is adjacent to the extreme vertex $v$ in $\mathcal{V}^{\prime}$, moreover, $\left\{V_{1}^{\prime}, V_{2}^{\prime}, \ldots, V_{(k-1) / 2}^{\prime}, \mathcal{V}^{\prime}\right\}$ satisfies ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ). Thus, let $\varphi^{-1}(i)=V_{i} \cup V_{i}^{\prime}$ for any $i \in[1,(k-1) / 2]$ and $\varphi^{-1}((k+1) / 2)=\mathcal{V} \cup \mathcal{V}^{\prime}$. It is easy to check that $\varphi$ satisfies (a) and (b). In fact, $H\left[V_{i} \cup V_{i}^{\prime}\right]=P_{\left(u_{i}, u_{i}^{\prime}\right)} \cup Q_{\left(v_{i}, v_{i}^{\prime}\right)} \cup\left\{u_{i} v_{i}\right\}$ is a path with end vertices $u_{i}^{\prime}$ and $v_{i}^{\prime} . H\left[\mathcal{V} \cup \mathcal{V}^{\prime}\right]=G[\mathcal{V}] \cup G^{\prime}\left[\mathcal{V}^{\prime}\right] \cup\{u v\}$ is a matching consisting of $\left(k^{n-1}+k^{n-2}\right) / 2$ edges.

The proof of Claim 2 in Theorem 5.1. In the following, let $k \geq 3$ and we prove the claim by induction on $n$.
For $n=1$, the statement is obvious since $S[1, k]$ is isomorphic to the complete graph $K_{k}$.
Assume that $S[n, k]$ has a partition $\left\{V_{0}, V_{1}, \ldots, V_{(k-1) / 2-1}, \mathcal{V}\right\}$ that satisfies (a) and (b). In the sequel, we will prove that $G^{\prime}=S[n+1, k]$ has also a partition $\left\{V_{0}^{\prime}, V_{1}^{\prime}, \ldots, V_{(k-1) / 2-1}^{\prime}, \mathcal{V}^{\prime}\right\}$ satisfying (a) and (b).

First, we construct a new graph $\bar{G}$, which is obtained from $S[n+1, k]$ by adding all bridge edges between $S_{i}[n+1, k]$ and $S_{j}[n+1, k]$ for $i \neq j$. Let $\mathscr{B}$ be the edge set of all bridge edges connecting $S_{i}[n+1, k]$ and $S_{j}[n+1, k]$ for $i \neq j$.

Obviously,

$$
\bar{G}=S_{1}[n+1, k] \cup S_{2}[n+1, k] \cup \cdots \cup S_{k}[n+1, k] \cup \mathscr{B} .
$$

Moreover, $S_{i}[n+1, k]$ is isomorphic to the graph $S[n, k]$ for $i \in[1, k]$. For each $S_{i}[n+1, k]$, we identify all vertices of $S_{i}[n+1, k]$ and denote them by $s_{i-1}$. Then we obtain a complete graph $H=K_{k}$ with vertex set $V(H)=\left\{s_{0}, s_{1}, \ldots, s_{k-1}\right\}$ and edge set $E(H)=\mathscr{B}$.

Thus every vertex $s_{i}$ of $H$ corresponds to the subgraph $S_{i+1}[n+1, k]$ of $S[n+1, k]$. Since $k(\geq 4)$ is odd, by Lemma $2.4, H$ has a decomposition $\left\{H_{0}, H_{1}, \ldots, H_{(k-1) / 2-1}, M\right\}$, where

$$
H_{i}=s_{0+i} s_{1+i} s_{k-1+i} s_{2+i} s_{k-2+i} \cdots s_{(k-1) / 2+i} s_{(k+1) / 2+i}, \quad 0 \leq i \leq(k-1) / 2-1
$$



Fig. 7. The subgraph $\mathscr{H}_{i}$ of $S[n+1, k]$ for odd $k$.
are edge disjoint Hamiltonian paths of $H, M=\left\{s_{(k-1) / 2-i} s_{(k-1) / 2+i}: i \in[1,(k-1) / 2]\right\}$ is a maximum matching of $H$ and the indices of $s_{j}$ are taken modulo $k$. All edges of each $H_{i}(i \in[0,(k-1) / 2-1])$ constitute a matching $M_{i}$ with $\left|M_{i}\right|=k-1$ in $\bar{G}$, and all $S_{i}[n+1, k], i \in[1, k]$, are connected by all edges of $M_{i}$. Therefore, each $H_{i}(i \in[0,(k-1) / 2-1])$ corresponds to a subgraph

$$
\mathscr{H}_{i}=S_{1}[n+1, k] \cup S_{2}[n+1, k] \cup \cdots \cup S_{k}[n+1, k] \cup M_{i}
$$

of $\bar{G}$. The subgraph $\mathscr{H}_{i}$ is shown in Fig. 7 .
In the following, all indices $j$ of each $S_{j}[n+1, k]$ and each $W_{i, j}$ are taken modulo $k$ and the modulo values are all in $[1, k]$, as well as each index $j_{l}$ in every vertex $\left\langle j_{1} j_{2} \cdots j_{n+1}\right\rangle$, where $l \in[1, n+1]$. Finally, let $t=2(i-j+1)$.

Just as in Theorem 3.5, in $\mathscr{H}_{i}$, for any $j \in[1, k]$, we have
(1) if $j=i+1$, then $S_{j}(n+1, k)$ and $S_{j+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+1) \cdots(j+1)\rangle$ and $\langle(j+1) j \cdots j\rangle$; if $j=i+(k+1) / 2+1$, then $S_{j}(n+1, k)$ and $S_{j-1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j-1) \cdots(j-1)\rangle$ and $\langle(j-1) j \cdots j\rangle$, and
(2) if $j \notin\{i+1, i+(k+1) / 2+1\}$, then $S_{j}(n+1, k)$ and $S_{j+t}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle(j+t) j \cdots j\rangle$, and $S_{j}(n+1, k)$ and $S_{j+t+1}(n+1, k)$ are connected by a single bridge edge whose two end vertices are $\langle j(j+t+1) \cdots(j+t+1)\rangle$ and $\langle(j+t+1) j \cdots j\rangle$.
For a fixed $\mathscr{H}_{i}$, we will look for a vertex subset $W_{i}$ of $\bar{G}$ in the following way. In each $S_{j}[n+1, k]$, for $j \notin\{i+1, i+(k+$ 1) $/ 2+1\}$, we choose a vertex subset $\mathcal{W}_{i, j}$ with $\left|\mathcal{W}_{i, j}\right|=k^{n-1}+1$, which contains two vertices $\langle j(j+t) \cdots(j+t)\rangle$ and $\langle j(j+t+1) \cdots(j+t+1)\rangle$ that are incident with two edges of $M_{i}$. In $S_{i+1}[n+1, k]$, we choose a vertex subset $\mathcal{W}_{i, i+1}$ with $\left|\mathcal{W}_{i, i+1}\right|=k^{n-1}+1$, which contains two vertices such that one is $\langle(i+1)(i+2) \cdots(i+2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\alpha=\langle(i+1)(i+1) \cdots(i+1)\rangle
$$

In $S_{i+1+(k+1) / 2}[n+1, k]$, we also choose a vertex subset $\mathcal{W}_{i, i+1+(k+1) / 2}$ with $\left|\mathcal{W}_{i, i+1+(k+1) / 2}\right|=k^{n-1}+1$, which contains two vertices such that one is $\langle(i+1+(k+1) / 2)(i+(k+1) / 2) \cdots(i+(k+1) / 2)\rangle$ incident with an edge of $M_{i}$ and the other is the extreme vertex

$$
\beta=\langle(i+1+(k+1) / 2)(i+1+(k+1) / 2) \cdots(i+1+(k+1) / 2)\rangle
$$

Let $\mathcal{W}^{i}=V\left(S_{i}[n+1, k]\right) \backslash \cup_{j=0}^{(k-1) / 2-1} \mathcal{W}_{j, i}$ and $\mathcal{W}=\cup_{i=1}^{k} \mathcal{W}^{i}$.
Since each $S_{i}[n+1, k](i \in[1, k])$ is isomorphic to $S[n, k]$, by induction assumption and the symmetry of $S[n$, $k]$, we can properly choose the vertex set $\mathcal{W}_{j, i}(i \in[1, k])$ such that $\left\{\mathcal{W}_{0, i}, \mathcal{W}_{1, i}, \ldots, \mathcal{W}_{(k-1) / 2-1, i}, \mathcal{W}^{i}\right\}$ is a partition of $S_{i}[n+1, k]$ and satisfies (a) and (b).

Thus, from each $\mathscr{H}_{i}$, we obtain a vertex subset

$$
\mathcal{W}_{i}=\mathcal{W}_{i, 1} \cup \mathcal{W}_{i, 2} \cup \cdots \cup \mathcal{W}_{i, k}
$$

where $i \in[0,(k-1) / 2-1]$. By induction assumption, it is not difficult to check that $\left\{\mathcal{W}_{1}, \mathcal{W}_{2}, \ldots, \mathcal{W}_{(k-1) / 2}, \mathcal{W}\right\}$ is a partition of $\bar{G}$ satisfying:
(1) $|\mathcal{W}|=\left(k^{n}+k\right) / 2$ and $\left|\mathcal{W}_{i}\right|=k \cdot\left(k^{n-1}+1\right)=k^{n}+k$ for each $i \in[0,(k-1) / 2-1]$, and
(2) $\bar{G}\left[\mathcal{W}_{i}\right]$ is a path whose end vertices are two extreme vertices, where $i \in[0,(k-1) / 2-1]$, and $\bar{G}[\mathcal{W}]$ consists of $(k-1) / 2$ isolated edges of $M$ and $\left(k^{n}-k+2\right) / 2$ isolated vertex.
Let $X_{i}$ and $X$ be the vertex set consisting of all end vertices of edges of $M_{i}$ and $M$, respectively. Since all edges of $M_{i}$ and $M$ are contracted in $S[n+1, k]$ and the two end vertices of every edge of $M_{i}$ and $M$ are identified in a single vertex, we let $Y_{i}$ and $Y$ be the vertex sets consisting of new vertices after contracting all edges of $M_{i}$ and $M$, respectively.

Let $V_{i}^{\prime}=\left(\mathcal{W}_{i} \backslash X_{i}\right) \cup Y_{i}$ and $\mathcal{V}^{\prime}=(\mathcal{W} \backslash X) \cup Y$. Then $\left\{V_{0}^{\prime}, V_{1}^{\prime}, \ldots, V_{(k-1) / 2-1}^{\prime}, \mathcal{V}^{\prime}\right\}$ is a partition of $S[n+1, k]$ satisfying (a) and (b). In fact, Since $\left|X_{i}\right|=2(k-1)$ and $\left|Y_{i}\right|=k-1$,

$$
\left|V_{i}^{\prime}\right|=\left|W_{i}\right|-\left|X_{i}\right|+\left|Y_{i}\right|=k^{n}+k-2(k-1)+k-1=k^{n}+1
$$

for each $i \in[0,(k-1) / 2-1]$. $G\left[V_{i}^{\prime}\right]$ is a path obtained from $\bar{G}\left[W_{i}\right]$ by contracting all edges in $M_{i}$. Moreover,

$$
\left|\mathcal{V}^{\prime}\right|=|\mathcal{W}|-\left|X^{\prime}\right|+\left|Y^{\prime}\right|=\left(k^{n}+k\right) / 2-(k-1)+(k-1) / 2=\left(k^{n}+1\right) / 2
$$

since $|X|=k-1$ and $|Y|=(k-1) / 2$. Clearly, $\mathcal{V}^{\prime}$ is an independent set of $S[n+1, k]$.
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