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Abstract-A distributed parameter system for the growth of micro-organisms in a chemostat is considered. 
The growth rate depends on the internal concentration in the cells of one essential nutritient and a partial 
differential equation describing the situation where different ceils have different growth rates is studied. 

1. INTRODUCTION 

Consider a microbial population in a chemostat where the growth of the cells is limited by the 
availability of one essential nutritient. Even if the chemostat is well stirred it is reasonable to 
assume that different cells may have different growth rates due to varying internal concen- 
trations of the limiting nutritient. The purpose of this paper is to study under what conditions 
the solutions of a mathematical model describing this distributed parameter system approaches 
the solutions of a corresponding model where the assumption is made that all cells are identical. 
The asymptotic behaviour of these solutions as f+a will also be studied. 

It will be assumed that the age structure of the cells does not affect the growth rate and that 
the cells reproduce through division so that this part of the growth process will not appear 
explicitly in the model if it is formulated in terms of cell mass, and not numbers of cells. The 
chemostat is well stirred and the concentration of the nutritient in the medium being pumped 
into the chemostat at time t is C(f). If g(t) is the total amount of nutritient, (in one form or 
another), in the chemostat and s(t) is the total amount of nutritient inside the cells, then the 
concentration of nutritient in the medium in the chemostat is proportional to c(t)- s(t). The 
rate of uptake of nutritient from the medium into a cell with internal concentration q, (nutritient 
per cell mass), is assumed to be f(q, u(t)- s(t)) and the differential growth rate, (of cell mass), 
of such a cell is p(q). Now it is not assumed that distribution of cell mass with respect.to the 
internal concentration q at time t is given by a density function but more generally through a 
measure m(t, .), i.e. m(t, E) = JE dm(t, q) = total mass of cells at time t with internal nutritient 
concentration in the set E. (If m is absolutely continuous, it is identified with its density 
function.) Using standard arguments one derives the following equation for m, (that in general 
only holds in the distribution sense): 

alat m + d@(g(q, a(t) - s(t))m) = Mq) - D(t))m, m(0, a) = mo, (1.1) 

s(t) = I R+ q dm(f, q), 

where m. is a given nonnegative measure, 

g(q, xl = - /44)4 + f(4, x), (1.2) 

(R’ = [O, =c)), D(t) is the given fractional dilution rate and (T satisfies the equation 

a’(t)=D(t)(C(t)V-(T(f)), (1.3) 

where “I” = d/d? and V is the (constant) volume of the chemostat. 
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If all the cells were identical, then one would 
consisting of (1.3) and the equations 

X(r) = (P(QW) - @0)X(r), 

get a system of differential equations 

(1.4) 
Q’(t) = - P(QW)QW + f(QW, 40 - Qwxw). 

Here X is the total cell mass and Q is the internal nutritient concentration. 
Models of the form (1.3), (1.4) have been studied in e.g. [2-6,9] and the references 

mentioned there. The main feature of these models is that the growth rate depends on the 
internal nutritient concentration and the most serious weakness seems to be that there is no 
time delay between the uptake of nutritient and its effects on the growth rate [l, 4,5]. 

A certain kind of time delay will automatically be introduced in the second model to be 
considered. Here it is assumed that the nutritient is taken up in the (e.g. inorganic) form I and 
then transformed into the (e.g. organic) form II at the rate clql and back again into form I at the 
rate c2q2 where ql and q2 are the concentrations of the nutritient in the forms I and II 
respectively. Finally it is assumed that the growth rate is a function of q2 only and that the rate 
of uptake of nutritient from the medium is independent of ql and q2. If now the measure M(t, .) 
defined on RC x R’ denotes the distribution of cell mass with respect to ql and q2, then one 
obtains the following equation corresponding to (1.1): 

alarM + ~l~~l(t8,(4,, 42,dO - dmw + d@2(g2(cl,, 42bw = (cL((I2) - at))M M(& .I = M3, 

(1.5) 

s(t) = I R+xR+ 
(a+ q2) dM(t, 41,421, 

where 

&(ql9 42, x) = - (c, + cL(q2)h + c242 + R4, (1.6) 

g2(419 q2) = Cl41 - (c2 + cL(qzNq2, (1.7) 

and the function CT is defined to be the solution of equation (1.3). 
If all the cells are identical, then one gets a system of equations consisting of (1.3) and the 

equations 

X’(t) = MQW - WOMt), 

Q;(t) = - (CI + /.dQdWQdf) + c2QAf) + F(dt) - (Qdt) + Q2WMth 

QiW = clQ,W - (~2 + cc(QzWNQzW. (1.8) 

This second model is related to similar ones that have been studied in, e.g. Refs. [7, lo]. It 
should be observed that here the reactions transforming nutritient in forms I and II into each 
other proceed at linear rates and this is a very strong assumption, but it is needed in the 
arguments to be used below. 

2. STATEMENT OF RESULTS 

The first result concerns equations (l.l), (1.2) and their relationship to the system (1.4). 

THEOREM 1 

Assume that V > 0, CT,, > 0 and that 

C and D are continuous, nonnegative and bounded functions on R+, (2.1) 
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f is a continuously differentiable function on R’ x R’, nonincreasing in its first and 
nondecreasing in its second variable and nonnegative on (0) x R’ and nonpositive on 

R’ x {OI, (2.2) 

p is a continuously differentiable, nondecreasing function on R’, ~(0) = 0 and I_L+ 0, (2.3) 

m. is a finite, nonnegative Bore1 measure with compact support in R’, m,,(R’) >O and 
h- q dm&) S co. (2.4) 

Then there exists a unique solution m of the system (1 .l)-(1.3) when t 2 0, q 2 0 and u(0) = UO, 
((1.1) holds in the distribution sense), such that for each t, m(t, .) is a finite, nonnegative Bore1 
measure on RG with support in a compact set independent of t and for each continuous function 
I+G the function h- $(q) dm(t, q) is continuous. If moreover 

lim inf ,__ C(t) > 0 and lim inf ,_.m D(t) > 0 (2.5) 

then m(t, R’) is bounded on R’ and there exist positive numbers T, ur, XT, Q-r and nonnegative 
continuous functions C, and D, on [TP) such that 

lim,,, (L(t) - C(t)1 + I&(t) - D(t)I) = 0 (2.6) 

and such that the solution of the system (1.3), (1.4) on t ZT with a(T) = aT, X(T) = XT, 
Q(T) = QT and C and D replaced by C, and D, satisfies 

lim ,.+= (IX(t)-m(t,R+)~+IQ(t)X(t)-]~+4dm(f9q)l)=0. (2.7) 

Moreover, either lim,,, m(t, R+) = 0 or lim,, diam (supp(m(t, m))) = 0. 

Here diam (E) = sup {Ix - yllx, y E E} and supp (m( t, a)) is the support of m(t, *). 
The conclusion (2.7) implies that one can at least from a practical point of view, just as well 

use the simpler system (1.3), (1.4) instead of the more complicated equations (l.lH1.3). In the 
next theorem the asymptotic behaviour of the system (1.3), (1.4) and thus by Theorem 1 also 
that of (1.1 j(1.3), is studied. 

THEOREM 2 
Assume that V > 0, ~000, X0> 0, QoZO, Qo&S ao, C,>O, D, >O, (2.1)-(2.3) hold and 

that 

lim,,, (C(t), D(t)) = (Cm, k), (2.8) 

there exists a unique number Q= > 0 such that ~(0~) = D, and a unique number X, > 0 
such that f(Qs, C,V - QmX,) = D-Q_. (2.9) 

Then the solution of the system (1.3), (1.4) on t Z 0 with X(0) = &, Q(0) = Q. and u(O) = uo 
satisfies 

lim,,, (X(t), Q(t), u(t)) = (& Om, C,v). (2.10) 

Observe that the assumptions made in Theorem 2 do not guarantee that the linearization of 
the system (1.3), (1.4) around the equilibrium point is asymptotically stable. 

Next an analoque of Theorem 1 for the system (1.3), (1.9-o-(.7) will be established. 

THEOREM 3 
Assume that V > 0, u. > 0, c, > 0, c2 B 0 (2.1) and (2.3) hold and that 

F is a continuously differentiable, nondecreasing function on R’ and F(0) = 0 (2.11) 
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M0 is a finite, nonnegative Bore1 measure with compact support in R’ x R’, M,JR’ x R’) > 
0 and JR+xR+ (qi + qz) dMo(qi, q2) 5 go. (2.12) 

Then there exists a unique solution M of the system (1.3), (1.941.7) when t 2 0, q, 2 0, q2 2 0 
and a(O) = uo, ((1.5) holds in the distribution sense), such that for each t. M(t. .) is a finite, 
nonnegative Bore1 measure on R’ x R’ with support in a compact set independent of t and for 
each continuous function 4 the function $ R+xR+ $(q,, qz) dM(t, q,, 42) is continuous. Moreover, if 
(2.5) holds, then M(t, R’ x R’) is bounded on R’ and if also 

Cl ‘sup Kc2(4cL’(4)+ /J(4)) + cL(4)(2W’(4)))1(2Cz + 3cL(q) + P’(4)4)/0 5 CL(q)4 
~F(Vlimsup,, C(t))} (2.13) 

then there exist positive numbers T, aT, XT, QIT, QZT and nonnegative continuous functions C, 
and D* on [Tp), such that (2.6) holds and such that the solution of the system (1.3), (1.8) on 
t 2 T with (T(T) = c+, X(T) = XT, Q,(T) = QIT, Q,(T) = Q 2T and C and D replaced by C, and D, 
satisfies 

lim,+@(t) - W, WI + IQ#)x(t) 

-I 41 dM(tv 4, &I 
lt+xIl+ 

(2.14) 

+ IQ2WW -I,,,+ q2 dW, 4142)O = 0. 

Moreover, either lirn,, M(t, R+ x R+) = 0 or lim,, diam (supp(M(t, a))) = 0. 
It is not at all clear whether the assumption (2.13), (or something similar to it) is really 

essential for the assertion of Theorem 3 to hold. But observe that this condition is not needed in 
the next result where the asymptotic behaviour of the system (1.3), (1.8) is studied. 

THEOREM 4 
Assume that V > 0, cro > 0, cl > 0, c2 2 0, X0 > 0, Qlo 2 0, Q20 2 0, (Qlo + Q20)Xo S uo, D, > 0, 

C, > 0, (2.1), (2.3), (2.8) and (2.11) hold and that 

there exists a unique number Q2m such that ~L(Q~~) = D, and a unique number X, such 
that (F(C,V - (Qlm + QZm)Xm) = Dm(Qlm + Qzm) where CIQI, = (CZ + IL)Qz~. (2.15) 

Then the solution of the system (1.3), (1.8) on t IO with X(0) = &,, Q,(O) = Qlo, Qz(O) = Qzo and 
u(O) = u(O) satisfies 

lim,, W(t), Q,(t), Q2W, 4)) = (X, Qh Q2m, Cm v). 

3. PROOF OF THEOREM 1 

From eqn (1.3) we see that if u(O) = uo, then 

u(t)=exp(-~D(s)ds)uo+V~o’exp(-~~’D(r)d7)D(s)C(S)ds, tZ0. 

It follows from (2.1) and (3.1), as u. > 0, that 

def 
O<u(t)S max{uo,sup,,oC(t)V}= um<m. 

By (2.2)-(2.4) there exists a number a such that 

(2.16) 

(3.1) 

(3.2) 

(3.3) 
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We are going to solve eqn (1.1) using the method of characteristics and therefore we 
consider the following system of equations: 

Y’U, A) = MPU, A)) - W)Y(C A), Y(O, A) = 1 

P’(C A) = - /h’(f, A))p(t, A) + f(p(t, A), (3.4) 

u(t) - z(t)), ~(0, A) = A 

z(t) = I PC& A)Y(& A) dmo(A), A 
IO. al 

E [O,a], tzo. 

If we extend the functions CL and f in a suitable manner to R and RX R, then it follows from 
standard results that this system has at least a local, continuously differentiable, unique solution 
that depends continuously on the parameter A. If we can prove that 

OSp(t,A)Sa, OSz(t)s:(t), (3.5) 

as long as the solution exists, then we get a global solution. To establish (2.5) we first observe 
that by (1.3) and (3.4) we have 

d(t) - z’(t) = D(t)C(t)V- D(t)(cr(t) - z(t)) 

- I R+ f@(k A), c(t) - z(tNy(t, A) ho(A), t IO. 

From this equation we conclude with the aid of (2.1), (2.2), (2.4) and the fact that y(t, A) > 0 that 
a(t) - z(t) 2 0. If we moreover note that z(t) 2 0 provided that p(t, A) 2 0 for all A, then we can 
derive the remaining assertion of (3.5) from (2.1)-(2.3) using the standard argument that at the 
boundary the derivative points into the region claimed to be invariant. Thus the existence of a 
unique global solution of (3.4) satisfying (3.5) has been established. 

We define the measure m(t, .) as follows: m(t, E) = JE, y(t, A) dmo(A), where E, = 
{A E [O, a]lp(t, A) E E}. We see that m(t, a) is a finite, nonnegative Bore1 measure on R with 
support contained in [0, (u]. If I& is a continuous function on R’, then it follows from our 
definition that _frc+ $(q) dm(t, q) = .fro,oL1 $(p(t, A))y(t, A) dmo(A). Denote this function by u. If 4 
is continuously differentiable, this is true for u too and a calculation involving (1.2) and (3.4) 
shows that 

u’(t) = I R+ 
(+‘(qk(q, 40 - z(O)+ WMI) - RO)) x d&f, 4). 

Multiply this equation by q(t), where cp is an arbitrary continuously differentiable function with 
compact support on R, and integrate over R’. This yields after an intergation by parts 

4(04(q) Wt, 4) dt - I R+~K9Jr(d dmo(c d 

cp(W’(qk(q, 40 - z(O) dm(t, 4) dt 

dW(qMq) - D(N dm(f, 4) dt. 

Using this result we are able to see that eqn (1.1) holds in the distribution sense because smooth 
functions of two variables can be approximated by sums of functions of the form q(t)+(q) and 
it follows from the definitions that z(f) = s(t). 
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To establish the uniqueness we proceed as follows. Suppose that the measure m(t, .) is a 
solution of the system (l.lH1.3). Let y(t, A) and p(t, A) be the solutions of the first two 
equations in (3.4) with r(t) = JR+ q dm(t, q). Now we define the measure m,(t, .) by 

I G(P(& A)Mt, A) dm,(t, A) = 
[O.al I R’ 444) dm(c 4). 

A calculation shows that if 9 is a smooth function with compact support in R x R, then 

If R+ [O,a, -$ (Wt, ~(6 A))y(t, A)) dm(t, A) dl 

=-- I ‘WA ~(0, ANY@, A) dm,(O, A) dt 
PA al 

=- I lo 
,a 

1 WA 4) dmo(d. 

Since y(t, A) > 0 we can choose ‘I’ such that ‘P(t, p(t, A))y(t, A) = q(t)+(A) for some functions cp 
and II, and hence 

I I R+ d(t) lo, al $0) dmdt, A) dt = - do) 1 [o, al 444) dmo(q). 

It follows that m,(t, *) = m. and then the assertion concerning uniqueness follows from the 
uniqueness of the solutions of equation (2.4) and the fact that z(t) = s(t). 

From now on we assume that (2.5) holds and next we will show that lim sup,, m(t, R’) < 30. 
Choose a number 7 so large that there exists a positive number d such that D(t) 2 d, t 2 T. Let 
q. = sup {qjp(q) d d/2}. Now we claim that 

m(t, R’) 5 max {2(p(a) - d/2)u,,,/(dqo), m(T, R’)}, t 2 T. (3.6) 

It follows from the definition of the measure m(t, a) and (3.4) that 

dldt m0, R’) = f MP(~, A)) - DWM, A) dmo(Ah t 20. 
[O.nl 

By (3.2), (3.4) and (3.5) it follows that 

r ~(6 A) dmo(A) 5 d40 

where 

(3.7) 

(3.8) 

A, = {Alp(t, A) 2 40). 

Since D(t) L d, t 2 T and &?(f, A)) 5 ~(a), it follows from (3.7), (3.8) and the definition of q. 
that if (3.6) is not satisfied for some t > T then dldt m(t, R+) < 0 and we get a contradiction. 
Thus we have established (3.6). 

Next we observe that it follows from (2.2), (2.3), (3.4) and (3.5) that p(t, A) is a nondecreas- 
ing function of A. Moreover if w(t) = p(t, (Y) -p(t, 0), then w’(f) 5 - p(p(t, a))w(t). Thus we see 
that if w(t) does not converge to zero, then J-0” p(p(t, a)) dt < ~0 and then it follows from (3.4) 
that lim,, y(t, A)+0 uniformly in A because .fg D(t)dt = +m by (2.5) and p(p(t, A))5 
p(p(t, a)). But then lim,, m(t, R’) = 0 and we get the last assertion of Theorem 1 because 
SUPP Mt, .)I C [p(t, Oh P(& a)l. 

By the results above we have either lim,, w(t) = 0 or Jo” p(p(f, a)) dt <m so that in both 
cases it follows that Cm,,, (p(p(t, 0)) - p(p(t, A))) = 0 uniformly in A, (because p(t, A) is a 
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Lipschitz continuous function oft). Thus, if T is sufficiently large, then the function D, defined 

by 

D*(f) = D(f) + I (P(P(~, 0)) - P(P(~, A)))y(t, A) dmdh)/m(t, R') 
IO. 01 

is nonnegative, contipuous and bounded on R’ and moreover lim,,, (D,(t) - D(t)) = 0. Thus if 
we take Xr = m( T, R’) then X(t) = m(t, R+) satisfies the first equation in (I .4) when D is 
replaced by D,. We take Qr = p( T, 0) and then Q(t) = p(f, 0) satisfies the second equation 
provided that we choose C, so that the corresponding solution o* of (3.1) satisfies o*(t) - 
Q(t)X(t) = r+(f) - s(f). If T is sufficiently large we can choose such a nonnegative continuous 
and bounded function C, on [ T,m) because it is straightforward to check that 

lim,,, (jQ(f)X(f) - s(f)1 + ) dldf(Q(f)X(f)- df))I) 

5 lim,,, lP(r, 0) - P(6 A)ly(t, A) dmo(A) 

+ I ,o, ol (IP’(t, 0) - p’(f, A)/ 

+ Ip(h 0) - p(f, A)ll(p(t, A)) - D(f)lMf, A) dm(A)) = 0 

either because lim,,, w(f) = 0 or lim,,, m(f, R+) = 0. This completes the proof of Theorem 1. 

4. PROOF OF THEOREM 2 

It follows from the proof of Theorem 1, that we can apply Theorem 1 to the system (1.3), 
(1.4) by taking m. to be a measure with total mass X0 concentrated at Qo. Thus we conclude 
that Q(f) and X(f) remain bounded an R’, but we must also show that 

lim inf I_r X(f) > 0. (4.1) 

It follows from (3.1) and (2.8) that 

lim l-so2 a(f) = c, v. 

By (2.2) (2.3) and (2.9) there exists a positive number S such that 

1-L(q)q 5 f(q, C, V - QmXJ2) + 6 if q s Qm + 8. 

(4.2) 

(4.3) 

From (2.8), (2.9) and (4.2) we see that we can choose r to be so large that 

o(f) z C, V- Q,X,/4, D(f) < p(Q, + S), f 2 7. 

But then we conclude from (1.4), (2.2) and (4.3) that if f z 7, X(f) 5 X,QJ(4(Qw + 6)) and 
Q(f) 5 QI + 8, then Q’(f) 2 S and if Q(f) 2 Q= + S, then X’(f) > 0. If we combine this result with 
the fact that X(f) 2 X(s) exp (-(f - s) suprzo D(r)), then we see that (4.1) holds. 

Let 

u(f) = X(f) - x,, u(f) = Q(f)X(f) - QcoXm. 

From this definition, (1.4) and (2.9) we conclude that 

u’(t) = k,(t)(u(r) - Q=u(t)) + e,(f) 

(4.4) 
u’(f) = - (Ox + Mt))(u(f) - Q2u(f)) - k,(f)u(f) + e*(f) 
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k,(t) = MQW) - pL(QmMQO) - QA 

W) = cf(Qw Cm V - Q(0-W) 

-f(QW, ccev- QwwM(Qu) - Qm), 

k,(t) = (f(Qm, CV- Q-X,) - f(Qm, Ca V- Q(t)X(t))Mt)/u(t), 

edt) = (0, - W)XW, e20) = WQW, u(t) - QW-WN 

(4.5) 

-f(Q(t), Cw V- Q(t)X(t)))X(t) + (0, - D(t))Q(t)X(t). 

It is clear that the functions ki are continuous and bounded and moreover we deduce from (2.2), 
(2.3), (2.9), (4.1), (4.2) and (4.5) that 

lim,,ei(t)=O j=1,2, (4.6) 

and 

k2(f) L 0, t L 0 and for each Q > 0 there exists a number S(r) > 0 such that k,(t) L S(e) if 
[u(t)-Q,u(t)lZe and k,(t)2 S(e) if lu(t)lZc. (4.7) 

Let E > 0 be arbitrary and choose 

(4.8) 

Define L(t) = max (lu( 01, QJu(t)J/(l + E,)}. From (4.6) we see that if T is sufficiently large, then 

[e,(t)1 S E,ES(E,E)/~, le2(t)l 4 ES(E)/~, t Z T’. (4.9) 

Suppose that t > T and L(t) > e. If L(t) = Qmlu(t)l/(l + E,), then by (4.4), (4.7) and (4.9) 

d/dtlu(t)( S - EE,~(EE,)/:! 

and if L(t) = Ju(t)J, then (4.4), (4.7), (4.8) and (4.9) imply that 

dldtlu(t)( s - ~6(~)/4. 

Combining these two cases we see that if L(t) > E, then 

L’(t) I - min {QAE,S(EE,)/~(~ + E,), ~8(~)/4}. 

Therefore lim sup,, L(t) 5 E and since 6 was arbitrary and E, remains bounded as E +O we 
deduce from the definitions of L, v and u that the assertion of Theorem 2 holds. 

5. PROOF OF THEOREM 3 

We observe that (3.1) and (3.2) still hold and that we now can find numbers (I~ and a2 such 
that 

def 

SUPP (MO) c lo, a,1 x 10, a21 = A 

(5.1) 
~2~2 + F(G) < CI(YI < (~2 + Aa2))a2. 
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Again we use the method of characteristics to solve equation (1.5) and therefore we consider 
the following system of equations 

Y’U, N = MPAfr AN - mt))Y(t, A), YW, A) = 1 

P;(& A) = - (c, + /.Wfr NNpd& A) + czpz(t, A) 

+ F(dt) - z(t)), P,(O, A) = A, 

P;(& A) = c,P,(& A) - (~2 + P(Pz(~, N))P,(c A), PZ@, A) = AZ 

~(0 = I (P& A) + ~20, A))Y(& A) d&,(A), 
A 

tz0, A=(A,,hJ E A. (5.2) 

Using (1.3), (3.2), (5.1), (5.2) and arguments similar to the ones employed in the proof of 
Theorem 1, we see that the system (5.2) has a unique global solution on R’ such that 

y(t, A) > 0, (pdt, A), pz(t, A)) E A, 0 5 z(t) S u(t), t 2 0. (5.3) 

We define the measure M(t, a) by M(t, E) = JE, y(t, A) d&,(A), E C R+ X R’ where E, = 
{A E A((p,(t, A), p2(t, A)) E E}. Then we deduce that M(t, .) is a Bore1 measure on R XR with 
support in the compact set A( = [0, a,] x [0, cuJ), see (5.3). In the same way as in the proof of 
Theorem 1 we can show that we have thus found a solution of the system (1.3), (1.5H1.7) that 
has the desired continuity and uniqueness properties. 

Next we assume that (2.5) holds and we can use almost the same proof as in Theorem 1 to 
show that m( t, R’) remains bounded as t + m. 

Suppose now that (2.13) holds. It follows from (2.3), (5.2) and standard results that the 
functions p,(t, A) and pz(t, A) are continuously differentiable with respect to A. Let 

wr(r, A) = a~,(& A)/aA + c;‘P(P#, A))c?p#, A)/aA 
(5.4) 

w2(t, A) = dp20, A)/& w(t, A) = (w,(t, A), ~20, A)) 

where the derivates in question are Frechet derivates. From (5.2) we deduce that w satisfies the 
equation 

w’(f,A)=B(t,A)w(t,A) (5.5) 

where 

B(t, A) = (b,(t;A)) with brr(t, A) = - ~1, bzl(t, A) = Cl 

h2U, 4 = c2U - (p2(f, NP’(P~V, A)) + 44~20, A)))/c,) 

+ PL(PZ( 6 NM I- QP,( t, NIL’(P~( f, A)) 

+ /4~2(f, NNlc,), 

Mr, A) = - (c2 + 21.4~2(& AN + pz(t, h)/.~‘(pzO, N)). 

(5.6) 

Let I(& A.) = h(~, A)11 + /Iw2(t, NII; (II II d eno es t some operator, i.e. matrix, norm on R’). Then 
we see that I is an absolutely continuous function and from (5.5) and (5.6) we have 

Z’(t, A) i (bz2(t, A) + lblz(t, A)I)IIw2(f, AlI, a.e. t 2 0. (5.7) 
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In order to be able to use the assumption (2.13) we need some estimates on pz(t, A) for large 
t. It follows from (2.5) and (3.1) that 

lim ~up~_~ a(r) Z Vlim ~up,_~ C(f). 

This inequality combined with (2.3), (2.11) and (5.2) implies that for each a1 > 0, there exists a 

number rl, independent of A, such that c&r, A) - c2pZ(f, A) 5 F( V lim SUP~_~ C(t)) + a,, t 2 T,, 
and therefore it follows from (2.3) and (5.2) that for each &>O, there exists a number 7?, 
independent of A, such that 

pz(t, A)~(p~(f, A))SF(Vlimsup,,, C(t))+&, FETE. 

Thus we conclude from (2.3), (2.13), (5.6) and (5.7) by choosing a2 to be sufficiently small that 
there exists a number E > 0 such that 

I’(& A) 5 - +(p~(t, A))(/ q(r, AlI, a.e. t Z r2, A E A. (5.8) 

We can immediately conclude that w(t, A) is uniformly bounded with respect to A as t + m and 
therefore P((P~(& A))11 ~~0, A)/ is a Lipschitz continuous function of t, see (5.2) and (5.5). Thus 
we see that if for some A0, lim,, I(& AO) = S > 0, then lim,,, &(t, A&)(1 q(t, A,,)// = 0. From 
(5.5) and (5.6) we then have, because I(& A,) is nonincreasing on (TV, xc) that if t 2 Q and 
11 wdf, A,)[[ 5 S min {I, c~/suP,,~J~~ *(t, A,,)(}/4 then d/dtll w,(t, A,,]1 s - c,6/2. Because II wZ(t, A,)(1 is 
Lipschitz continuous, we conclude that we cannot have lim inf ,_,_ /I w2( t, A,,)\/ = 0. Therefore we 
have proved, recall the definitions of I and w, that 

either lim,, j.&(f, A)) = 0 or 
(5.9) 

lim,, I)@+(t, A)/aA(l = 0 j = 1,2. 

Assume next that lim sup+_ M(f, R’ X R’) > 0. Then there must exist an index A, E A such 
that lim inf T-r- Jo’ (p(p2( t, A,)) - D(t)) dt > - m. But then it is in view of (2.3), (2.5) and (5.3) 
possible to find a constant S > 0 such that 

lim inf r_m 
I 
0r M~df,~,N(~,(fr M + PDF, A,)) - 6) dt > --m. (5.10) 

If we define p(t, A) = pi(t, A) + p~(t, A) then we have by (5.2) the equation 

~‘(6 4 = F(u(f) - z(t)) - ,4p2(f A)p(t, A), t Z 0. (5.11) 

Since p(t, A,) is bounded, see (5.3), it follows from (5.10) and (5.11), (with A = A,), that 

lim inf ~_ 
I 

k+(t) - z(t)) - 8) dt > --to, 
0 

But this inequality combined with (5.3) and (5.11) implies that there is no A E A such that 
lim,,@(~~(f,A)) = 0. Thus we deduce from (5.9) that either lim,,,M(r, R’ x R+) = 0 or 
lim,,,([Q(t, A)/aA(( = 0, j = 1,2, A E A. In the second case it follows that lim,,,diam(supp 
(M(r, .))) = 0 because pi(t, A) is Lipschitz continuous with respect to A, uniformly with respect to 
t E R’. The remaining assertion of Theorem 3 can be established in the same way as the 
corresponding ones in Theorem 1. This completes the proof of Theorem 3. 

6. PROOFOFTHEOREM 4 

In the same way as in the proof of Theorem 2 we observe that we can deduce from the 
results in the proof of Theorem 3 that 

O~Qj(t)~aj,Od(Ql(t)+Q2(t))X(f)~~(f), 

X(t)>O, tEOand suprzoX(t)<co. 
(6.1) 
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We proceed to show that (4.1) holds and therefore we study the following system of 
equations 

YW = - (Cl + dYJ)Y, + c2y2 + F( VCJ 

(6.2) 

YXf) = CIYI - (c2 + dY2NY2, t 2 0. 

Since VC, S u,,, it follows from (2.3), (2.11) and (5.1) that [0, a,] x (0, a21 is an invariant set for 
(6.2). Moreover, by (2.3), (2.11) and (2.15) there exists a unique equilibrium point (Y,, Y,) E 
(0, a,) x(0, a2) such that Y2 > Q2_. Using ([8], Lemma VI 3.1) we see that every nontrivial 
periodic solution of (6.2) in [0, (Y,] x [0, cu2] is asymtotically orbitally stable. Since the equili- 
brium point is unique and asymptotically stable, because the eigenvalues of the linearized 
equation have negative real parts, it follows from the PoincarbBendixson theorem, see ([S], 
Chap. II), that the point (Y,, YJ is globally attractive in [0, a,] x [0, CZ~]. Now we are able to 
conclude, using the facts that the eigenvalues of the equation (6.2) linearized around the 
equilibrium point have strictly negative real parts and that the set [0, a,] x [0, LYE] is compact that 
if e > 0 is given, then there exist numbers T(E) and Y(E) such that if 

IuO) - QWW - Kl< Y(E), t E [f2, t11, f2 - f~ ’ 4~) (6.3) 

then the solution Qi(t), Q2(f) of (1.8) satisfies 

IQ,(t) - &I + lQ2(0 - Y2t < c t E it, + do), f21. (6.4) 

Since (4.2) holds and X(t) 2 X(s) exp ( - (t - s) sup,20 D(r)) we see that if lim inf ,_ X(f) = 0, 
then we can for arbitrarily small E > 0 find an interval [f,, f2] such that (6.3) holds and X’(f2) S 0. 
But since Y2 > Q2= and (2.15) hold we see from (6.4) that if E is sufficiently small, then X’(f) > 0 
on [f, + T(E), f2] and we have a contradiction. Thus we see that (4.1) holds. 

We proceed in the same manner as in the proof of Theorem 2 and we define 

Q(f) = Q,(t) + Qz(t), Qg = Q,m+ Qzm, u(t) = X(t) - x, 

u(t) = Q(r)X(t) - QmXm, w(f) = Qz(f)X(f) - Q2mXm. 

From (1.8), (2.15) and this definition we see that 

d(f) = c,u(f) - (c, + c2 + D&v(f) + e2(f) (6.5) 

u’(f) = - Ddutf) - Q-u(f)) - k*(f)u(f) + e3(f) 

where 

k,(f) = MQ2(f)) - /.dQ2s))l(Qz(f) - Qza) 

k2( t) = (F( VC, - QzX3i) - F( VC, - Qt WWNXWl~tf) (6.6) 

edf) = WI - D(f))X(f), e2(f) = (IL - D(t))Q,(t)X(t) 

e3tt) = tF(utf) - Qtt)Xtt)) - F( VC- Qt~)Xtt))M~) + (R - Qf))Qtf)Xtf). 

Again we observe that the functions kj and ej are bounded and continuous and from (2.3), 
(?.ll), (2.19, (4.1), (4.2) and (6.6) we see that 

lim r-rx ej(f) = 0, j = 1,2,3, (6.7) 
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for each E >O there exists S(e)>0 such that k,(t) 2 S(E) if /w(f)- Q2_~(f)( 2 E and 
k*(f) B S(4) if lu(t)J L e. (6.8) 

Let c: > 0 be arbitrary and choose E! > 0 so that 

2q + q2 = S( E)/(2&). (6.9) 

L(t) = max{Ju(t)J, QJw(f)l/tQdl + 4L QP14t)ll(l + d*l. (6.10) 

By (6.7) we can choose T to be so large that 

/e,(t)1 s l e,(l + q)Q2,6(41+ E,)Q~JQJ(~QJ, 
(6.11) 

le*(t)(d c,eq/2,le&)lS ES(E)/4, t 2 T. 

If we proceed in almost exactly the same manner as in the proof of Theorem 2 and use the fact 
that c,Q_ = (c, + c2 + Dm)Qzm, see (2.1.5), then we deduce from (6.5) and (6.8)_(6.11) that if t > T 
and L(t) > 6, then 

L'(t) 5 - min{M+ ~dQ~~S(41+ 4QdQ,)/2, c~EE~QJ(~Q~~+ EA ea(~)/4). 

Therefore it follows that lim sup,, L(t) s E and since E was arbitrary and cl remains bounded 
as l +O we get the desired assertion from the definitions. 

This completes the proof of Theorem 4. 
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