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#### Abstract

The spectral factorization problem is solved for state-space systems via results on the canonical forms and inertia of Hermitian matrix pencils. These algebraic results then give a deflation method for spectral factorization.


## 1. INTRODUCTION

A central algebraic problem in a variety of areas of system and control analysis and design is the spectral-factorization problem, which can be stated as follows. Let $\Phi(s)$ be a paraconjugate Hermitian rational matrix which is Hermitian positive semidefinite on the purely imaginary axis. By paraconjugate Hermitian, we mean

$$
\begin{equation*}
\Phi_{*}(s)=\Phi(s), \tag{1}
\end{equation*}
$$

where

$$
\Phi_{*}(s) \stackrel{\operatorname{def}}{=}[\Phi(-\bar{s})]^{*}
$$

(Here, the * denotes Hermitian transpose and the overbar denotes complex conjugate.) From (1), it follows that $\Phi(i \omega)$ is Hermitian for $\omega$ real. The second requirement is

$$
\Phi(i \omega) \geqslant 0
$$

for all real $\omega$ whenever $\Phi(i \omega)$ is defined. The spectral-factorization problem is to find a rational matrix $G(s)$, not necessarily square, such that

$$
\begin{equation*}
\Phi(s)=G_{*}(s) G(s) \tag{2}
\end{equation*}
$$

Any $G(s)$ satisfying (2) is called a (right) spectral factor of the spectral density $\Phi(s)$.

Alternatively, we could seek a (left) spectral factor $F(s)$ satisfying

$$
\Phi(s)=F(s) F_{*}(s)
$$

Observe that $G(s)$ is a right spectral factor of $\Phi(s)$ if and only if $F(s)=G_{*}(s)$ is a left spectral factor of $\Phi(s)$.

The $G(s)$ satisfying (2) are not unique. For example, if $V(s)$ is any matrix satisfying $V_{*}(s) V(s)=I$, then $V(s) G(s)$ is also a (right) spectral factor. For a complete discussion of the rational spectral-factorization problem, see [23]. As a first constraint we require

$$
G(s) \text { has full normal row rank }
$$

which equals the normal rank of $\Phi(s)$. (The normal rank of a rational matrix is defined to be its rank as a matrix over the rational field.) Other constraints that might be imposed include:

1. $G(s)$ is analytic in the open right (or left) half plane.
2. $G(s)$ has full row rank everywhere in the open right (or left) half plane.

Spectral factorization has applications in Wiener filtering [19] (in fact, this is the origin of the term spectral factorization), $H^{\infty}$ control design [8],
network synthesis [1], and linear-quadratic control design [22]. Here, we look at the last problem in some detail.

The standard linear-quadratic control problem is to minimize the cost

$$
\begin{equation*}
J(x(0) ; u(\cdot))=\int_{0}^{\infty}\left[x^{*}(t) Q x(t)+u^{*}(t) R u(t)\right] d t \tag{3}
\end{equation*}
$$

with respect to the control $\{u(t), 0 \leqslant t<\infty\}$ and subject to the constraint

$$
\dot{x}(t)=A x(t)+B u(t)
$$

with $x(0)$ given. In (3), the matrices $Q$ and $R$ are Hermitian. All other matrices and vectors are arbitrary but are required to have compatible dimensions.

It is well known that if

1. $R$ is positive definite Hermitian,
2. $Q$ is positive semidefinite Hermitian,
3. the pair $(A, B)$ is stabilizable, i.e., $[s I-A B]$ has full row rank for all complex $s$ in the closed right half plane, and
4. the pair $(A, Q)$ is detectable, i.e., $\left[\begin{array}{c}s I-A \\ Q\end{array}\right]$ has full column rank for all complex $s$ in the closed right half plane,
then the minimum exists. Moreover, the value of this minimum cost is given by $x^{*}(0) P x(0)$ and is achieved by the feedback control

$$
\begin{equation*}
u(t)=-R^{-1} B^{*} P x(t) \tag{4}
\end{equation*}
$$

where $P$ is the unique Hermitian matrix satisfying both the algebraic riccati equation (ARE)

$$
\begin{equation*}
P A+A^{*} P+Q-P B R^{-1} B^{*} P=0 \tag{5}
\end{equation*}
$$

and the requirement that

$$
\begin{equation*}
A_{c} \stackrel{\text { def }}{=} A-B R^{-1} B^{*} P \tag{6}
\end{equation*}
$$

has all its eigenvalues in the open left half plane.

To each Hermitian solution $P$ of the ARE (5) there corresponds a spectral-factorization of the rational matrix

$$
\begin{equation*}
\Phi(s)=R+B^{*}\left(-s I-A^{*}\right)^{-1} Q(s I-A)^{-1} B \tag{7}
\end{equation*}
$$

Indeed, with

$$
G(s)=R^{1 / 2}+R^{-1 / 2} B^{*} P(s I-A)^{-1} B
$$

(2) holds. Note incidentally that this shows that, if (5) has any Hermitian solution $P$, then $\Phi(s)$ must be a spectral density with one (right) spectral factor given by $G(s)$.

Moreover, $G(s)$ is invertible with

$$
G(s)^{-1}=R^{-1 / 2}+R^{-1} B^{*} P\left(s I-A_{c}\right)^{-1} B R^{-1 / 2}
$$

so the poles of $G(s)^{-1}$ are given by the eigenvalues of $A_{c}$. If, therefore, we choose the unique Hermitian solution $P$ of the ARE (5) subject to (6), then $G(s)^{-1}$ is analytic in the closed right half plane. Alternatively, we can say that $G(s)$ has all its zeros in the open left half plane. Such a $G(s)$ is called a minimum phase (right) spectral factor. With the optimal control (4), the closed-loop dynamics of the system become

$$
\dot{x}(t)=A_{c} x(t)
$$

which is an asymptotically stable system since $A_{c}$ has all its eigenvalues in the open left half plane. Thus, in the linear-quadratic control problem, there is a correspondence between the asymptotic stability of the closed-loop system and the choice of the minimum-phase spectral factor in the related spectral-factorization problem. This is one motivation for seeking a minimum-phase spectral factor.

It is also possible to associate an eigenvalue problem with the spectral-factorization problem. The spectral density $\Phi(s)$ in (7) can be rewritten as

$$
\Phi(s)=R+\left[\begin{array}{ll}
0 & B^{*}
\end{array}\right]\left[\begin{array}{cc}
s I-A & 0  \tag{8}\\
Q & s I+A^{*}
\end{array}\right]^{-1}\left[\begin{array}{l}
B \\
0
\end{array}\right]
$$

from which it follows that the inverse of $\Phi(s)$ can be written as

$$
\Phi(s)^{-1}=R^{-1}-R^{-1}\left[\begin{array}{ll}
0 & B^{*}
\end{array}\right]\left[\begin{array}{cc}
s I-A & B R^{-1} B^{*} \\
Q & s I+A^{*}
\end{array}\right]^{1}\left[\begin{array}{c}
B \\
0
\end{array}\right] R^{-1}
$$

First, the poles of the spectral density $\Phi(s)$ are given by the eigenvalues of the Hamiltonian matrix

$$
H_{p}=\left[\begin{array}{cc}
A & 0 \\
-Q & -A^{*}
\end{array}\right],
$$

and the poles of the inverse of the spectral density $\Phi(s)$ are given by the eigenvalues of another Hamiltonian matrix

$$
H_{z}=\left[\begin{array}{cc}
A & -B R^{-1} B^{*} \\
-Q & -A^{*}
\end{array}\right] .
$$

(A matrix of the form

$$
\left[\begin{array}{cc}
X & Y \\
Z & -X^{*}
\end{array}\right]
$$

with $Y^{*}=Y$ and $Z^{*}=Z$ is said to be Hamiltonian.) Next, observe that if $P$ is a Hermitian solution of the ARE (5) and if

$$
T=\left[\begin{array}{cc}
I & 0 \\
P & I
\end{array}\right]
$$

then, using $T$ as a similarity transformation on $H_{z}$, we obtain the Hamiltonian matrix

$$
T^{-1} H_{z} T=\left[\begin{array}{cc}
A_{c} & -B R^{-1} B^{*}  \tag{9}\\
0 & -A_{c}^{*}
\end{array}\right]
$$

The block triangular structure of (9) indicates that the eigenvalues of $H_{z}$ are specified completely by the eigenvalues of $A_{c}$ and conversely. Moreover, $\left[\begin{array}{l}I \\ P\end{array}\right]$ is a basis for the invariant subspace of $H_{z}$ corresponding to the eigenvalues of $A_{c}$.

In conjunction with the preceding material, this then suggests that a numerical approach to the spectral-factorization problem might be based on the Hamiltonian eigenvalue problem, at least when $R=\Phi(\infty)$ is invertible. Indeed, the generally accepted numerical technique for solving the ARE (5) subject to (6) and hence the spectral-factorization problem is to set up the Hamiltonian matrix $H_{z}$. Then, transform $H_{z}$ to upper Schur form, using an eigenvalue method such as the $Q R$ algorithm, so that the upper left block only has eigenvalues in the open left half plane. The Hermitian solution $P$ is constructed from a basis of the invariant subspace of $H_{z}$ corresponding to these open-left-half-plane eigenvalues. To overcome numerical difficulties when $R$ may be close to a singular matrix, the method has been extended to a generalized eigenvalue problem, and the $Q Z$ algorithm is used rather than the $Q R$ algorithm. There is a substantial literature based on this approach. In particular, consult [2, 14, 20].

There are a number of objections to this approach. First, it is a Hamiltonian eigenvalue problem that is being solved, but this is not recognized in the above method. Papers which are concerned with numerical algorithms based on structural results include $[5,6,15]$. There has also been a large amount of work based on algebraic aspects of factorization problems in general, and spectral-factorization problems in particular. Papers of interest here include [4, 13], while the books [3, 11, 10] contain a wealth of relevant material.

In the spectral-factorization example that we looked at in detail viz. the linear-quadratic control problem, we specifically introduced assumptions which guaranteed that $H_{z}$ had no eigenvalues on the imaginary axis. In the context of the control problem, this is a natural requirement, but the spectral factorization itself imposes no such constraint. The ability to solve problems with purely imaginary eigenvalues of $H_{z}$ is closely related to the exploitation of the Hamiltonian structure.

Second, the technique discussed above fails when $R$ is singular even if the generalized eigenvalue approach is used. This case corresponds to $\Phi(s)$ having zeros at $s=\infty$. It is useful to think of this case as a limiting case of purely imaginary zeros of $\Phi(s)$.

The work reported in this paper arose out of an attempt to devise a numerical algorithm to solve spectral-factorization problems when $R$ is singular and/or the spectrum $\Phi(s)$ has purely imaginary zeros. In this paper, we report on the algebraic results of this investigation. The numerical work will be reported elsewhere. The final outcome is a general approach to the spectral factorization of an arbitrary proper, rational paraconjugate Hermitian matrix which is positive semidefinite on the purely imaginary axis.

The organization of this paper is as follows. In Section 2, some basic material on minimal realizations of rational matrices with structure is discussed; in Section 3, a canonical form for Hermitian pencils is discussed.

Section 4 presents a key result relating inertias of Hermitian matrices and canonical forms of Hermitian pencils. The main result of the paper is presented in Section 5. In Section 6, we introduce a deflation lemma which forms the basis of later numerical work. Section 7 contains an extension to the main result, while Section 8 contains concluding remarks.

## 2. REALIZATIONS

In the previous section, we showed that for the linear-quadratic control problem, there is an associated spectral-factorization problem with spectral density given by (7). Also, we observed that one realization (8) of this spectral density had the property that there is an associated Hamiltonian matrix. In this section, we look at the general implications of the paraconjugate property (1) on the properties of a realization of a proper rational matrix.

We assume that there is given a square rational matrix $\Phi(s)$ satisfying (1) with

$$
\begin{equation*}
\Phi(\infty) \text { finite } \tag{10}
\end{equation*}
$$

that is, $\Phi(s)$ is proper and paraconjugate Hermitian. Further, let $\left\{\hat{A}, B, C^{*}, D\right\}$ be a realization of $\Phi(s)$ in the control-system sense, that is,

$$
\begin{equation*}
\Phi(s)=D+C^{*}(s I-\hat{A})^{-1} B \tag{11}
\end{equation*}
$$

The realization $\left\{\hat{A}, B, C^{*}, D\right\}$ is said to be minimal if there is no other such realization of $\Phi(s)$ having an $\hat{A}$ matrix with smaller dimension. Necessary and sufficient conditions for the minimality of the realization $\left\{\hat{A}, B, C^{*}, D\right\}$ are that $(\hat{A}, B)$ is controllable and $\left(\hat{A}, C^{*}\right)$ is observable. The most straightforward characterization of these conditions is that

$$
\left[\begin{array}{cc}
s I-\hat{A} & B
\end{array}\right] \quad \text { and }\left[\begin{array}{c}
s I-\hat{A} \\
C^{*}
\end{array}\right]
$$

have full row and column ranks respectively for all complex $s$.
The following lemma shows that (10) and the structure (1) together with the minimality of the realization $\left\{\hat{A}, B, C^{*}, D\right\}$ imply certain relationships between $\hat{A}, B, C$, and $D$. The method of proof is not original; it has also been applied in other circumstances where the structure of a rational matrix is important $[9,16,19]$.

Lemma 2.1. Let $\Phi(s)$ satisfy (1) and (10) together with a minimal realization $\left\{\hat{A}, B, C^{*}, D\right\}$ for $\Phi(s)$ as in (11]). Then $D^{*}=D$, and there exists a unique nonsingular matrix $H$ satisfying

$$
\begin{align*}
-\hat{A}^{*} & =H^{-1} \hat{A} H  \tag{12}\\
-C & =H^{-1} B  \tag{13}\\
B^{*} & =C^{*} H  \tag{14}\\
-H^{*} & =H \tag{15}
\end{align*}
$$

Further, if the realization $\left\{\hat{A}, B^{*}, C^{*}, D\right\}$ is real, then so is $H$.

Proof. Noting that

$$
\Phi_{*}(s)=D^{*}+B^{*}\left(-s I-\hat{A}^{*}\right)^{-1} C
$$

it follows from (1) that $\left\{-\hat{A}^{*},-C, B^{*}, D^{*}\right\}$ is also a minimal realization of $\Phi(s)$. Thus, $D^{*}=D$, and there exists a unique nonsingular matrix $H$ such that (12), (13), and (14) hold. However, (12), (13), and (14) also hold with $H$ replaced by $-H^{*}$. Therefore, the uniqueness of $H$ implies (15).

Finally, noting that $H$ is given by the unique solution to

$$
\mathscr{C}(\hat{A}, B)=H \mathscr{C}\left(-\hat{A}^{*},-C\right)
$$

where

$$
\mathscr{C}(\hat{A}, B)=\left[\begin{array}{lllll}
B & \hat{A} B & \hat{A}^{2} B & \cdots & \hat{A}^{n-1} B
\end{array}\right]
$$

with $n=\operatorname{dimension} \hat{A}$, it follows that $H$ is real if $\hat{A}, B$, and $C$ are all real.
Application of this lemma to (11) and setting $A=\hat{A} H$ yields

$$
\Phi(s)=D+B^{*}(s H-A)^{-1} B
$$

where $D^{*}=D, H^{*}+H=0$, and $A^{*}=A$. Thus, we can assume that for any $\Phi(s)$ satisfying (10) and (1), there exists a minimal realization

$$
\Phi(s)=D+B^{*}(s H-A)^{-1} B
$$

where $D^{*}=A, A^{*}=A$, and $-H^{*}=H$ with $\operatorname{det} H \neq 0$.

Our test for minimality here is that $[s H-A \quad B]$ has full row rank for all $s$. To see this, observe the following equivalences:

$$
\begin{array}{ll} 
& {[s H-A B] \text { has full row rank for all } s} \\
\Leftrightarrow \quad & {\left[s I-A H^{-1} B\right] \text { has full row rank for all } s} \\
\Leftrightarrow \quad & {\left[s I-H^{-1} A H^{-1} B\right] \text { has full row rank for all } s .}
\end{array}
$$

The first of these is our test for minimality, while the second and third are the tests for controllability and observability of the realization

$$
\Phi(s)=B^{*} H^{-1}\left(s I-A H^{-1}\right)^{-1} B
$$

with $A^{*}=A$, and $-H^{*}=H$.
When considering factorizations of $\Phi(s)$, it is necessary to study both the poles and zeros of $\Phi(s)$. The poles of $\Phi(s)$ are the eigenvalues of the (regular) matrix pencil $s H-A$, where $H$ is skew-Hermitian and $A$ is Hermitian. Now, clockwise rotation of this eigenvalue problem by $\pi / 2$ (that is, $s=i \lambda$ ) produces a Hermitian matrix pencil

$$
\lambda(i H)-A
$$

in the $\lambda$-plane, since $i H$ is Hermitian.
Similarly, the zeros of $\Phi(s)$ are defined as those values of $s$ for which $\Phi(s)$ has less than normal rank. Since

$$
\operatorname{dimension} A+\operatorname{normal} \operatorname{rank} \Phi(s)=\text { normal } \operatorname{rank}\left[\begin{array}{cc}
A-s H & B \\
B^{*} & D
\end{array}\right]
$$

then the zeros of $\Phi(s)$ are related to the eigenvalues of the matrix pencil

$$
s\left[\begin{array}{cc}
H & 0 \\
0 & 0
\end{array}\right]-\left[\begin{array}{cc}
A & B \\
B^{*} & D
\end{array}\right],
$$

where $\left[\begin{array}{cc}H & 0 \\ 0 & 0\end{array}\right]$ is skew-Hermitian, and $\left[\begin{array}{cc}A & B \\ B^{*} & D\end{array}\right]$ is Hermitian. Exactly as for the poles, this leads to consideration of the Hermitian matrix pencil

$$
\lambda\left[\begin{array}{cc}
i H & 0 \\
0 & 0
\end{array}\right]-\left[\begin{array}{cc}
A & B \\
B^{*} & D
\end{array}\right]
$$

Hermitian matrix pencils have been studied in the mathematical literature. In particular, a (Jordan) canonical form, which we describe in the next section, is known.

Finally in this section, we look at the effects of the transformation $s=i \lambda$ on $\Phi(s)$. Define

$$
\Psi(\lambda) \stackrel{\text { def }}{=} \Phi(i \lambda)
$$

Then, instead of (1), we have

$$
\begin{equation*}
\Psi^{*}(\lambda)=\Psi(\lambda) \tag{16}
\end{equation*}
$$

where

$$
\Psi^{*}(\lambda) \stackrel{\text { def }}{=}[\Psi(\bar{\lambda})]^{*}
$$

and instead of the nonnegativity requirements on the $i \omega$ axis, we now have

$$
\Psi(\lambda) \geqslant 0
$$

for all real $\lambda$ whenever $\Psi(\lambda)$ is defined. A rational matrix satisfying (16) is said to be Hermitian.

This then leads to the following variation on Lemma 2.1.

Lemma 2.2. Let $\Psi(\lambda)$ satisfy (16) and (10), and let there be given a minimal realization $\left\{\hat{A}, B, C^{*}, D\right\}$ for $\Psi(\lambda)$ :

$$
\Psi(\lambda)=D+C^{*}(\lambda I-\hat{A})^{-1} B
$$

Then $D^{*}=D$, and there exists a unique nonsingular matrix $H$ satisfying

$$
\begin{aligned}
\hat{A}^{*} & =H^{-1} \hat{A} H \\
C & =I^{-1} B \\
B^{*} & =C^{*} H \\
H^{*} & =H
\end{aligned}
$$

Thus, we can assume that for any $\Psi(\lambda)$ satisfying (10) and (16) there exists a minimal realization

$$
\Psi(\lambda)=D+B^{*}(\lambda H-A)^{-1} B
$$

where $D^{*}=D, A^{*}=A$, and $H^{*}=H$ with $\operatorname{det} H \neq 0$.
We therefore consider a proper, Hermitian, rational matrix $\Psi(\lambda)$ which is nonnegative on the real $\lambda$-axis. Our spectral-factorization problem is then mathematically equivalent to seeking a proper rational matrix $G(\lambda)$ satisfying

$$
\Psi(\lambda)=G^{*}(\lambda) G(\lambda)
$$

For the remainder of this paper, we confine our attention to this formulation of the spectral-factorization problem.

## 3. HERMITIAN PENCILS

We have argued in the previous section that the pole-zero structure of a proper, Hermitian, rational matrix is closely related to the eigenvalue structure of the pole and zero pencils respectively. Since these pencils are both Hermitian, it is logical to investigate the underlying structure of Hermitian pencils. In this section, we state standard results on a (Jordan) canonical form for Hermitian pencils [18].

First, let us introduce some notation:

$$
\begin{aligned}
& O_{m} \stackrel{\text { def }}{=} m \times m \text { zero matrix, } \\
& I_{m} \stackrel{\text { def }}{=} m \times m \text { matrix with entries } \delta_{i, j} \\
& S_{m} \stackrel{\text { def }}{=} m \times m \text { matrix with entries } \delta_{i, m+1-j} \\
& N_{m} \stackrel{\text { def }}{=} m \times m \text { matrix with entries } \delta_{i+1, j} \\
& T_{m} \stackrel{\text { def }}{=} m \times m \text { matrix with entries } \delta_{i, m+2-j}
\end{aligned}
$$

Let $H$ and $A$ be a pair of $n \times n$ Hermitian matrices. Then, there exists a nonsingular $n \times n$ matrix $T$ such that

$$
T^{*}(\lambda H+\mu A) T=\bigoplus_{i-1}^{p} \mathscr{B}_{i}
$$

where each $\mathscr{B}_{i}$ has one of four canonical forms which we classify as follows.
Type 1:

$$
\mathscr{B}_{i}=\boldsymbol{\epsilon}_{i}\left[\left(\lambda+\mu a_{i}\right) S_{m_{i}}+\mu T_{m_{i}}\right]
$$

where $\epsilon_{i}= \pm 1, a_{i}$ is real, and $m_{i}$ is a positive integer. Thus, this block has the form


We call $\epsilon_{i}$ the sign of the block $\mathscr{B}_{i}$.
Type 2:

$$
\mathscr{B}_{i}=\left[\begin{array}{cc}
O_{m_{i}} & \left(\lambda+\mu a_{i}\right) S_{m_{i}}+\mu T_{m_{i}} \\
\left(\lambda+\mu \bar{a}_{i}\right) S_{m_{i}}+\mu T_{m_{i}} & O_{m_{i}}
\end{array}\right]
$$

is a $2 m_{i} \times 2 m_{i}$ block, with $\bar{a}_{i} \neq a_{i}$. Notice that there is no sign associated with blocks of this type.

Type 3:

$$
\mathscr{B}_{i}=\epsilon_{i}\left(\mu S_{m_{i}}+\lambda T_{m_{i}}\right)
$$

is an $m_{i} \times m_{i}$ block, with $\epsilon_{i}= \pm 1$. Thus, this block has the form

$$
\boldsymbol{\epsilon}_{i}\left[\begin{array}{llllllll} 
& & & & & & & \mu \\
& & & & & & \mu & \lambda \\
& & & & \cdot & \cdot & \lambda & \\
& & & \cdot & \cdot & \cdot & & \\
& & \cdot & \cdot & & & & \\
& \mu & \lambda & & & & & \\
\mu & \lambda & & & & & &
\end{array}\right]
$$

Again, $\epsilon_{i}$ is called the sign of the block $\mathscr{B}_{i}$.
Type 4:

$$
\mathscr{B}_{i}=\mu \hat{S}_{2 m_{i}+1}+\lambda T_{2 m_{i}+1}
$$

where $\hat{S}_{2 m_{i}+1}$ is simply $S_{2 m_{i}+1}$ with the entry in the ( $m_{i}+1, m_{i}+1$ ) position changed from 1 to 0 . Thus, this block is a type- 3 block with odd size, $\epsilon_{i}=1$, and the $\mu$ in the center position replaced by zero.

## Remarks.

1. Since blocks of type 1,2 , and 3 all have full normal rank, whereas each type-4 block has normal rank defect 1 , it follows that the number of type-4 blocks in the canonical form equals the normal rank defect of the pencil $\lambda H+\mu A$. It is therefore clear that type-4 blocks are possible if and only if $\operatorname{det}(\lambda H+\mu A)$ is identically zero.
2. Similarly, from a study of the ranks at $\lambda \neq 0, \mu=0$, it follows that the total number of blocks of types 3 and 4 equals the rank defect of $H$. Thus, the canonical form contains at least one block of type 3 or 4 if and only if $H$ is singular.

## 4. INERTIA RESULTS

We define the inertia $i\{H\}$ of a Hermitian matrix $H$ to be a triple of nonnegative integers $\alpha, \beta$, and $\gamma$ where

$$
\alpha=\text { number of positive eigenvalues of } H
$$

$\beta=$ number of zero eigenvalues of $H$,
$\gamma=$ number of negative eigenvalues of $H$.

Our notation for the inertia will be

$$
\left\{\begin{array}{l}
\alpha \\
\beta \\
\gamma
\end{array}\right\} .
$$

The inertia of a Hermitian matrix has two simple but useful properties:

1. For every nonsingular matrix $D$,

$$
i\left\{D^{*} H D\right\}=i\{H\}
$$

2. If $H=\oplus_{j=1}^{n} H_{j}$, then

$$
i\{H\}=\sum_{j=1}^{n} i\left\{H_{j}\right\}
$$

where the inertias are summed as 3 -dimensional vectors.
The inertia of a Hermitian pencil $\lambda H+\mu A$ is the set of inertias of the Hermitian matrices $\lambda H+\mu A$ parametrized by real $\lambda$ and $\mu$. It follows that the inertia of a Hermitian pencil $\lambda H+\mu A$ (for each real value of $\lambda$ and $\mu$ ) is specified by the sum of the inertias of the canonical blocks (for each real value of $\lambda$ and $\mu$ ). Thus, it is first necessary to determine the inertias for each canonical block.

We now describe the inertias of the fundamental blocks in the canonical form.

Type 1: Recall that each type-1 block has the form

$$
\epsilon\left[(\lambda+a \mu) S_{m}+\mu T_{m}\right]
$$

where $\epsilon= \pm 1$ and $a$ is real. The cases for $m$ even and $m$ odd are treated separately. (See Table 1.)

Type 2: From the form of a type-2 block, it is clear that for a block of size $2 n$ the inertia for all $\lambda$ and $\mu$, not both zero, is always

$$
\left\{\begin{array}{l}
n \\
0 \\
n
\end{array}\right\} .
$$

TABLE 1
type 1

|  | Inertia |  |
| :---: | :---: | :---: |
| $\lambda \neq-a \mu$ <br> $\mu$ arbitrary | $\lambda=-a \mu$ <br> $\mu \neq 0$ |  |
| $2 n$ | $\left\{\begin{array}{l}n \\ 0 \\ n\end{array}\right\}$ | $i\{\epsilon \mu\}+\left\{\begin{array}{c}n-1 \\ 1 \\ n-1\end{array}\right\}$ |
| $2 n+1$ | $i\{\epsilon(\lambda+a \mu)\}+\left\{\begin{array}{l}n \\ 0 \\ n\end{array}\right\}$ | $\left\{\begin{array}{l}n \\ 1 \\ n\end{array}\right\}$ |

This is a consequence of the fact that $\lambda+a \mu \neq 0$ for all real $\lambda$ and $\mu$, not both zero, since $\bar{a} \neq a$.

Type 3: Recall that each type-3 block has the form

$$
\epsilon\left[\mu S_{m}+\lambda T_{m}\right]
$$

where $\epsilon= \pm 1$. This is clearly identical to a type-1 block with $a=0$ and the $\lambda$ and $\mu$ interchanged. (See Table 2.)

Type 4: From the form of a type-4 block, it is clear that for a block of size $2 n+1$ the inertia for all $\lambda$ and $\mu$, not both zero, is always

$$
\left\{\begin{array}{l}
n \\
1 \\
n
\end{array}\right\}
$$

TABLE 2
TYPE 3

|  | Inertia |  |
| :---: | :---: | :---: |
| $m$ | $\mu \neq 0$ <br> $\lambda$ arbitrary | $\mu=0$ <br> $\lambda \neq 0$ |
| $2 n$ | $\left\{\begin{array}{c}n \\ 0 \\ n\end{array}\right\}$ | $i\{\epsilon \lambda\}+\left\{\begin{array}{c}n-1 \\ 1 \\ n-1\end{array}\right\}$ |
| $2 n+1$ | $i\{\epsilon \mu\}+\left\{\begin{array}{l}n \\ 0 \\ n\end{array}\right\}$ | $\left\{\begin{array}{l}n \\ 1 \\ n\end{array}\right\}$ |

For a certain class of Hermitian pencils, the next lemma makes precise the connection between the inertia of a Hermitian pencil $\lambda H+\mu A$ as a function of real $\lambda$ and $\mu$ and the description of the canonical form. This lemma is central to a number of the subsequent results.

Lemma 4.1. The canonical form of the Hermitian pencil $\lambda H+\mu A$ has the property that

1. all type-1 blocks have even size and positive sign, and
2. all type-3 blocks have odd size and negative sign,
if and only if the inertia of $\lambda H-A$, for each real $\lambda$, has the form

$$
\left\{\begin{array}{c}
N+c-a_{\lambda} \\
d+a_{\lambda} \\
N
\end{array}\right\}
$$

where $N, c$, and $d$ are nonnegative integer constants and $a_{\lambda}$ is a nonnegative integer which is zero except for a finite set of values of $\lambda$ for which $a_{\lambda}$ is positive, and the inertia of $H$ has the form

$$
\left\{\begin{array}{c}
N \\
d+c \\
N
\end{array}\right\}
$$

This latter inertia we call the inertia at $\lambda=\infty$, since it corresponds to $\mu=0$ for $\lambda$ arbitrary but nonzero. Thus, this condition can be interpreted as the earlier condition with $\lambda=\infty$ and $a_{\infty}=c$.

Moreover, we can make the following correspondence:
$a_{\lambda}=$ the number of blocks of type 1 with even size and positive sign which correspond to the real eigenvalue $\lambda$,
$c=$ the number of blocks of type 3 with odd size and negative sign, and $d=$ the number of blocks of type 4.

Proof. First, we prove the necessity. Let $\lambda_{0}$ be a finite eigenvalue of the pencil $\lambda H+\mu A$. Thus, suppose that there are $a_{0}$ type-l blocks with even size and positive sign corresponding to the eigenvalue $\lambda_{0}, a$ other type-1 blocks with even size and positive sign corresponding to the remaining real eigenvalues, $b$ type- 2 blocks, $c$ type- 3 blocks with odd size and negative sign, and $d$ type- 4 blocks.

Then, for $\lambda$ not an eigenvalue and with $\mu=-1$, the direct sum of these blocks has inertia of the form

$$
\left\{\begin{array}{c}
N_{a_{0}} \\
0 \\
N_{a_{0}}
\end{array}\right\}+\left\{\begin{array}{c}
N_{a} \\
0 \\
N_{a}
\end{array}\right\}+\left\{\begin{array}{c}
N_{b} \\
0 \\
N_{b}
\end{array}\right\}+\left\{\begin{array}{c}
N_{c}+c \\
0 \\
N_{c}
\end{array}\right\}+\left\{\begin{array}{c}
N_{d} \\
d \\
N_{d}
\end{array}\right\}
$$

which equals

$$
\left\{\begin{array}{c}
N+c \\
d \\
N
\end{array}\right\}
$$

where $N=N_{a_{0}}+N_{a}+N_{b}+N_{c}+N_{d}$, and the $N_{i}$ represent the sizes of the various blocks.

Next, for $\lambda=\lambda_{0}$ and $\mu=-1$, the direct sum of these blocks has inertia of the form

$$
\left\{\begin{array}{c}
N_{a_{9}}-a_{0} \\
a_{0} \\
N_{a_{0}}
\end{array}\right\}+\left\{\begin{array}{c}
N_{a} \\
0 \\
N_{a}
\end{array}\right\}+\left\{\begin{array}{c}
N_{b} \\
0 \\
N_{b}
\end{array}\right\}+\left\{\begin{array}{c}
N_{c}+c \\
0 \\
N_{c}
\end{array}\right\}+\left\{\begin{array}{c}
N_{d} \\
d \\
N_{d}
\end{array}\right\}
$$

which equals

$$
\left\{\begin{array}{c}
N+c-a_{0} \\
d+a_{0} \\
N
\end{array}\right\}
$$

Finally, for $\lambda \neq 0$ and $\mu=0$, the direct sum of these blocks has inertia of the form

$$
\left\{\begin{array}{c}
N_{a_{0}} \\
0 \\
N_{a_{0}}
\end{array}\right\}+\left\{\begin{array}{c}
N_{a} \\
0 \\
N_{a}
\end{array}\right\}+\left\{\begin{array}{c}
N_{b} \\
0 \\
N_{b}
\end{array}\right\}+\left\{\begin{array}{c}
N_{c} \\
c \\
N_{c}
\end{array}\right\}+\left\{\begin{array}{c}
N_{d} \\
d \\
N_{d}
\end{array}\right\}
$$

which equals

$$
\left\{\begin{array}{c}
N \\
c+d \\
N
\end{array}\right\}
$$

Since the same argument applies to all the finite real eigenvalues, this proves the necessity of the stated form.

The sufficiency proof is also straightforward, but messier than the above. Suppose the inertia of $\lambda H-A$ has the stated form, and again suppose there is a real eigenvalue of $\lambda H+\mu A$ at $\lambda=\lambda_{0}$. We need to show that certain type-1 blocks corresponding to $\lambda=\lambda_{0}$ and certain type 3 blocks cannot occur in the canonical form of $\lambda H+\mu A$. Thus, consider a further subdivision of block types as follows:

1. Type 1 , even size, negative sign, $\lambda=\lambda_{0}$.
2. Type 1 , even size, positive sign, $\lambda=\lambda_{0}$.
3. Type 1 , odd size, negative sign, $\lambda=\lambda_{0}$.
4. Type 1 , odd size, positive sign, $\lambda=\lambda_{0}$.
5. Type 1 blocks corresponding to all other finite real eigenvalues.
6. Type 3, even size.
7. Type 3, odd size, negative sign.
8. Type 3, odd size, positive sign.
9. Type 4.

Note that we have not included type-2 blocks, as it is clear from the fact that their inertia has the form

$$
\left\{\begin{array}{c}
N \\
0 \\
N
\end{array}\right\}
$$

independently of real $\lambda$ and $\mu$ not both zero, that we obtain no information about type-2 blocks from the inertia pattern.

Now, let the numbers of blocks of the above types be $n_{1}, n_{2}, \ldots, n_{9}$, and let the size information be specified by $N_{1}, \ldots, N_{4}, N_{5}^{(1)}, N_{5}^{(2)}, N_{6}, \ldots, N_{9}$. We will need the two size specifications $N_{5}^{(1)}$ and $N_{5}^{(2)}$, since class 5 possibly contains a mix of type-1 blocks. We show that $n_{1}, n_{3}, n_{4}, n_{6}$, and $n_{8}$ are all zero and that $n_{7}=c$ and $n_{9}=d$.

For the pencil $\lambda H+\mu A$, let $\lambda_{1}$ be the smallest finite real eigenvalue of $\lambda H+\mu A$ greater than $\lambda_{0}$, unless $\lambda_{0}$ is the largest real eigenvalue, in which case set $\lambda_{1}=\infty$. Similarly, let $\lambda_{-1}$ be the largest finite real eigenvalue of
$\lambda H+\mu A$ less than $\lambda_{0}$, unless $\lambda_{0}$ is the smallest real eigenvalue, in which case set $\lambda_{-1}=-\infty$.

We compute the inertias of the pencil for $\lambda_{-1}<\lambda<\lambda_{0}, \lambda=\lambda_{0}$, and $\lambda_{0}<\lambda<\lambda_{1}$. The computed inertias are than equated to the form given in the lemma statement. Note that for $\lambda_{-1}<\lambda<\lambda_{1}$ the inertia contribution from class 5 will be constant.

Let $\tilde{N}=N_{1}+\cdots+N_{4}+N_{6}+\cdots+N_{9}$. Then, of $\lambda_{-1}<\lambda<\lambda_{0}$, we obtain

$$
\begin{align*}
\tilde{N}+N_{5}^{(1)}+n_{3}+n_{7} & =N+c,  \tag{17}\\
n_{9} & =d,  \tag{18}\\
\tilde{N}+N_{5}^{(2)}+n_{4}+n_{8} & =N ; \tag{19}
\end{align*}
$$

for $\lambda=\lambda_{0}$, we obtain

$$
\begin{align*}
\tilde{N}+N_{5}^{(1)}-n_{2}+n_{7} & =N+c-a_{0} \\
n_{1}+n_{2}+n_{3}+n_{4}+n_{9} & =d+a_{0}  \tag{20}\\
\tilde{N}+N_{5}^{(2)}-n_{1}+n_{8} & =N \tag{21}
\end{align*}
$$

and for $\lambda_{0}<\lambda<\lambda_{1}$, we obtain

$$
\begin{align*}
\tilde{N}+N_{5}^{(1)}+n_{4}+n_{7} & =N+c \\
n_{9} & =d \\
\tilde{N}+N_{5}^{(2)}+n_{3}+n_{8} & =N \tag{22}
\end{align*}
$$

First, from (18), we have $n_{9}=d$. Then, subtracting (21) from (19), we obtain $n_{1}+n_{4}=0$, from which we conclude $n_{1}=0$, and $n_{4}=0$, since $n_{1}$ and $n_{4}$ are nonnegative integers. Then from (19) and (22), it follows that $n_{3}=0$, and thus from (20) that $n_{2}=a_{0}$. Thus, we have shown that for the eigenvalue at $\lambda=\lambda_{0}$, we have exactly $a_{0}$ type-1 blocks, which all have even size and positive sign. Clearly, we can repeat the above argument for each finite real eigenvalue. Thus, it follows that $N_{5}^{(1)}=N_{5}^{(2)}=N_{5}$, say.

Substituting the above in the equations (17) and (19), we obtain just two independent equations

$$
\begin{aligned}
& \tilde{N}+N_{5}+n_{7}=N+c, \\
& \tilde{N}+N_{5}+n_{8}=N
\end{aligned}
$$

which imply

$$
n_{7}-n_{8}=c
$$

We still have the information about the inertia at $\lambda=\infty$ to use. Thus, it remains to consider the case $\lambda=1$ and $\mu=0$. Since all the type-l blocks have even size, the contribution to the total inertia from these blocks has the form

$$
\left\{\begin{array}{c}
N_{2}+N_{5} \\
0 \\
N_{2}+N_{5}
\end{array}\right\}
$$

Thus, we obtain

$$
\left\{\begin{array}{c}
N_{2}+N_{5} \\
0 \\
N_{2}+N_{5}
\end{array}\right\}+\left\{\begin{array}{c}
N_{6}^{(1)} \\
n_{6} \\
N_{6}^{(2)}
\end{array}\right\}+\left\{\begin{array}{l}
N_{7} \\
n_{7} \\
N_{7}
\end{array}\right\}+\left\{\begin{array}{c}
N_{8} \\
n_{8} \\
N_{8}
\end{array}\right\}+\left\{\begin{array}{c}
N_{9} \\
d \\
N_{9}
\end{array}\right\}=\left\{\begin{array}{c}
N \\
c+d \\
N
\end{array}\right\}
$$

The two terms $N_{6}^{(1)}$ and $N_{6}^{(2)}$ are needed to take account of the possibility of having both positive- and negative-sign blocks among the even blocks of type 3. Then we have $n_{6}+n_{7}+n_{8}=c$. Recall that $c=n_{7}-n_{8}$, so we obtain $n_{6}+2 n_{8}=0$, from which we conclude $n_{6}=0$ and $n_{8}=0$, since $n_{6}$ and $n_{8}$ are nonnegative integers. This completes the proof of the sufficiency.

This lemma may be of independent interest. It is clearly possible to explore other relationships between the canonical form of a Hermitian pencil $\lambda H+\mu A$ and the inertias of the Hermitian matrices for real $\lambda$ and $\mu$.

## 5. MAIN RESULT

In this section, we give various equivalent characterizations for the existence of spectral factors. This result should be seen as a generalization of
the material in [13], where attention is restricted to the case when $\Psi(\infty)$ is nonsingular. There are also close connections with the work on linear-quadratic singular optimal-control problems [7], rcducing subspaces [21], and the Hamiltonian Schur decomposition in [15].

Theorem 5.1. Suppose $\Psi(\lambda)$ is an $m \times m$ proper rational matrix which is Hermitian, and suppose that the normal rank of $\Psi(\lambda)$ is $p$. Further, let

$$
\Psi(\lambda)=R+\mathscr{B}^{*}(\lambda \mathscr{H}-\mathscr{A})^{-1} \mathscr{B}
$$

be a minimal realization where $\mathscr{H}^{*}=\mathscr{H}, \mathscr{A}^{*}=\mathscr{A}$, and $\mathscr{H}$ is nonsingular. Then the following statements are equivalent.

1. $\Psi(\lambda) \geqslant 0$ for all real $\lambda$ for which $\Psi(\lambda)$ is defined.
2. ${ }^{1} \quad$ The canonical form for $\lambda \mathscr{H}-\mathscr{A}$ contains blocks of types 1 and 2 only. Each block of type 1 has even size and positive sign. The canonical form for

$$
\left[\begin{array}{cc}
\mathscr{A}-\lambda \mathscr{H} & \mathscr{B} \\
\mathscr{B}^{*} & R
\end{array}\right]
$$

contains blocks of all types in general. Each block of type 1 has e.rn size and positive sign. There are exactly $p$ blocks of type 3; each such block has odd size and negative sign. There are exactly $m-p$ blocks of type 4.
3. (A weaker version of the previous condition.) Same as the previous condition, but the sign of each type-1 block is unspecified.
4. There exists a minimal realization of $\Psi(\lambda)$ congruent to that given above and of the form

$$
\Psi(\lambda)=R+\left[\begin{array}{ll}
B^{*} & C^{*}
\end{array}\right]\left[\begin{array}{cc}
0 & \lambda I-A \\
\lambda I-A^{*} & -Q
\end{array}\right]^{-1}\left[\begin{array}{l}
B \\
C
\end{array}\right]
$$

and for any such realization there exists a skew-Hermitian matrix $P$ such that

$$
\left[\begin{array}{cc}
P A+A^{*} P^{*}+Q & P B+C \\
(P B+C)^{*} & R
\end{array}\right] \geqslant 0
$$

[^0]with rank equal to $p$. This inequality is known as the linear matrix inequality.
5. There exists a factorization of $\Psi(\lambda)$ of the form $\Psi(\lambda)=G^{*}(\lambda) G(\lambda)$ where $G(\lambda)$ is a proper $p \times m$ rational matrix.

Proof. Proof of $1 \rightarrow 2$ : The majority of the detail needed for the proof of this implication is contained in the previous section and in Appendices $\mathrm{A}, \mathrm{B}$, and C.

From the material in Appendix A it follows that in the canonical form for $\lambda \mathscr{H}-\mathscr{A}$ each type-l block has even size and positive sign.

From the material in Appendix B, together with the fact that the canonical form for $\lambda \mathscr{H}-\mathscr{A}$ only contains type-1 and type-2 blocks, with all the type-l blocks having even size, it follows that there exists a nonsingular matrix $T$ such that

$$
\begin{aligned}
& T^{*} \mathscr{H} T-\left[\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right], \\
& T^{*} \mathscr{A} T=\left[\begin{array}{cc}
0 & A \\
A^{*} & Q
\end{array}\right],
\end{aligned}
$$

where $Q=Q^{*}$. Indeed, $Q$ is positive semidefinite in this case.
Thus, using $T$ as state basis change, we assume a minimal realization of $\Psi(\lambda)$ with

$$
\mathscr{H}=\left[\begin{array}{cc}
0 & I \\
I & 0
\end{array}\right], \quad \mathscr{A}=\left[\begin{array}{cc}
0 & A \\
A^{*} & Q
\end{array}\right], \quad \text { and } \quad \mathscr{B}=\left[\begin{array}{l}
B \\
C
\end{array}\right],
$$

where $Q^{*}=Q$. Moreover, the zero pencil

$$
\left[\begin{array}{cc}
\mathscr{A}-\lambda \mathscr{H} & \mathscr{B} \\
\mathscr{B}^{*} & R
\end{array}\right]
$$

is congruent to

$$
-\lambda\left[\begin{array}{lll}
0 & I & 0  \tag{23}\\
I & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
0 & A & B \\
A^{*} & Q & C \\
B^{*} & C^{*} & R
\end{array}\right] .
$$

Finally, we also have

$$
\begin{aligned}
\Psi(\lambda)= & R+B^{*}\left(\lambda I-A^{*}\right)^{-1} C+C^{*}(\lambda I-A)^{-1} B \\
& +B^{*}\left(\lambda I-A^{*}\right)^{-1} Q(\lambda I-A)^{-1} B
\end{aligned}
$$

First, consider the case when $\Psi(\lambda)$ has no real poles. The inertia of the zero pencil (23) is now shown to be of the form

$$
\left\{\begin{array}{c}
N+c-a_{\lambda} \\
d+a_{\lambda} \\
N
\end{array}\right\}
$$

for each real $\lambda$. (Refer to Lemma 4.1 for the notation.)
If $\Psi(\lambda)$ has no real poles, then because we are considering a minimal realization of $\Psi(\lambda)$ it follows that $\mathscr{A}$ and consequently $A$ and $A^{*}$ have no real eigenvalues. Therefore, (23) is congruent to

$$
\left[\begin{array}{ccc}
0 & I & 0 \\
I & 0 & 0 \\
0 & 0 & \Psi(\lambda)
\end{array}\right] .
$$

This can be checked using

$$
\left[\begin{array}{ccc}
-\left(\lambda I-A^{*}\right)^{-1} Q & \frac{1}{2}\left(\lambda I-A^{*}\right)^{-1} Q & \left(\lambda I-A^{*}\right)^{-1}\left\{Q(\lambda I-A)^{-1} B+C\right\} \\
0 & I & (\lambda I-A)^{-1} B \\
0 & 0 & I
\end{array}\right]
$$

as a congruent transformation on the pencil (23). Since $\Psi(\lambda)$ is an $m \times m$ rational matrix, has normal rank $p$, and is nonnegative on the real axis, it follows that the inertia of the pencil (23) for each finite real $\lambda$ has the required form with $c=p, d=m-p$, and $N$ equal to the dimension of $A$. Furthermore, the inertia of

$$
\left[\begin{array}{lll}
0 & I & 0 \\
I & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

is simply

$$
\left\{\begin{array}{l}
N \\
m \\
N
\end{array}\right\}
$$

Thus, application of Lemma 4.1 completes the proof when $\Psi(\lambda)$ has no finite real poles.

There now remains the case when $\Psi(\lambda)$ has poles on the real axis. The details are relegated to Appendix C.

Proof of $2 \rightarrow 3$ : This is trivial.
Proof of $3 \rightarrow 4: \Lambda s$ in the proof of $1 \rightarrow 2$, we assume, without loss of generality, that

$$
\mathscr{H}=\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right], \quad \mathscr{A}=\left[\begin{array}{cc}
0 & A \\
A^{*} & Q
\end{array}\right], \quad \mathscr{B}=\left[\begin{array}{l}
B \\
C
\end{array}\right]
$$

where $Q^{*}=Q$, so that the zero pencil

$$
\left[\begin{array}{cc}
\mathscr{A}-\lambda \mathscr{H} & \mathscr{B} \\
\mathscr{B}^{*} & R
\end{array}\right]
$$

is easily seen to be congruent to

$$
-\lambda\left[\begin{array}{ccc}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
Q & C & A^{*} \\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right]
$$

Now, for Appendix B, the canonical form of this pencil implies that there exists a nonsingular matrix $D$ such that

$$
D^{*}\left[\begin{array}{lll}
0 & 0 & I  \tag{24}\\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right] D=\left[\begin{array}{lll}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right]
$$

and

$$
D^{*}\left[\begin{array}{ccc}
Q & C & A^{*}  \tag{25}\\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right] D=\left[\begin{array}{ccc}
S_{1} & S_{2} & S_{4} \\
S_{2}^{*} & S_{3} & S_{5} \\
S_{4}^{*} & S_{5}^{*} & S_{6}
\end{array}\right]
$$

where

$$
\left[\begin{array}{ll}
S_{1} & S_{2} \\
S_{2}^{*} & S_{3}
\end{array}\right] \geqslant 0
$$

with rank $p$.
Now, consider the restrictions imposed on $D$ by equation (24). Let $\mathrm{Z}=D^{-*}$, and write

$$
D=\left[\begin{array}{lll}
D_{1} & D_{2} & D_{3} \\
D_{4} & D_{5} & D_{6} \\
D_{7} & D_{8} & D_{9}
\end{array}\right]
$$

and

$$
Z=\left[\begin{array}{lll}
Z_{1} & \mathrm{Z}_{2} & \mathrm{Z}_{3} \\
\mathrm{Z}_{4} & \mathrm{Z}_{5} & \mathrm{Z}_{6} \\
\mathrm{Z}_{7} & \mathrm{Z}_{8} & \mathrm{Z}_{9}
\end{array}\right]
$$

It follows from (24) that

$$
\left[\begin{array}{ccc}
D_{7} & D_{8} & D_{9} \\
0 & 0 & 0 \\
D_{1} & D_{2} & D_{3}
\end{array}\right]=\left[\begin{array}{ccc}
\mathrm{Z}_{3} & 0 & \mathrm{Z}_{1} \\
\mathrm{Z}_{6} & 0 & \mathrm{Z}_{4} \\
\mathrm{Z}_{9} & 0 & \mathrm{Z}_{7}
\end{array}\right]
$$

from which we conclude that $D_{2}=0, D_{8}=0$ and $Z_{6}=0, Z_{4}=0$. Further, $Z_{3}=D_{7}, Z_{1}=D_{9}, Z_{9}=D_{1}$, and $Z_{7}=D_{3}$. Thus,

$$
D=\left[\begin{array}{ccc}
D_{1} & 0 & D_{3} \\
D_{4} & D_{5} & D_{6} \\
D_{7} & 0 & D_{9}
\end{array}\right]
$$

Clearly, $D_{5}$ is nonsingular. Again, using congruence transformations, we force $D_{4}=0$, and $D_{6}=0$, and $D_{5}=I$, without affecting the above form. In particular, (24) is left unchanged and the rank and positive semidefiniteness of

$$
\left[\begin{array}{ll}
S_{1} & S_{2} \\
S_{2}^{*} & S_{3}
\end{array}\right]
$$

are preserved. This then implies $Z_{1}=0, Z_{8}=0$, and $Z_{5}=I$, since $D Z^{*}=I$.

Altogether,

$$
\begin{aligned}
D & =\left[\begin{array}{ccc}
D_{1} & 0 & D_{3} \\
0 & I & 0 \\
D_{7} & 0 & D_{9}
\end{array}\right], \\
\mathrm{Z} & =\left[\begin{array}{ccc}
D_{9} & 0 & D_{7} \\
0 & I & 0 \\
D_{3} & 0 & D_{1}
\end{array}\right],
\end{aligned}
$$

which implies

$$
\begin{aligned}
& D_{1}^{*} D_{7}+D_{7}^{*} D_{1}=0, \\
& D_{1}^{*} D_{9}+D_{7}^{*} D_{3}=I, \\
& D_{3}^{*} D_{9}+D_{9}^{*} D_{3}=0,
\end{aligned}
$$

since $D^{*} Z=I$. From (25), we then obtain

$$
\left[\begin{array}{ccc}
Q & C & A^{*}  \tag{26}\\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right]\left[\begin{array}{ccc}
D_{1} & 0 & D_{3} \\
0 & I & 0 \\
D_{7} & 0 & D_{9}
\end{array}\right]=\left[\begin{array}{ccc}
D_{9} & 0 & D_{7} \\
0 & I & 0 \\
D_{3} & 0 & D_{1}
\end{array}\right]\left[\begin{array}{ccc}
S_{1} & S_{2} & S_{4} \\
S_{2}^{*} & S_{3} & S_{5} \\
S_{4}^{*} & S_{5}^{*} & S_{6}
\end{array}\right]
$$

where

$$
\left[\begin{array}{ll}
\mathrm{S}_{1} & \mathrm{~S}_{2} \\
\mathrm{~S}_{2}^{*} & \mathrm{~S}_{3}
\end{array}\right]=\left[\begin{array}{c}
N \\
L^{*}
\end{array}\right]\left[\begin{array}{ll}
N^{*} & L
\end{array}\right]
$$

with $\operatorname{rank}\left[N^{*} L\right]=p$.
We show that $D_{1}$ is nonsingular. From the first column of (26), we have

$$
\begin{aligned}
Q D_{1}+A^{*} D_{7} & =D_{9} N N^{*}+D_{7} S_{4}^{*} \\
C^{*} D_{1}+B^{*} D_{7} & =L^{*} N^{*} \\
A D_{1} & =D_{3} N N^{*}+D_{1} S_{4}^{*}
\end{aligned}
$$

Suppose that there exists $x \neq 0$ such that $D_{1} x=0$. Then,

$$
\begin{aligned}
\Lambda^{*} D_{7} x & =D_{9} N N^{*} x+D_{7} S_{4}^{*} x, \\
B^{*} D_{7} x & =L^{*} N^{*} x \\
0 & =D_{3} N N^{*} x+D_{1} S_{4}^{*} x,
\end{aligned}
$$

and so

$$
\begin{aligned}
D_{1}^{*} A^{*} D_{7} x & =D_{1}^{*} D_{9} N N^{*} x+D_{1}^{*} D_{7} \mathrm{~S}_{4}^{*} x \\
& =\left(I-D_{7}^{*} D_{3}\right) N N^{*} x-D_{7}^{*} D_{1} \mathrm{~S}_{4}^{*} x \\
& =N N^{*} x-D_{7}^{*}\left(D_{3} N N^{*} x+D_{1} S_{4}^{*} x\right) \\
& =N N^{*} x
\end{aligned}
$$

Thus, $x^{*} N N^{*} x=0$, and so $N^{*} x=0$.
From the above, this gives

$$
\begin{aligned}
A^{*} D_{7} x & =D_{7} S_{4}^{*} x, \\
B^{*} D_{7} x & =0, \\
0 & =D_{1} \mathrm{~S}_{4}^{*} x .
\end{aligned}
$$

Using the last of these equations, we conclude that the null space of $D_{1}$ is an invariant subspace of $S_{4}^{*}$. Therefore, there exists $z \neq 0$ and $\lambda$ such that

$$
\begin{aligned}
& \mathrm{S}_{4}^{*} z=\lambda z \\
& D_{1} z=0 .
\end{aligned}
$$

Also, note that $y=D_{7} z \neq 0$ (otherwise $D$ would be singular), but then we have

$$
\begin{aligned}
& A^{*} y=\lambda y \\
& B^{*} y=0
\end{aligned}
$$

which contradicts the controllability of the pair ( $A, B$ ). Thus, $D_{1}$ is nonsin-
gular, and $P=D_{1}^{-*} D_{7}^{*}$ satisfies

$$
P^{*}+P=0
$$

and

$$
\left[\begin{array}{cc}
P A+A^{*} P^{*}+Q & P B+C \\
B^{*} P^{*}+C^{*} & R
\end{array}\right]=\left[\begin{array}{cc}
D_{1}^{-*} S_{1} D_{1}^{-1} & D_{1}^{-*} S_{2} \\
S_{2}^{*} D_{1}^{-1} & S_{3}
\end{array}\right] \geqslant 0
$$

with rank $p$.
Proof of $4 \rightarrow 5$ : Let $P$ be a skew-Hermitian matrix satisfying the linear matrix inequality

$$
\left[\begin{array}{cc}
P A+A^{*} P^{*}+Q & P B+C \\
B^{*} P^{*}+C^{*} & R
\end{array}\right]=\left[\begin{array}{c}
N \\
L^{*}
\end{array}\right]\left[\begin{array}{ll}
N^{*} & L
\end{array}\right]
$$

with $\operatorname{rank}\left[N^{*} L\right]=p$. Then, with

$$
G(\lambda)=L+N^{*}(\lambda I-A)^{-1} B
$$

it follows easily that

$$
\Phi(\lambda)=G^{*}(\lambda) G(\lambda)
$$

Proof of $5 \rightarrow \mathrm{l}$ : This is trivial.
This completes the proof of the theorem.
This theorem assumes a minimal realization of $\Psi(\lambda)$. A less restrictive assumption is discussed in Theorem 7.1.

If $R=\Psi(\infty)$ is nonsingular, the existence of a solution to the linear matrix inequality with rank $p$ ( $p=m$ in this case) is equivalent to a solution of the algebraic Riccati equation [22]

$$
P A+A^{*} P^{*}+Q-(P B+C) R^{-1}(P B+C)^{*}=0
$$

## 6. DEFLATION

In this section, we apply the inertia result of Lemma 4.1 to develop a symmetric deflation procedure for the class of Hermitian pencils of interest in this paper. The two deflation lemmas below are important in that they
suggest a numerical technique which exploits the inherent structure of the Hermitian pencil. The proof of the first of these lemmas is long and not particularly interesting; the details can be found in Appendix $D$. The second lemma is trivial.

Lemma 6.1. If the canonical form of the Hermitian pencil

$$
\left[\begin{array}{ccc}
0 & 0 & \lambda h+\mu a \\
0 & \lambda H+\mu A & X \\
\lambda \bar{h}+\mu \bar{a} & X & X
\end{array}\right]
$$

where $X$ denotes don't care entries and $h$ and a are not both zero, has the property that

1. all type-1 blocks have even size and positive sign, and
2. all type-3 blocks have odd size and negative sign,
then the canonical form of $\lambda H+\mu A$ has the same property, with the same numbers of type- 3 and type- 4 blocks.

Lemma 6.2. If the canonical form of the Hermitian pencil

$$
\left[\begin{array}{cc}
0 & 0 \\
0 & \lambda H+\mu A
\end{array}\right]
$$

has the property that

1. all type-1 blocks have even size and positive sign, and
2. all type-3 blocks have odd size and negative sign,
then the canonical form of $\lambda H+\mu A$ is identical except for the removal of one type-4 block with size 1 .

Proof. The given pencil is clearly congruent to

$$
[0] \oplus \lambda H+\mu H
$$

but the first term is a type-4 block with size 1 . This completes the proof.
We now show how these deflation lemmas can be applied to the spectralfactorization problem. By Theorem 5.1, it is enough to find a skew-Hermitian $P$ satisfying the linear matrix inequality with minimal rank.

Suppose therefore that we are given a Hermitian pencil $\lambda H+\mu A$ with the properties that (i) each type-1 block has even size and positive sign, and (ii) each type-3 block has odd size and negative sign. We study the various solutions $\lambda_{0}, \mu_{0}$, and $x$ of the equation

$$
\left(\lambda_{0} H+\mu_{0} A\right) x=0
$$

such that $\left|\lambda_{0}\right|+\left|\mu_{0}\right| \neq 0$ and $x \neq 0$.
We are interested in the following cases.

1. Rank deflation. Suppose that $H x=0$ and $A x=0$. (Note that this is only possible if there are type-4 blocks in the canonical form of $\lambda H+\mu A$.) Construct a unitary matrix $D$ such that $D^{*} x$ is zero except for the first component. Then

$$
D^{*}(\lambda H+\mu A) D=\left[\begin{array}{cc}
0 & 0 \\
0 & \lambda H_{1}+\mu A_{1}
\end{array}\right]
$$

where, by Lemma 6.2, the Hermitian pencil $\lambda H_{1}+\mu A_{1}$ has the same canonical structure as $\lambda H+\mu A$ except for a single type- 4 block with size 1 .
2. Nonfinite deflation. Suppose that $H x=0, A x \neq 0$, and $x^{*} A x=0$. (Such an $x$ exists precisely when at least one type- 3 or type- 4 block has size greater than 1. The standing assumption that all type-3 blocks have odd size and the same sign is important here.) A slight extension of the construction above now produces a unitary matrix $D$ such that

$$
D^{*}(\lambda H+\mu A) D=\left[\begin{array}{ccc}
0 & 0 & \mu a \\
0 & \lambda H_{1}+\mu A_{1} & X \\
\mu \bar{a} & X & X
\end{array}\right]
$$

where $a \neq 0$. Now, by Lemma 6.1, the Hermitian pencil $\lambda H_{1}+\mu A_{1}$ has the same canonical structure as $\lambda H+\mu A$ with the same numbers of type- 3 and type-4 blocks.
3. Finite deflation. Suppose that $H x \neq 0$. It then follows that $\mu_{0} \neq 0$. Thus, $-\lambda_{0} / \mu_{0}$ is a finite eigenvalue and $x$ a corresponding eigenvector provided the pencil $\lambda H+\mu A$ has full normal rank. This will be the case when no more rank and nonfinite deflations are possible. From the assumption that all type-1 blocks in the canonical form for $\lambda H+\mu A$ have even size and the same sign (positive), we conclude that $x^{*} H x=0$ and $x^{*} A x=0$.

Again, a construction similar to the above produces a unitary matrix $D$ such that

$$
D^{*}(\lambda H+\mu A) D=\left[\begin{array}{ccc}
0 & 0 & \lambda h+\mu a \\
0 & \lambda H_{1}+\mu A_{1} & X \\
\lambda \bar{h}+\mu \bar{a} & X & X
\end{array}\right]
$$

where $h \neq 0$.
If these deflations are applied repeatedly until no more deflations are possible, then accumulating the unitary transformations appropriately, we obtain a unitary $D$ such that

$$
D^{*}(\lambda H+\mu A) D=\left[\begin{array}{ccc}
0 & 0 & \lambda H_{1}+\mu A_{1} \\
0 & \mu A_{2} & \lambda H_{3}+\mu A_{3} \\
\lambda H_{1}^{*}+\mu A_{1}^{*} & \lambda H_{3}^{*}+\mu A_{3}^{*} & \lambda H_{4}+\mu A_{4}
\end{array}\right]
$$

where (referring back to Lemma 4.1 for the definitions of $N, d$, and $c$ )

1. $A_{2}$ is a $c \times c$ negative definite matrix.
2. $\left[\begin{array}{l}H_{1} \\ H_{3}\end{array}\right]$ is an $(N+c+d) \times N$ matrix with full column rank $N$. This is a straightforward consequence of the fact that $H$ has rank $2 N$.
3. $\lambda H_{1}+\mu A_{1}$ is an $(N+d) \times N$ pencil with full normal column rank. The $j$ th column of $\lambda H_{1}+\mu A_{1}$ has the form

$$
\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
\lambda h_{j}+\mu a_{j} \\
X \\
\vdots \\
X
\end{array}\right],
$$

where the first nonzero entry $\lambda h_{j}+\mu a_{j}$ occurs in row $r_{j}$ (this means $h_{j}$ or $a_{j}$ is nonzero). There also holds

$$
r_{1}>r_{2}>\cdots>r_{N}
$$

The leading nonzero entry $\lambda h_{j}+\mu a_{j}$ in the $j$ th column of $\lambda H_{1}+\mu A_{1}$ is the result of a nonfinite deflation step $\left(h_{j}=0\right)$ or a finite deflation step ( $h_{j} \neq 0$ ); this latter case corresponding to a finite eigenvalue $-a_{j} / h_{j}$. From properties 1, 2, and 3 above, it follows that each finite eigenvalue of the pencil

$$
\left[\begin{array}{cc}
0 & \lambda H_{1}+\mu A_{1}  \tag{27}\\
\mu A_{2} & \lambda H_{3}+\mu A_{3}
\end{array}\right]
$$

must be one of the values $-a_{j} / h_{j}$ with $h_{j} \neq 0$, i.e. one of the finite eigenvalues of the pencil $\lambda H+\mu A$ used in a finite deflation step. Thus, the choice of the finite eigenvalues in the finite deflation steps controls the locations of the finite eigenvalues of the pencil (27).

Now let us return to the specific pencil $\lambda H+\mu A$ of interest to us, i.e.

$$
-\lambda\left[\begin{array}{lll}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
Q & C & A^{*} \\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right]
$$

so that

$$
H=-\left[\begin{array}{lll}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right]
$$

and

$$
A=-\left[\begin{array}{ccc}
Q & C & A^{*} \\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right]
$$

with an obvious abuse of notation. The above discussion implies that we have a unitary $D$ such that

$$
-D^{*}\left[\begin{array}{lll}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right] D=\left[\begin{array}{ccc}
0 & 0 & H_{1} \\
0 & 0 & H_{3} \\
H_{1}^{*} & H_{3}^{*} & H_{4}
\end{array}\right]
$$

and

$$
-D^{*}\left[\begin{array}{ccc}
Q & C & A^{*} \\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right] D=\left[\begin{array}{ccc}
0 & 0 & A_{1} \\
0 & A_{2} & A_{3} \\
A_{1}^{*} & A_{3}^{*} & A_{4}
\end{array}\right]
$$

Since $D$ is unitary, it is easy to show that $H_{4}$ is zero and $\left[\begin{array}{l}H_{1} \\ H_{3}\end{array}\right]$ has orthogonal columns. Using only unitary transformations and incorporating these transformations into $D$, it follows that (24) and (25) hold, i.e.,

$$
D^{*}\left[\begin{array}{lll}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right] D=\left[\begin{array}{lll}
0 & 0 & I \\
0 & 0 & 0 \\
I & 0 & 0
\end{array}\right]
$$

and

$$
D^{*}\left[\begin{array}{ccc}
Q & C & A^{*} \\
C^{*} & R & B^{*} \\
A & B & 0
\end{array}\right] D=\left[\begin{array}{ccc}
S_{1} & S_{2} & S_{4} \\
S_{2}^{*} & S_{3} & S_{5} \\
S_{4}^{*} & S_{5}^{*} & S_{6}
\end{array}\right]
$$

where

$$
0 \leqslant\left[\begin{array}{ll}
S_{1} & S_{2} \\
S_{2}^{*} & S_{3}
\end{array}\right]=\left[\begin{array}{c}
N \\
L^{*}
\end{array}\right]\left[\begin{array}{ll}
N^{*} & L
\end{array}\right]
$$

with rank $p$. Note that $p$ corresponds to $c$ here, and that we have renamed the transformed $A$ matrix as $S$ with corresponding changes in the names of the component matrices. Further, the unitary matrix $D$ has the form

$$
D=\left[\begin{array}{ccc}
D_{1} & 0 & D_{3} \\
0 & D_{5} & 0 \\
D_{7} & 0 & D_{9}
\end{array}\right]
$$

Now, we continue as in the proof of Theorem 5.1. There is, however, a major difference between how we get to this stage in Theorem 5.1 and the approach above. In Theorem 5.1, we assumed we had the pencil in canonical form and knew the (almost certainly not unitary) transforming matrix $D$, whereas the above approach only assumes that we know the properties of the
canonical form from which we construct a unitary transforming matrix $D$ and we end up with a triangular form rather than a (Jordan) canonical form. This is important numerically, as it is well known that the computation of the Jordan form is unreliable whereas the computation of a Schur upper triangular form using only unitary transformations is not.

Finally, in this section, we show that the zero structure of the adjoint of the right spectral factor $G(\lambda)$ is given by the structure of the pencil (27).

Lemma 6.3. The pencils

$$
\left[\begin{array}{cc}
0 & \lambda H_{1}+\mu A_{1} \\
\mu A_{2} & \lambda H_{3}+\mu A_{3}
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc}
\mu D_{1}^{-* N} & \lambda I+\mu A^{*} \\
\mu L^{*} & \mu B^{*}
\end{array}\right]
$$

have the same structure.

Proof. Let $\tilde{D}$ be the unitary matrix which satisfies

$$
\tilde{D}^{*}\left[\begin{array}{l}
H_{1} \\
H_{3}
\end{array}\right]=\left[\begin{array}{c}
-I \\
0
\end{array}\right] .
$$

It follows that

$$
\tilde{D}^{*}\left[\begin{array}{c}
0 \\
-A_{2}
\end{array}\right]=\left[\begin{array}{c}
N \\
L^{*}
\end{array}\right] T
$$

for some nonsingular $T$ satisfying $T^{*} T=-A_{2}$. It follows that

$$
\left[\begin{array}{cc}
0 & \lambda H_{1}+\mu A_{1} \\
\mu A_{2} & \lambda H_{3}+\mu A_{3}
\end{array}\right]
$$

has the same structure as

$$
\left[\begin{array}{cc}
-\mu N T & -\lambda I-\mu S_{4} \\
-\mu L^{*} T & -\mu S_{6}
\end{array}\right],
$$

which in turn has the same structure as

$$
\left[\begin{array}{cc}
\mu N & \lambda I+\mu S_{4} \\
\mu L^{*} & \mu S_{5}
\end{array}\right]
$$

From the bottom row of (26), we obtain

$$
\begin{aligned}
& \mathrm{S}_{4}=D_{1}^{*} A^{*} D_{1}^{-*}-N N^{*} D_{3}^{*} D_{1}^{-*} \\
& \mathrm{~S}_{5}=B^{*} D_{1}^{-*}-L^{*} N^{*} D_{3}^{*} D_{1}^{-*}
\end{aligned}
$$

Thus, the above pencil has the same structure as

$$
\left[\begin{array}{cc}
\mu N & \lambda I+\mu D_{1}^{*} A^{*} D_{1}^{-*} \\
\mu L^{*} & \mu B^{*} D_{1}^{-*}
\end{array}\right]
$$

which has the same structure as

$$
\left[\begin{array}{cc}
\mu D_{1}^{-*} N & \lambda I+\mu A^{*} \\
\mu L^{*} & \mu B^{*}
\end{array}\right]
$$

This completes the proof.
We note that the right spectral factor $G(\lambda)$ computed in Theorem 5.1 is

$$
G(\lambda)=L+N^{*} D_{1}^{-1}(\lambda I-A)^{-1} B
$$

## 7. EXTENSION

In this section we trade off the minimality assumptions imposed in Theorem 5.1 against a full-rank assumption on $\Psi(\lambda)$.

Theorem 7.1. Theorem 5.1 continues to hold provided we

1. replace the minimality assumption with the assumption that [ $\lambda \mathscr{H}-\mathscr{A} \mathscr{B}]$ has full row rank for all $\lambda$ with nonnegative imaginary part,
2. add the assumption that $\Psi(\lambda)$ has full normal rank, i.e. $p=m$, and
3. delete the reference to minimality in condition 4.

Proof. The proof goes through as in Theorem 5.1 essentially unchanged for $1 \rightarrow 2,2 \rightarrow 3,4 \rightarrow 5$, and $5 \rightarrow 1$.

The main difference is the proof $3 \rightarrow 4$. Construct the congruence matrix $D$ in such a way that the pencil

$$
\left[\begin{array}{cc}
\mu N & \lambda I+\mu S_{4} \\
\mu L^{*} & \mu S_{5}
\end{array}\right]
$$

has all its finite eigenvalues in the closed upper half plane. The discussion in the previous section indicates that this is possible, as does a reexamination of the proof of $3 \rightarrow 4$ in Theorem 5.1. The key step is showing the nonsingularity of $D_{1}$. The proof shows that singularity of $D_{1}$ implies the existence of a nonzero $z$ and a $\lambda$ satisfying

$$
\begin{aligned}
& \mathrm{S}_{4}^{*} z=\lambda z \\
& D_{1}^{*} z=0 \\
& N^{*} z=0
\end{aligned}
$$

and of a nonzero $y$ satisfying

$$
\begin{aligned}
& A^{*} y=\lambda y \\
& B^{*} y=0
\end{aligned}
$$

Since $\Psi(\lambda)$ has full normal rank, so does the pencil above. Therefore, the first set of equations shows that $\bar{\lambda}$ is a finite eigenvalue, with left eigenvector $\left[z^{*} 0\right]$. Since the pencil has been constructed to have finite eigenvalues in the closed upper half plane only, it follows that $\lambda$ has nonpositive imaginary part and so $\bar{\lambda}$ has nonnegative imaginary part. Similarly, from the second set of equations and the relaxed minimality assumption, we conclude that $\bar{\lambda}$ has negative imaginary part. This is a contradiction. Thus, $D_{1}$ must be nonsingular.

This completes the proof.

Remark. The proof of Theorem 7.1 shows that if [ $\lambda \mathscr{H}-\mathscr{A} \mathscr{B}$ ] is full-rank in $\operatorname{Im} \lambda \geqslant 0$, then the spectral factor can be constructed to have no zeros on $\operatorname{Im} \lambda>0$. A weaker result can be obtained under the assumption
that $[\lambda \mathscr{H}-\mathscr{A} \mathscr{B}]$ is full-rank on $\operatorname{Im} \lambda=0$ with $\Psi(\lambda)$ of full normal rank. Then Theorem $5.1(1,2,3,5)$ are still equivalent. The proof involves $1 \rightarrow 2 \rightarrow 3$ as above and then deflating the uncontrollable part as in Section 6 and finally applying $3 \rightarrow 4$ for the resulting minimal system.

## 8. CONCLUDING REMARKS

In this paper, we have studied in detail the algebraic structure of the spectral-factorization of proper rational Hermitian matrices with a view to producing a reliable but general-purpose computational algorithm. In this development, we have exploited the properties of Hermitian pencils. To the authors' knowledge, the only other work in this vein is [17, 12], where the connection between the algebraic Riccati equation and Hermitian pencils is studied.

The major restriction in this paper is that the spectral density $\Phi(s)$ or $\Psi(\lambda)$ must not have any poles at $\infty$. It is not clear how this restriction can be removed in the development in this paper.

## APPENDIX A

We show that if the proper, Hermitian rational matrix $\Psi(\lambda)$ has representation

$$
\begin{equation*}
\Psi(\lambda)=R+\mathscr{B}^{*}(\lambda \mathscr{K}-\mathscr{A})^{-1} \mathscr{B} \tag{28}
\end{equation*}
$$

with $\operatorname{det}\left(\lambda_{0} \mathscr{H}-\mathscr{A}\right)=0$ for some real value $\lambda_{0}, \Psi(\lambda)$ positive semidefinite for all real $\lambda$ in a neighborhood of $\lambda_{0}$, and $\left[\lambda_{0} \mathscr{H}-\mathscr{A} \mathscr{B}\right]$ with full row rank, then each type 1 block corresponding to $\lambda_{0}$ in the canonical form for the pencil $\lambda \mathscr{H}+\mu \mathscr{A}$ has even size and positive sign.

We need the following preliminary result.

Result A.1. For $m \geqslant 1$,

$$
\left(I_{m}-\lambda N_{m}\right)^{-1}\left(\lambda S_{m}-T_{m}\right)\left(I_{m}-\lambda N_{m}^{*}\right)^{-1}=\lambda^{m} \oplus\left(\lambda T_{m-1}-S_{m-1}\right)^{-1}
$$

Proof. Let $n=m-1, \Lambda_{n}^{*}=\left[\lambda, \ldots, \lambda^{n}\right]$, and $e_{n}^{*}=[0, \ldots, 0,1]$. Then with

$$
\begin{aligned}
\left(I_{m}-\lambda N_{m}\right)^{-1} & =\left[\begin{array}{cc}
1 & \Lambda_{n}^{*} \\
O & \left(I_{n}-\lambda N_{n}\right)^{-1}
\end{array}\right] \\
\left(\lambda S_{m}-T_{m}\right) & =\left[\begin{array}{cc}
O & \lambda e_{n}^{*} \\
\lambda e_{n} & \left(\lambda S_{n} T_{n} S_{n}-I_{n}\right)
\end{array}\right] \\
\left(I_{m}-\lambda N_{m}^{*}\right)^{-1} & =\left[\begin{array}{cc}
1 & O \\
\Lambda_{n} & \left(I_{n}-\lambda N_{n}^{*}\right)^{-1}
\end{array}\right],
\end{aligned}
$$

the proof follows easily by carrying out the block matrix multiplication and simplifying the resulting terms.

Thus, we have the following corollary.

Corollary A.2. There exist an $m \times m$ rational matrix $P_{m}(\lambda)$ and an $(m-1) \times(m-1)$ rational matrix $Q_{m-1}(\lambda)$, both invertible at $\lambda=0$, such that

$$
P_{m}^{*}(\lambda)\left(\lambda S_{m}-T_{m}\right) P_{m}(\lambda)=\lambda^{m} \oplus Q_{m-1}(\lambda)
$$

Proof. Observe that $I_{m}-\lambda N_{m}$ and $\lambda T_{m-1}-S_{m-1}$ are unimodular polynomial matrices.

Since $\operatorname{det} \mathscr{H} \neq 0$, only type-1 and type-2 blocks may appear in the canonical form for $\lambda \mathscr{H}-\mathscr{A}$. Since $\operatorname{det}\left(\lambda_{0} \mathscr{H}-\mathscr{A}\right)=0$, suppose that $\lambda \mathscr{H}-\mathscr{A}$ has $r$ blocks of type 1 with sizes $m_{1}, \ldots, m_{r}$ and signs $\epsilon_{1}, \ldots, \epsilon_{r}$ corresponding to $\lambda_{0}$.

Applying Corollary A. 2 to each of the type-1 blocks shifted to $\lambda=\lambda_{0}$, and noting that all other blocks not corresponding to $\lambda_{0}$ are invertible at $\lambda=\lambda_{0}$, it follows that there exist rational matrices $P(\lambda)$ and $Q(\lambda)$, both invertible at $\lambda=\lambda_{0}$, such that

$$
\begin{equation*}
P^{*}(\lambda)(\lambda \mathscr{H}-\mathscr{A}) P(\lambda)=Q(\lambda) \oplus \underset{i=1}{\oplus} \epsilon_{i}\left(\lambda-\lambda_{0}\right)^{m_{i}} \tag{29}
\end{equation*}
$$

The assumed full row rank of $\left[\lambda_{0} \mathscr{H}-\mathscr{A} \mathscr{B}\right]$ implies that $[\lambda \mathscr{H}-\mathscr{A} \mathscr{B}]$, and hence

$$
\left[P^{*}(\lambda)(\lambda \mathscr{H}-\mathscr{A}) P(\lambda) \quad P^{*}(\lambda) \mathscr{B}\right]
$$

have full row rank for all $\lambda$ in a neighborhood of $\lambda_{0}$. Partitioning

$$
P^{*}(\lambda) \mathscr{B}=\left[\begin{array}{l}
B_{1}(\lambda)  \tag{30}\\
B_{0}(\lambda)
\end{array}\right]
$$

where $B_{0}(\lambda)$ has $r$ rows, it follows that $B_{0}\left(\lambda_{0}\right)$ has full row rank.
Substituting (29) and (30) into (28) gives

$$
\Psi(\lambda)=\Psi_{0}(\lambda)+B_{0}^{*}(\lambda)\left[\oplus_{i=1}^{r} \epsilon_{i}\left(\lambda-\lambda_{0}\right)^{m_{i}}\right]^{-1} B_{0}(\lambda),
$$

where

$$
\Psi_{0}(\lambda)=R+B_{1}^{*}(\lambda) Q(\lambda)^{-1} B_{1}(\lambda)
$$

Since $B_{0}\left(\lambda_{0}\right)$ has full row rank, there exists a rational matrix $\tilde{B}_{0}(\lambda)$, invertible at $\lambda=\lambda_{0}$, such that $B_{0}(\lambda) \bar{B}_{0}(\lambda)=\left[I_{r} 0\right]$. Thus, altogether we have

$$
\tilde{B}_{0}^{*}(\lambda) \Psi(\lambda) \tilde{B}_{0}(\lambda)=\tilde{B}_{0}^{*}(\lambda) \Psi_{0}(\lambda) \tilde{B}_{0}(\lambda)+\left[\begin{array}{cc}
\oplus_{i=1}^{r} \epsilon_{i}^{-1}\left(\lambda-\lambda_{0}\right)^{-m_{i}} & 0 \\
0 & 0
\end{array}\right]
$$

where $\tilde{B}_{0}^{*}(\lambda) \Psi_{0}(\lambda) \tilde{B}_{0}(\lambda)$ is analytic at $\lambda=\lambda_{0}$. Since $\tilde{B}_{0}^{*}(\lambda) \Psi(\lambda) \tilde{B}_{0}(\lambda)$ is positive semidefinite near $\lambda=\lambda_{0}$, it follows that $\epsilon_{i}=1$ for $i=1, \ldots, r$ and $m_{1}, m_{2}, \ldots, m_{r}$ are all even.

## APPENDIX B

In this appendix, we examine some useful congruences for the various canonical blocks, at least in the cases of interest to us.

First, we introduce some notation:

$$
\begin{aligned}
E_{n}^{(i, j)} & \stackrel{\text { def }}{=} n \times n \text { matrix with entries } \delta_{k, i} \delta_{l, j} \\
e_{n}^{(i)} & \stackrel{\text { def }}{=} n \text { vector with entries } \delta_{k, i}
\end{aligned}
$$

Type 1: We only consider even-size blocks. Thus, with $m=2 n$ and $a$ real

$$
\begin{aligned}
\epsilon[(\lambda & \left.+a \mu) S_{m}+\mu T_{m}\right] \\
& =\lambda\left[\begin{array}{cc}
O_{n} & \epsilon S_{n} \\
\epsilon S_{n} & O_{n}
\end{array}\right]+\mu\left[\begin{array}{cc}
O_{n} & \epsilon\left(a S_{n}+T_{n}\right) \\
\epsilon\left(a S_{n}+T_{n}\right) & \epsilon E_{n}^{(1,1)}
\end{array}\right] \\
& \sim \lambda\left[\begin{array}{cc}
O_{n} & I_{n} \\
I_{n} & O_{n}
\end{array}\right]+\mu\left[\begin{array}{cc}
O_{n} & a I_{n}+N_{n} \\
a I_{n}+N_{n}^{*} & \epsilon E_{n}^{(1,1)}
\end{array}\right]
\end{aligned}
$$

Here, the congruent transformation can easily be seen to consist of permutations only when the sign $\epsilon$ is positive. Otherwise, row and column sign changes are also needed.

Type 2: A type-2 block with size $m=2 n$ is clearly congruent to

$$
\lambda\left[\begin{array}{cc}
O_{n} & I_{n} \\
I_{n} & O_{n}
\end{array}\right]+\mu\left[\begin{array}{cc}
O_{n} & a I_{n}+N_{n} \\
\bar{a} I_{n}+N_{n}^{*} & O_{n}
\end{array}\right]
$$

Type 3: We only consider odd-size blocks. Then, with $m=2 n+1$,

$$
\begin{aligned}
\epsilon\left[\lambda T_{m}+\mu S_{m}\right] & =\lambda\left[\begin{array}{ccc}
O_{n} & O & \epsilon T_{n} \\
O & O & \epsilon e_{n}^{(1) *} \\
\epsilon T_{n} & \epsilon e_{n}^{(1)} & O_{n}
\end{array}\right]+\mu\left[\begin{array}{ccc}
O_{n} & O & \epsilon S_{n} \\
O & \epsilon & O \\
\epsilon S_{n} & O & O_{n}
\end{array}\right] \\
& -\lambda\left[\begin{array}{ccc}
O_{n} & O & N_{n} \\
O & O & e_{n}^{(1) *} \\
N_{n}^{*} & e_{n}^{(1)} & O_{n}
\end{array}\right]+\mu\left[\begin{array}{ccc}
O_{n} & O & I_{n} \\
O & \epsilon & O \\
I_{n} & O & O_{n}
\end{array}\right] \\
& \sim \lambda\left[\begin{array}{ccc}
O_{n} & O & I_{n} \\
O & O & O \\
I_{n} & O & O_{n}
\end{array}\right]+\mu\left[\begin{array}{ccc}
\epsilon E_{n}^{(1,1)} & O & N_{n}^{*} \\
O & O & e_{n}^{(n) *} \\
N_{n} & e_{n}^{(n)} & O_{n}
\end{array}\right]
\end{aligned}
$$

Type 4: From the type-3 material above, it follows that type-4 blocks are congruent to

$$
\lambda\left[\begin{array}{ccc}
O_{n} & O & I_{n} \\
O & O & O \\
I_{n} & O & O_{n}
\end{array}\right]+\mu\left[\begin{array}{ccc}
O & O & N_{n}^{*} \\
O & O & e_{n}^{(n) *} \\
N_{n} & e_{n}^{(n)} & O_{n}
\end{array}\right]
$$

From these considerations, it follows that a canonical form containing only type-1 blocks with even size and type-2 blocks is congruent to

$$
\lambda\left[\begin{array}{cc}
O_{n} & I_{n} \\
I_{n} & O_{n}
\end{array}\right]+\mu\left[\begin{array}{cc}
O_{n} & A \\
A^{*} & Q
\end{array}\right]
$$

If all the type- 1 blocks have positive sign, then the congruent transformation can be chosen to be a permutation matrix, and $Q$ will then be positive semidefinite with rank equal to the number of type-1 blocks. More generally, the congruence transformation will also include row and column sign changes, and the inertia of $Q$ will correspond to the number of positive- and negativesigned blocks.

If blocks of all types are allowed with the restriction that type-1 blocks must have even size and type-3 blocks must have odd size and positive sign, then the above considerations show that the canonical form is congruent to

$$
\lambda\left[\begin{array}{ccc}
O_{n} & O & I_{n} \\
O & O & O \\
I_{n} & O & O_{n}
\end{array}\right]+\mu\left[\begin{array}{ccc}
\mathrm{S}_{1} & \mathrm{~S}_{2} & \mathrm{~S}_{3} \\
\mathrm{~S}_{2}^{*} & \mathrm{~S}_{4} & \mathrm{~S}_{5} \\
\mathrm{~S}_{3}^{*} & \mathrm{~S}_{5}^{*} & \mathrm{~S}_{6}
\end{array}\right]
$$

where

$$
\left[\begin{array}{ll}
S_{1} & S_{2} \\
S_{2}^{*} & S_{4}
\end{array}\right]
$$

is positive semidefinite with rank equal to the number of type -3 blocks. The congruent transformation is generally a permutation matrix with row and column sign changes.

## APPENDIX C

In this appendix, we complete the proof of the implication $1 \rightarrow 2$ in Theorem 5.1 for the case when $\Psi(\lambda)$ has poles on the real axis.

Let us write

$$
\Psi(\lambda)=\left[\begin{array}{ll}
B^{*} \Gamma^{-*} & I
\end{array}\right]\left[\begin{array}{cc}
Q & C  \tag{31}\\
C^{*} & R
\end{array}\right]\left[\begin{array}{c}
\Gamma^{-1} B \\
I
\end{array}\right]
$$

where $\Gamma=\lambda I-A$. With the definitions

$$
\begin{aligned}
& A_{K}=A+B K \\
& Q_{K}=Q+C K+K^{*} C^{*}+K^{*} R K \\
& C_{K}=C+K^{*} R \\
& \Gamma_{K}=\lambda I-A_{K} \\
& T_{K}=\left(I-K \Gamma^{-1} B\right)^{-1},
\end{aligned}
$$

we have

$$
\begin{aligned}
\Psi_{K}(\lambda) & =T_{K}^{*} \Psi(\lambda) T_{K} \\
& =T_{K}^{*}\left[\begin{array}{ll}
B^{*} \Gamma^{-*} & I
\end{array}\right]\left[\begin{array}{cc}
Q & C \\
C^{*} & R
\end{array}\right]\left[\begin{array}{c}
\Gamma^{-1} B \\
I
\end{array}\right] T_{K} \\
& =\left[\begin{array}{ll}
B^{*} \Gamma_{K}^{-*} & I
\end{array}\right]\left[\begin{array}{cc}
I & K^{*} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
Q & C \\
C^{*} & R
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
K & I
\end{array}\right]\left[\begin{array}{c}
\Gamma_{K}^{-1} B \\
I
\end{array}\right] \\
& =\left[\begin{array}{ll}
B^{*} \Gamma_{K}^{-*} & I
\end{array}\right]\left[\begin{array}{cc}
Q_{K} & C_{K} \\
C_{K}^{*} & R
\end{array}\right]\left[\begin{array}{c}
\Gamma_{K}^{-1} B \\
I
\end{array}\right]
\end{aligned}
$$

Here we have used the identities

$$
\begin{aligned}
\Gamma^{-1} B T_{K} & =\Gamma_{K}^{-1} B, \\
T_{K} & =I+K \Gamma_{K}^{-1} B .
\end{aligned}
$$

With

$$
\mathscr{H}_{K}=\left[\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right], \quad \mathscr{A}_{K}=\left[\begin{array}{cc}
0 & A_{K} \\
A_{K}^{*} & Q_{K}
\end{array}\right], \quad \text { and } \quad \mathscr{B}_{K}=\left[\begin{array}{c}
B \\
C_{K}
\end{array}\right]
$$

we have the realization

$$
\Psi_{K}(\lambda)=R+\mathscr{P}_{K}^{*}\left(\lambda \mathscr{H}_{K}-\mathscr{A}_{K}\right)^{-1} \mathscr{B}_{K} .
$$

We choose $K$ so that this realization of $\Psi_{K}(\lambda)$ is minimal and so that $\Psi_{K}(\lambda)$ has no real poles. Such a $K$ always exists as follows. Since a minimal realization for $\Psi(\lambda)$ is given, we have $[A, B]$ forming a controllable pair. We choose $K$ so that $A_{K}$ has no real eigenvalues. It follows that $\Psi_{K}(\lambda)$ has no real poles. We have no guarantee, though, that [ $\mathscr{A}_{K}-\lambda \mathscr{H}_{K} \mathscr{B}_{K}$ ] has full row rank for all $\lambda$. Let $f(K)$ be a polynomial in the components of $K$ such that $f(K)=0$ if and only if $\left[\mathscr{A}_{K}-\lambda \mathscr{H}_{K} \quad \mathscr{B}_{K}\right.$ ] does not have full row rank for all $\lambda$. Such a polynomial can be constructed from the minors of the controllability matrix. Suppose $f(K)=0$. Since $f(0) \neq 0$, there exists in every neighborhood of $K$, a $\hat{K}$ such that $f(\tilde{K}) \neq 0$. For a small enough neighborhood of $K$, none of the poles of $\Psi_{\tilde{K}}(\lambda)$ will be real. Set $K=\tilde{K}$.

Now, clearly $\Psi_{K}(\lambda)$ is positive semidefinite everywhere on the real axis. Thus its zero pencil

$$
\left[\begin{array}{ccc}
0 & A_{K}-\lambda I & B \\
A_{K}^{*}-\lambda I & Q_{K} & C_{K} \\
B^{*} & C_{K}^{*} & R
\end{array}\right]
$$

has the required canonical form. However, this pencil is clearly congruent to

$$
\left[\begin{array}{ccc}
0 & A-\lambda I & B \\
A^{*}-\lambda I & Q & C \\
B^{*} & C^{*} & R
\end{array}\right]
$$

which is the zero pencil for $\Psi(\lambda)$. Thus, this pencil must also have the same canonical form. This completes the proof.

## APPENDIX D

Proof of Lemma 6.1. First, we prove the result for $h$ not zero. Let $\lambda_{0}=a / h$. The given pencil is then congruent to

$$
\left[\begin{array}{ccc}
0 & 0 & \lambda+\mu \lambda_{0}  \tag{32}\\
0 & \lambda H+\mu A & \mu b \\
\lambda+\mu \bar{\lambda}_{0} & \mu b^{*} & \mu \theta
\end{array}\right]
$$

for some vector $b$ and some real $\theta$.
From Lemma 4.1, the assumption of this lemma together with $h \neq 0$ is equivalent to the matrix

$$
\left[\begin{array}{ccc}
0 & 0 & \lambda-\lambda_{0}  \tag{33}\\
0 & \lambda H-A & -b \\
\lambda-\bar{\lambda}_{0} & -b^{*} & -\theta
\end{array}\right]
$$

having an inertia of the form

$$
\left\{\begin{array}{c}
N+c-a_{\lambda}  \tag{34}\\
d+a_{\lambda} \\
N
\end{array}\right\}
$$

for each real $\lambda$, including $\lambda=\infty$.
Clearly, for finite real $\lambda$ with $\lambda \neq \lambda_{0}$, the inertia of $\lambda H-A$ is, from (33) and (34), equal to

$$
\left\{\begin{array}{c}
\bar{N}+c-a_{\lambda}  \tag{35}\\
d+a_{\lambda} \\
\bar{N}
\end{array}\right\}
$$

where $\bar{N}=N-1$.
Now consider the case when $\lambda=\lambda_{0}$, i.e., $\lambda_{0}$ is real. Denote the inertia of $\lambda_{0} H-A$ by

$$
\left\{\begin{array}{l}
\alpha  \tag{36}\\
\beta \\
\gamma
\end{array}\right\}
$$

Then, by continuity of the eigenvalues of $\lambda H-A$ as a function of $\lambda$, it follows from (35) that

$$
\begin{align*}
& \alpha \leqslant \bar{N}+c \\
& \beta \geqslant d  \tag{37}\\
& \gamma \leqslant \bar{N}
\end{align*}
$$

since $a_{\lambda_{0}}=0$ in a neighborhood of $\lambda=\lambda_{0}$.
From (33) and (34), it follows that the inertia of

$$
\left[\begin{array}{cc}
\lambda_{0} H-A & -b  \tag{38}\\
-b^{*} & -\theta
\end{array}\right]
$$

equals

$$
\left\{\begin{array}{c}
N+c-a_{\lambda_{0}}  \tag{39}\\
d+a_{\lambda_{0}}-1 \\
N
\end{array}\right\}
$$

With a little algebra, it also follows that the inertia of (38) has the form

$$
\left\{\begin{array}{c}
\alpha  \tag{40}\\
\beta-1 \\
\gamma
\end{array}\right\}+\left\{\begin{array}{l}
x \\
y \\
z
\end{array}\right\}
$$

where

$$
\begin{array}{r}
x+y+z=2 \\
x \leqslant 1, \\
z \leqslant 1 . \tag{43}
\end{array}
$$

Thus, combining (39) and (40), we obtain

$$
\begin{align*}
N+c-a_{\lambda_{0}} & =\alpha+x  \tag{44}\\
d+a_{\lambda_{0}}-1 & =\beta-1+y  \tag{45}\\
N & =\gamma+z \tag{46}
\end{align*}
$$

From (37), (43) and (46) we obtain

$$
\begin{aligned}
& z=1 \\
& \gamma=\bar{N} .
\end{aligned}
$$

From (41), (42), and (43), we have two remaining possibilities to consider, viz., $x=0, y=1$ and $x=1, y=0$. Suppose $x=0, y=1$. Then, from (44) and (45),

$$
\begin{aligned}
& \alpha=(N-1)+c-\left(a_{\lambda_{0}}-1\right) \\
& \beta=d+\left(a_{\lambda_{0}}-1\right)
\end{aligned}
$$

This corresponds to the removal of one of the type-1 blocks corresponding to the real eigenvalue $\lambda_{0}$ and hence a reduction in the overall size of these type-1 blocks.

Next, suppose $x=1, y=0$. Then, again from (44) and (45),

$$
\begin{aligned}
& \alpha=(N-1)+c-a_{\lambda_{0}}, \\
& \beta=d+a_{\lambda_{0}} .
\end{aligned}
$$

This does not entail removal of one of the type-1 blocks corresponding to the real eigenvalue $\lambda_{0}$, but only a reduction in the overall size of these type-1 blocks.

Thus, altogether, the matrix $\lambda_{0} H-A$ has inertia

$$
\left\{\begin{array}{c}
\bar{N}+c-\bar{a}_{\lambda_{0}} \\
d+\bar{a}_{\lambda_{0}}-1 \\
\bar{N}
\end{array}\right\}
$$

where $\bar{N}=N-1$ and $\bar{a}_{\lambda_{0}}=a_{\lambda_{0}}$ or $a_{\lambda_{0}}-1$.
Finally, we consider the case when $\lambda=\infty$, i.e., we are interested in the inertia of $H$. However, since this corresponds to $\lambda=1$ and $\mu=0$ in (32), it is clear that the inertia of $H$ is

$$
\left\{\begin{array}{c}
\bar{N} \\
d+c \\
\bar{N}
\end{array}\right\}
$$

so that $\bar{a}_{\infty}=c$ also. From Lemma 4.1, this completes the proof when $h \neq 0$.

Next, we prove the result when $h=0$ but $a \neq 0$. In this case, it is clear that the given pencil is congruent to

$$
\left[\begin{array}{ccc}
0 & 0 & \mu \\
0 & \lambda H+\mu A & \lambda b \\
\mu & \lambda b^{*} & \lambda \theta
\end{array}\right]
$$

for some vector $b$ and some real $\theta$.
This time, from Lemma 4.1, the assumption of the lemma is equivalent to the matrix

$$
\left[\begin{array}{rcc}
0 & 0 & -1  \tag{47}\\
0 & \lambda H-A & \lambda b \\
-1 & \lambda b^{*} & \lambda \theta
\end{array}\right]
$$

having an inertia of the form

$$
\left\{\begin{array}{c}
N+c-a_{\lambda} \\
d+a_{\lambda} \\
N
\end{array}\right\}
$$

for each real $\lambda$, including $\lambda=\infty$. From (47), it is clear that for all finite real $\lambda$, the inertia of $\lambda I I-A$ is

$$
\left\{\begin{array}{c}
\bar{N}+c-a_{\lambda} \\
d+a_{\lambda} \\
\bar{N}
\end{array}\right\}
$$

where $\bar{N}=N-1$. Thus, we need only consider the case $\lambda=\infty$ in detail. We show that the inertia of $H$ is

$$
\left\{\begin{array}{c}
\bar{N} \\
d+c \\
\bar{N}
\end{array}\right\}
$$

Denote the inertia of $H$ by

$$
\left\{\begin{array}{l}
\alpha \\
\beta \\
\gamma
\end{array}\right\}
$$

First, we observe that for all real $\mu<0$ and sufficiently small in magnitude, the inertia of $H+\mu A$ equals the inertia of $\lambda H-A$, where $\lambda=1 /|\mu|$, which in turn equals

$$
\left\{\begin{array}{c}
\bar{N}+c \\
d \\
\bar{N}
\end{array}\right\} .
$$

Thus, by continuity of the eigenvalues of $H+\mu \mathrm{A}$ as a function of $\mu$, we obtain

$$
\begin{aligned}
& \alpha \leqslant \bar{N}+c, \\
& \beta \geqslant d, \\
& \gamma \leqslant \bar{N} .
\end{aligned}
$$

Treating the case $\mu>0$ in a similar manner, we obtain

$$
\begin{aligned}
& \alpha \leqslant \bar{N}, \\
& \beta \geqslant d, \\
& \gamma \leqslant \bar{N}+c,
\end{aligned}
$$

so that combining the above gives

$$
\begin{align*}
& \alpha \leqslant \bar{N}  \tag{48}\\
& \beta \geqslant d \\
& \gamma \leqslant \bar{N} \tag{49}
\end{align*}
$$

Next, an argument identical to that used in the first part of the proof yields

$$
\begin{gather*}
N=\alpha+x  \tag{50}\\
d+c-1=\beta-1+y  \tag{51}\\
N=\gamma+z \tag{52}
\end{gather*}
$$

where

$$
\begin{array}{r}
x+y+z-2 \\
x \leqslant 1, \\
z \leqslant 1 \tag{55}
\end{array}
$$

It follows from (49), (52), and (55) that $z=1$ and $\gamma=\bar{N}$; from (48), (50), and (54) that $x=1$ and $\alpha=\bar{N}$; and finally from (53) and (51) that $y=0$ and $\beta=d+c$. From Lemma 4.1, this completes the proof when $h=0$ and $a \neq 0$.

Finally, it is clear from all the above that the numbers of type-3 and type- 4 blocks in the canonical form of $\lambda H+\mu A$ equal those in the canonical form of the originally given pencil.

The first author would like to thank the Department of Engineering at the University of Cambridge for providing a pleasant environment during a study leave. He also acknowledges a conversation with Paul Van Dooren which eventually led to the use of the inertia ideas in the proofs. The original proofs were rather long, tortuous, and uninteresting.
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[^0]:    ${ }^{1}$ The matrix pencils are given for $\mu=-1$.

