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Abstract

We consider the problem of decomposing tensor powers of the fundamental level 1 highest
representationV of the affine Kac–Moody algebrag(E9). We describe an elementary algorithm f
determining the decomposition of thesubmodule ofV ⊗n whose irreducible direct summands ha
highest weights which are maximal with respect to the null-root. This decomposition is based
telmann’s path algorithm and conforms with the uniform combinatorial behavior recently discover
by H. Wenzl for the seriesEN , N �= 9.
 2004 Elsevier Inc. All rights reserved.

1. Introduction

While a description of the tensor product decompositions for irreducible highest weig
modules over affine algebras can be found in theliterature (see, e.g., [1]), effective alg
rithms for computing explicit tensor product multiplicities are scarce.Some partial result
in this direction have been obtained by computing characters (see, e.g., [2]) and b
ploying crystal bases (see, e.g., [5]) or the equivalent technique of Littelmann pat
this note we look at the particular case of the affine Kac–Moody algebra associated
Dynkin diagramE9, with any eye towards extending the results of [6].

Let V be the irreducible highest weight representation of theg(EN), N � 6, with high-
est weightΛ1 corresponding to the vertex in the Dynkin diagram furthest from the tr
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Table 1
Notation

αi ith simple root
Q root lattice
Λi ith fundamental weight
P weight lattice
P+ dominant weights
P̂+ dominant weights(modδ)

P̂+(n) level n dominant weights(modδ)

n(λ) level ofλ
P (Λ1) weights ofV
W · Λ1 maximal weights ofVΛ1
Ω set of straight weights
P+(V ⊗n) dominant weights ofV ⊗n

[λ]3 least residue ofk(λ) (mod 3)
πλ patht → tλ

W (affine) Weyl group
S(k) level k initial weights
λ → µ straight weight path

point. ForN �= 9, H. Wenzl [6] has found uniform combinatorial behavior for decomp
ing a certain submoduleV ⊗n

new of V ⊗n using Littelmann paths [4]. These submodules h
the property that each irreducible summand ofV ⊗n

new appears inV ⊗n for the first time (for
N � 8) or last time (forN � 10). The degeneracy of the invariant form was an obstac
including the affine,N = 9 case.

We extend Wenzl’s combinatorial description to the caseN = 9 by finding submodule
Mn analogous to hisV ⊗n

new. Specifically, we look at the (full multiplicity) direct sum o
those submodules ofV ⊗n whose highest weights have maximal null-root coefficient.
surprisingly, these summands appearonly in V ⊗n. The particular utility of considering
this submodule is that whereas decomposing the full tensor powerV ⊗n into its simple
constituents would require an infinite path basis, only a finite sub-basis (consisting
straight paths) is needed to determine the decomposition ofMn. Although this note was
inspired by the results of [6], the moduleMn appears so naturally that this case may s
some light on the combinatorial behavior described by Wenzl.

This paper is organized in the following way. In Section 2 we give the data and sta
definitions for the Kac–Moody algebrag(E9). Section 3 is dedicated to summarizing t
general technique of Littelmann paths, while in Section 4 we apply this technique
present case and present some new definitions. Table 1 gives a glossary of notation
reader’s convenience. All the lemmas we prove are contained in Section 5, and the m
theorem and algorithm they lead to is described and illustrated in Section 6. We b
mention a possible application and a generalization in Section 7, as well as connec
Wenzl’s results.

2. Notation and definitions

We begin by fixing a realization of the generalized Cartan matrix ofg(E9) sometimes
denoted in the literature byg(E

(1)
). Observe that our realization is different than that
8
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Fig. 1. Dynkin diagram ofE9.

Kac [3]. In particular, the vertex Kac labels with a 0 we label with a 1 in our Dyn
diagram (Fig. 1). This is done to conform with the notation of [6].

Definition 2.1. Let {ε0, δ, ε1, . . . , ε8} be an ordered basis forR10, with symmetric bilinear
form 〈 , 〉 such that〈εi, εj 〉 = δij for 1 � i, j � 8 and〈δ, ε0〉 = 1 with all other pairings 0
The simple roots ofg(E9) are defined by

αi =


εi − εi+1, if 1 � i � 7,

ε7 + ε8, if i = 8,

1

2

(
δ + ε8 −

7∑
i=1

εi

)
, if i = 0.

The simple roots generate the root latticeQ := spanZ{αi}, and we define coroots

α̌i := 2

〈αi,αi〉αi.

As g(E9) is simply-laced, we abuse notation andidentify each coroot with the corre
sponding root. Since we are only concerned with the combinatorics, we refer the
to Chapter 6 of the book [3] for the full description of the Kac–Moody algebrag(E9).

Definition 2.2. We define the fundamental weights by

Λi =



(i,0;1, . . . ,1,0, . . . ,0) i ones, if 1 � i � 6,
1

2
(8,0;1, . . . ,1,−1), if i = 7,

1

2
(6,0;1, . . . ,1), if i = 8,

(2,0;0, . . . ,0). if i = 0.

Note that〈αi ,Λj 〉 = δij , and the fundamental weights ofg(E9) are determined up t
a multiple of δ by this relation. The set of dominant weightsP+ is the N-span of the
fundamental weights plusCδ, and theZ-spanP is called the weight lattice. It will be
useful to denote bŷP+ those dominant weights whose second coordinate is 0.

Definition 2.3. We define the Weyl group in the usual way:W = 〈si : i = 0, . . . ,8〉 where
si (ν) = ν − 〈ν,αi〉αi for ν ∈ R10.
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The simple reflections{si}8
i=1 generate a finite subgroupW acting on the last eight co

ordinates by permutations and an even number of sign changes. For anyλ with 〈λ,α0〉 > 0
the vectors0(λ) has a strictly smallerδ-coefficient, and by applying elements ofW to
arrange〈λ,α0〉 > 0 one can construct an infinite sequence of vectors with strictly dec
ing δ-coefficients. Thus one sees thatW is an infinite group.

3. Littelmann paths

To decompose the tensor powers ofV we use the Littelmann path formalism (see [4
For this section we consider general Kac–Moody algebrasg.

Littelmann considers the space of piecewise linear pathsπ : [0,1] → PQ beginning at
0 and ending at some point in the weight latticeP . He definesroot operatorson the space
of all such pathsei andfi for each simple rootαi , which, when applied repeatedly to th
straight pathπλ from 0 to a dominant weightλ give apath basisBλ for the corresponding
irreducible highest weight moduleVλ. The operatorsfi are defined on pathsπ as follows
(see [4] for full details): lethi(t) = 〈π(t), αi〉, andmi = min(hi(t)). If hi(1) − mi � 1,
split the interval[0,1] into three pieces:[0, t0] ∪ [t0, t1] ∪ [t1,1] wheret0 is the maximalt
such thathi(t) = mi andt1 is the minimalt such thathi(t) = mi + 1. Then

fiπ =


π(t) on [0, t0],
si

(
π(t)

)
on [t0, t1],

π(t) − αi on [t1,1].
If hi(1) − mi < 1 thenfiπ = 0. The operatorsei are defined similarly. Since all path

begin at the weight 0, we may concatenate paths in the usual way. For anyλ ∈ P define
the pathπλ : [0,1] → PQ by t → tλ. We denote concatenation by∗, i.e.,πλ ∗ πµ passes
throughλ and terminates atλ + µ.

Let λ andµ be dominant weights of a Kac–Moody algebra andVλ, Vµ the correspond
ing irreducible highest weight modules. We collect together those of Littelmann’s resu
that we will need in:

Proposition 3.1.

(a) Bλ ⊂ {f1j f2j · · ·fsj πλ}, that is, every path in the basisBλ is obtained fromπλ by
applying a finite sequence of the root operatorsfi .

(b) The decomposition rules for the tensor product given as follows:

Vµ ⊗ Vλ
∼=

⊕
π

Vπ(1),

whereπ = πµ ∗ πi with πi ∈ Bλ and the image ofπ contained in the closure of th
dominant Weyl chamber.

(c) The multiplicity ofVν in V ⊗n
λ is equal to the number of paths whose image is conta

in the closure of the dominant Weyl chamber that terminate atν and are obtained by
concatenatingn basis paths.
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4. Lie type E9

Now we consider the setP(Λ1) of weights ofV . Following Kac [3], we call the weight
in the Weyl group orbitW · Λ1 maximaland note that

P(Λ1) =
⋃

ω∈W ·Λ1

{ω − tδ: t ∈ N}.

Any Vλ−sδ that appears in someV ⊗n must be of the form

λ − sδ =
∑

ωi∈P(Λ1)

ωi

with s ∈ 1
2N. It is well known that the maximal weights appear in the multisetP(Λ1) with

multiplicity one (for example, see [1]).
The second coordinate (essentially determined by the number of timess0 occurs in a

minimal expression) provides a gradation onW ·Λ1 which motivates the following lemma
the proof of which is a computation.

Lemma 4.1. Everyω ∈ W · Λ1 is of one of the following4 forms:

(I) TypeI: (1,0;±εi).
(II) TypeII: 1

2(2,−1;±1, . . . ,±1) with an even number of minuses among the last e
coordinates.

(III) TypeIII: (1,−1;w(1,1,1,0, . . .,0)) wherew ∈ S8, the group of permutations on8
symbols.

(IV) Type IV: all others, i.e.,(1,−j ; ν) where j � 1 and if j = 1, ν /∈ S8{(1,1,1,0,

. . . ,0)}.

The weights of types I–III will be particularly useful and we will call themstraight
weightsand denote the set of straight weights byΩ . It is a simple but tedious computatio
to show that for anyω ∈ Ω , the straight line pathπω from 0 toω is in the path basisBΛ1.
The idea of the computation is to start with the pathπΛ1 and inductively apply only thos
operatorsfi for which the height functionhi(t) = t so that two of the three intervals
the definition of the operatorfi are degenerate, and the image of the paths remain str
lines. Types I and II weights are in factall maximal weights with second coordinate 0
−1

2, while there are maximal weights with second coordinate−1 besides those of type II
Observe that sinceΛ1 is the unique level one dominant weight (moduloδ), all paths ob-
tained from concatenation of basis paths whose image lies in the dominant Weyl ch
must pass throughΛ1.

Definition 4.2. The leveln(λ) of a weightλ is theε0 coordinate. Note that all weights
P(Λ1) are level 1, thusλ has leveln iff λ− tδ appears inV ⊗n for somet sinceλ will be a
sum of weights inP(Λ1). Denote byP̂+(n) the set of leveln dominant weights moduloδ.
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Definition 4.3. We define the functionk : Q → Z in one of the following equivalent ways

(a) k(ω) = −〈ω,2α̂0〉, whereα̂0 = α0 − ε8.
(b) If ω = ∑8

i=0 MiΛi , thenk(ω) = M8 − M7 − 2M0.

We will also need the quantity[(λ)]3 defined to be the remainder ofk(λ) upon division
by 3.

We compute these values for the maximal weights and record them in the follo
lemma.

Lemma 4.4. The values of the functionk for the maximal weightsω of typesI–III and IV
(as in Lemma4.1)satisfy:

(I) TypeI: k(ω) ∈ {0,−2}.
(II) TypeII: k(ω) ∈ {3,1,−1,−3,−5}.

(III) TypeIII: k(ω) = 2.
(IV) TypeIV: k(ω) � (6j − 6) whereω = (1,−j ; ν) and1 � j ∈ 1

2Z.

The dominant weights are only defined up to a multiple ofδ, but we are interested i
those that appear inP+(V ⊗n) which motivates:

Definition 4.5. A level n dominant weightλ − mλδ is calledinitial if mλ is minimal such
thatVλ−mλδ appears inV ⊗n.

Remark 4.6. It is easy to see that there are finitely many initial weights of a fixed levn,
since there is a one-to-one correspondence between the finite setP̂+(n) and initial weights.
The terminitial comes from the fact that ifλ−mλδ ∈ P̂+(n) so isλ−(mλ +1)δ. Moreover,
it is clear thatmλ is always a non-negative half-integer, since the coefficient ofδ for any
weightω ∈ P(Λ1) is a non-positive half integer.

We will eventually show that themλ is computed from the value ofk(λ) via the function:

Definition 4.7. Let λ ∈ P̂+:

∆(λ) =


0, if k(λ) � 0 and even,
1

2
, if k(λ) � 1 and odd,

1

6

(
k(λ) + 2[λ]3

)
, if k(λ) � 1.

(4.1)

Observe that whenk(λ) = 1 we have1
6(k(λ) + 2[λ]3) = 1

2 so∆ is well-defined.
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Definition 4.8. DefineMn to be the largest submodule ofV ⊗n such that all irreducible
direct summands have highest weights of the formλ − mλδ (i.e., initial weights).

We illustrate this definition with an example.

Example 4.9. The highest weight moduleVΛ8 does not appear inV ⊗3 as it is not a sum o
3 type I weights. However,VΛ8−δ/2 does appear inV ⊗3 as

Λ8 − δ

2
= Λ0 + 1

2
(2,−1;1, . . .,1) = (1,0; ε1) + (1,0;−ε1) + 1

2
(2,−1;1, . . . ,1).

Notice also thatVΛ8−tδ/2 will also appear inV ⊗3 for any t � 1, but onlyVΛ8−δ/2 will
appear inM3.

The complete reducibility ofV ⊗n (see, e.g., [1]) allows us to write:

V ⊗n ∼=Mn ⊕ Zn,

whereZn consists of those simple submodules whose highest weights are not initial.

5. Lemmas

In this section we describe the combinatorial rules for decomposing the modulesMn.
The first two lemmas show thatmλ = ∆(λ), while the two that follow show that one ma
determineMn+1 fromMn and the (finitely many) straight weights.

Lemma 5.1. Let λ ∈ P̂+ so thatλ − ∆(λ)δ is a leveln dominant weight. ThenVλ−∆(λ)δ

appears inV ⊗n. Moreover, there is a straight weight path from0 to λ passing through only
weights of the formµ − ∆(µ)δ with µ ∈ P̂+.

Proof. Since we are not concerned with computing multiplicities, it suffices to cons
a piecewise linear straight weight path from 0 toλ − ∆(λ)δ contained entirely within the
dominant Weyl chamber. Assumeλ = ∑8

i=0 MiΛi . We will construct the required path
reverse by starting from the weightλ − ∆(λ)δ and removing path segments until we rea
the weight 0. By concatenating the paths we remove in reverse order we obtain the
path. The first set of useful paths are the sub-paths of

π1 : 0 → Λ1 → Λ2 → Λ3 → Λ4 → Λ5 → Λ6 → (Λ7 + Λ8) → (Λ0 + 2Λ8)

constructed by concatenating straight pathsπω terminating atω = (1,0; εi), i = 1, . . . ,8.
We denote byπ(i)

1 theith sub-path ofπ1. In a similar fashion we construct

π2 : 0→ Λ1 → Λ0 and π3 : 0 → Λ1 → ·· · → (Λ7 + Λ8) → 2Λ7
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again using only paths with type I straight weight segments. The affect of removing
path segments on the value ofk(λ) is as follows (where the value of a path at 1 isλ):

(1) k(π ∗ π
(i)
1 (1)) = k(π(1)), i.e., deleting sub-paths ofπ1 has no affect on the value o

k(λ).
(2) k(π ∗ π2(1)) = k(π(1)) − 2 so deleting the pathπ2 increases the value ofk(λ) by 2.
(3) k(π ∗ π3(1)) = k(π(1)) − 2 so deleting the pathπ3 increases the value ofk(λ) by 2.

Case I. k(λ) = M8 − M7 − 2M0 � 0 is even.
In this case∆(λ) = 0. Sincek(λ) does not depend onMi , 1 � i � 6, we can reduce

the caseMi = 0, 1� i � 6, using sub-paths ofπ1. Forλ with M8 = M7 = M0 = 0 we are
done. If not, we observe thatM7 andM8 have the same parity. Again using the sub-p
of π1 terminating atΛ7 +Λ8 as many times as is necessary, we may assume eitherM7 = 0
or M8 = 0.

Case I.1.M7 = 0. In this case we haveM8 � 2M0 andM8 even. So by removing pat
segmentsπ1 as many times is as necessary we can reduce toM8 = 0 with k(λ) = −2M0
unchanged. At this point we are left with the caseλ = M0Λ0, to which we remove the pat
segmentsπ2 as many times as necessary to reduce to 0.

Case I.2.M8 = 0. Here we have thatM7 � −2M0 andM7 is even, so we reduce b
π3 until M7 = 0 and then reduce by the pathπ2 until M0 = 0 and we are left with the
weight 0. Observe thatk(λ) = −M7 − 2M0 in this case so while deleting path segme
π2 or π3 result in a raisedk-value, it will always be non-positive and even, regardless.

Case II. k(λ) = M8 − M7 − 2M0 � 1 is odd.
HereM8 andM7 have opposite parity; so, as in Case I, we reduce by sub-pathsπ1

until eitherM7 = 0 orM8 = 0. Then we reduce by paths as in Case I until we are left
two cases:λ = Λ7 − δ/2 andλ = Λ8 − δ/2. These are achieved by the paths:

0 → Λ1 → Λ2 → Λ3 →
(

Λ7 − δ

2

)
and 0→ Λ2 →

(
Λ8 − δ

2

)

using the straight weights12(2,−1;−1,−1,−1,1, . . .,1,−1) and 1
2(2,−1;−1,−1,1,

. . . ,1), respectively.

Case III. k(λ) = M8 − M7 − 2M0 � 2.
In this caseM8 � 2 + M7 + 2M0, so we can use sub-paths ofπ1 to reduce toM7 = 0

and thenM0 = 0 without changing the value ofk(λ) and we are left with the task o
constructing a path terminating atλ = M8Λ8 − ∆(M8Λ8), wherek(λ) = M8 � 2. The
weight 3Λ8 − δ/2 is of the formµ − ∆(µ)δ with µ ∈ P̂+ and the path:

π1 ∗
[
(2Λ8 + Λ0) →

(
3Λ8 − δ

)]

2
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allows us to reduce toM8 � 2 since:

∆
(
(M8 − 3�)Λ8

) = 1

6

(
M8 − 3� + 2

[
(M8 − 3�)Λ8

]
3

) = ∆(M8Λ8) − �

2
(5.1)

so that

M8Λ8 − ∆(M8Λ8)δ − �

(
3Λ8 − δ

2

)
= (M8 − 3�)Λ8 − ∆

(
(M8 − 3�)Λ8

)
δ.

Now the casesM8 = 0,1 were covered in Cases I and II, respectively, so we need
construct a path to 2Λ8 − δ. But this is nothing more than a doubling of the path

0→ Λ2 →
(

Λ8 − δ

2

)
constructed above. This completes the proof.�
Lemma 5.2. ∆(λ) = mλ for all λ ∈ P̂+.

Proof. By Lemma 5.1 it is sufficient to show thatmλ � ∆(λ) sinceλ − ∆(λ)δ appears in
V ⊗n hencemλ � ∆(λ). Again we consider cases.

Case I. k(λ) � 0 and even.
Sincemλ � 0 = ∆(λ) there is nothing to prove.

Case II. k(λ) � 1 and odd.
We need only show thatmλ �= 0. The only way that this can occur is ifλ can be ex-

pressed as a sum of type I weights. Butk(ω) = 0 or−2 for ω of type I, so ifλ were a sum
of type I weightsk(λ) would be even.

Case III. k(λ) � 2.
In this case we will reduce to the case whereλ = M8Λ8 − tδ using sub-paths ofπ1 as

in the proof of Lemma 5.1. Suppose

λ =
8∑

i=0

MiΛi − tδ

with t minimal andt ∈ 1
2N. We computek(λ) = M8 − M7 − 2M0 � 2, so thatM8 >

M7 + 2M0. We can reduce to the case whereM1 = M2 = · · · = M6 = M7 = 0 using sub-
paths ofπ1 and observing that

λ′ = M0Λ0 + (M8 − M7)Λ8 − tδ
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hask(λ′) = k(λ) andt minimal for λ′ if and only if t is minimal forλ. SettingM ′
0 = M0

andM ′
8 = (M8−M7) we havek(λ′) = M ′

8−2M ′
0 � 2. Reducing by the pathπ1 and setting

M ′′
8 = M ′

8 − 2M ′
0, we see that

λ′′ = M ′′
8Λ8 − tδ

hast minimal if and only ift is minimal forλ′. So we are left with showing thatmλ � ∆(λ)

for λ = M8Λ8. This will follow by an induction argument once we show it for the ca
M8 = 1,2, and 3.

M8 = 1. This case was already covered in Case II above.

M8 = 2. If 2Λ8 were a sum of type I weights, we would havek(2Λ8) � 0 so we must
have at least one weight of type II, III, or IV. By considering the values ofk on these
weights, we see thatt = 1 is minimal.

M8 = 3. Again considering the values ofk, we see that type I weights are not sufficie
and thatt = 1

2 is minimal.
Observing that∆((M8 − 3�)Λ8) + �

2 = ∆(M8Λ8) (see Eq. (5.1)) the caseM8 > 3
follows by induction and we are done.�
Remark 5.3. We may now redefineinitial weight to be any dominant weight of the form
λ − ∆(λ)δ, and we denote the set of initial weights of leveln by S(n) = {λ − ∆(λ)δ: λ ∈
P̂+(n)}.

Lemma 5.4. If λ − ∆(λ)δ is an initial weight andω ∈ Ω thenλ − ∆(λ)δ − ω is either an
initial weight or not in the dominant Weyl chamber.

Proof. Let µ− tδ = λ−∆(λ)δ−ω whereµ ∈ P̂+. Assume thatµ is in the dominant Wey
chamber. We must demonstrate thatt = ∆(µ). By Lemma 5.2, we have thatt � ∆(µ) as
t � ∆(µ) would contradict the minimality of∆(µ). Using Lemma 4.4, we have

t =


∆(λ), if ω is of type I,

∆(λ) − 1

2
, if ω is of type II,

∆(λ) − 1, if ω is of type III.

(5.2)

It is sufficient to show that∆(µ) � t for all of these cases. We organize them by c
sidering the value ofk(λ) as follows:

Case I. k(λ) � 0 and even.
Here we have∆(λ) = 0. Since∆(µ) � 0 the only possibility is thatω is of type I, for

which it is clear.
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Case II. k(λ) � 1 and odd.
The only possibilities areω of type I or II, since∆(λ) = 1

2 in this case and∆(µ) � 0.
If ω is of type II, thent = 0, hence∆(µ) � t is obvious. Ifω is of type I, thent = 1

2 and
Lemma 4.4 impliesk(µ) = k(λ) − k(ω) � 3 and odd. Ifk(µ) � 1 and odd then∆(µ) = 1

2
and we are done. Otherwisek(µ) = 3, and we compute∆(µ) = 1

2 as required.

Case III. k(λ) � 2.
Here there are 3 cases depending on the type ofω. The computations are somewh

tedious, but straightforward.

Case III.1.ω is of type I. If k(ω) = 0, thenk(µ) = k(λ) hence∆(µ) = ∆(λ) and we are
done. Ifk(ω) = −2, thenk(µ) = k(λ)+2 and we must check the three 3 cases corresp
ing to the values of[µ]3 (depending on[λ]3) by evaluating∆(µ) = 1

6(k(µ) + 2[µ]3).

Case III.2.ω is of type II. We must show that∆(µ) � ∆(λ)− 1
2. This is the most involved

case ask(ω) ∈ {3,1,−1,−3,−5} and we must check a total of 15 subcases correspon
to the 3 values of[λ]3 and 5 values ofk(ω). As an example of what is involved we wo
out the cases where[λ]3 = 1 andk(ω) = −1. Thenk(µ) = k(λ) + 1, [µ]3 = 2 and

∆(µ) = 1

6

(
k(λ) + 1+ 2[µ]3

) = 1

6

(
k(λ) + 1+ 4

)
� 1

6

(
k(λ) + 2

) = ∆(λ) > ∆(λ) − 1

2
.

Notice that in this caseµ is not dominant. The remaining cases are handled similarly.

Case III.3.ω is of type III. We must show that∆(µ) � ∆(λ) − 1. Herek(ω) = 2 so
k(µ) = k(λ) − 2 and we must again check cases by evaluating∆(µ). �
Lemma 5.5. If λ − ∆(λ)δ is an initial weight andλ − ∆(λ)δ + ω is also initial, thenω is
a straight weight.

Before giving a proof, we mention acaveat: the requirement thatλ − ∆(λ)δ + ω is
initial is not superfluous. For example, 2Λ8 − δ is an initial weight and(1,0;−ε8) is a
straight weight, but 2Λ8 − δ + (1,0;−ε8) = Λ7 + Λ8 − δ is not initial.

Proof. It is enough to show thatλ − ∆(λ)δ + ω is not initial if ω is not straight. The key
fact here is from Lemma 4.4:k(ω) � 6j − 6 for the type IV weightω = (1,−j ; ν) where
j � 1 is a half-integer. Letµ − sδ = λ − ∆(λ)δ + ω for such a weightω. Observing tha
s = ∆(λ) + j we will show thats �= ∆(µ).

Case I. k(µ) � 1.
Sinces � j � 1 and∆(µ) � 1, it is clear thats � ∆(µ).
2



E.C. Rowell / Journal of Algebra 284 (2005) 296–309 307

tion.

nat-

sing

g

Case II. k(λ) � 1.
Here we have that

∆(µ) = 1

6

(
k(λ) + k(ω) + 2

[
k(λ) + k(ω)

]
3

)
� 1

6
(1+ 6j − 6+ 4) = 6j − 1

6
< j � s

so once again∆(µ) �= s.

Case III. k(λ) � 1 andk(µ) � 1.
Computing as above, we have

∆(µ) = 1

6

(
k(λ) + k(ω) + 2

[
k(λ) + k(ω)

]
3

)
� 1

6

(
k(λ) + 6j − 6+ 4

)
� 1

6

(
k(λ)

) + 6j − 2

6
< ∆(λ) + j = s.

So we see that∆(µ) �= s in all cases and we are done.�

6. Them main theorem and an algorithm

The following theorem is a immediate corollary of the lemmas in the previous sec

Theorem 6.1. If λ − ∆(λ)δ ∈ S(n), then any straight weight path from0 to λ − ∆(λ)δ

passes through only initial weights. Thus

Mn
∼=

⊕
λ∈P̂+(n)

cλVλ−∆(λ)δ,

where the multiplicitiescλ are determined by counting the straight weight paths termi
ing atλ − ∆(λ)δ.

Applying the results, we have the following simple inductive algorithm for decompo
Mn as a sum of simple highest weight modules:

Step 1. Initialize withM1 ∼= VΛ1.
Step 2. Having determined the multiplicitiescλ so that

Mn
∼=

⊕
λ∈P̂+(n)

cλVλ−∆(λ)δ

compute the setAλ = {λ − ∆(λ)δ + ω: ω ∈ Ω} for eachλ ∈ P̂+(n).
Step 3. Compute the setS(n + 1). The size ofS(k) is computed from the generatin

function:
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1− xn(Λi)
= 1+ x + 3x2 + 5x3 + 10x4

+ 15x5 + 27x6 + 39x7 + 63x8 + O
[
x9]. (6.1)

Step 4. For eachµ − ∆(µ)δ ∈ S(n + 1), let Bµ = {λ ∈ P̂+(n): µ − ∆(µ)δ ∈ Aλ}. Then

cµ =
∑
λ∈Bµ

cλ.

Remark 6.2. The formula in Step 3 is valid since the level of a dominant weightλ is
determined by the decompositionλ = ∑

i MiΛi and the levelsn(Λi) of the fundamenta
weightsΛi (see Definition 4.2). One identifies a leveln dominant weight with a partition
of n into parts whose sizes are in the multi-set{n(Λi)}, and standard combinatorics le
to Eq. (6.1). For arbitraryN the highest weight moduleVλ appears inV ⊗n(λ) where the
formula for n(λ) is given in [6, Eq. (3.1)], in caseN �= 9. However, his formula break
into three cases which depend onk(λ) in a way that makes the problem of constructin
generating function valid for allN rather complicatedcombinatorially.

As an application we compute the decompositions of the first fewMn:

M2 ∼= VΛ0 ⊕ VΛ2 ⊕ V2Λ1,

M3 ∼= V3Λ1 ⊕ 2VΛ1+Λ2 ⊕ 3VΛ0+Λ1 ⊕ VΛ3 ⊕ 2VΛ8−δ/2,

M4 ∼= V4Λ1 ⊕ VΛ4 ⊕ 6VΛ0+2Λ1 ⊕ 3VΛ2+2Λ1 ⊕ 6VΛ7−δ/2 ⊕ 6VΛ0+Λ2

⊕ 3V2Λ0 ⊕ 8VΛ1+Λ8−δ/2 ⊕ 3VΛ1+Λ3 ⊕ 2V2Λ2.

7. Connections and further directions

7.1. EN series

Wenzl introduces a generic labeling set,Γ , for the dominant integral weights ofg(EN),
N �= 9, consisting of triples(n,µ, i) wheren ∈ N, µ a Young diagram with|µ| � n and
i ∈ {0,1,2}, subject to some further conditions (see [6, Section 2]). The labeling is realize
via a mapΦ assigning an element ofΓ to each integral dominant weight. The ambiguity in
the dominant weights due to the null-root precludes extendingΦ directly to the excluded
case; however, the set of integral dominant weights ofg(E9) whose image underΦ is in
Γ is precisely the set of initial weights! Thus one sees that our submoduleMn must be
the “missing link” replacingV ⊗n

new required to extend Wenzl’s main combinatorial result [6
Proposition 3.10] for theEN , N � 6, series to theN = 9 case:

Proposition 7.1. AssumeN > n. Then the branching rules forVnew ⊂ V ⊗2
new ⊂ · · · ⊂ V ⊗n

new
do not depend onN .
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This proposition implies that whenk < 9 andN > k the combinatorial formula given i
Step 3 of the algorithm holds.

7.2. Braid representations

For genericq , the tensor product rules for the quantum groupUqg(EN) are the same a
those of the Kac–Moody algebrag(EN). Wenzl was also able to show that, forN �= 9, the
centralizer algebra of the correspondingUqg(EN)-moduleV ⊗n

new is generated by the imag
of the braid groupBn (acting byR-matrices) and one more operator called thequasi-
Pfaffian. It should be possible to extend this result to theN = 9 case using the quantu
group version of the modulesMn together with the specific knowledge of the decomp
tion rules.

7.3. Other Lie types

It may be possible to use the same approach to derive a similar algorithm for d
posing the tensor powers of low-level highest weight modules for any affine Kac–M
algebra. By defining the submodules analogous toMn one would just need to determin
the subset of maximal weights corresponding to the setΩ of straight weights.
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