
E L S ~  

An Intemational Joumal 
Available online at www.sciencedirect.com computers & 

.=,. .c.  @o,..cT. mathematics 
with applications 

Computers and Mathematics with Applications 49 (2005) 633-640 
www.elsevier .com/locate/camwa 

B O O K  R E P O R T S  
The Book Reports section is a regular feature of Computers ~ Mathematics with Applications. 

It is an unconventional section. The Editors decided to break with the longstanding custom of 
publishing either lengthy and discursive reviews of a few books, or just a brief listing of titles. 
Instead, we decided to publish every important material detail concerning those books submitted 
to us by publishers, which we judge to be of potential interest to our readers. Hence, breaking 
with custom, we also publish a complete table of contents for each such book, but no review 
of it as such. We welcome our readers' comments concerning this enterprise• Publishers should 
submit books intended for review to the Editor-in-Chief, 

Professor Ervin Y. Rodin 
Campus Box 1040 

Washington University in St. Louis 
One Brookings Drive 

St Louis, MO 63130, U.S.A. 

0898-1221/05/$ - see front matter (~) 2005 Elsevier Ltd. All rights reserved. Typeset by A.h~-TEX 
doi:10.1016/j.camwa.2005.01.013 



634 BOOK REPORTS 

Solvinq Problems in Scientific Computlnq usinq MAPLE and MATLAB. Wanlter Gander &= Jiri Hrebicek. Springer~ 
Berlin. 2004. $59.95. 476 pages. 
Contents: 

Chapter 1. The ~cactrix and Similar Curves. 1.1. Introduction. 1.2. The Classical Tractrix. 1.3. The Child 
and the Toy. 1.4. The Jogger and the Dog. 1.5. Showing the Motions with MATLAB. 1.6. Joffer with Constant 
Velocity. 1.7. Using a Moving Coordinate System. 1.7.1. Transformation for Jogger/Dog. 1.7.2. Transformation 
for Child/Toy. 1.8. Examples. References. 

Chapter 2. Trajectory of a Spinning Tennis Ball. 2.1. Introduction. 2.2. MAPLE Solution. 2.3. MATLAB Solution. 
2.4. Simpler Solution for MATLAB 5. References. 
Chapter 3. 3.1. Introduction. 3.2. Finding the Minimal Illumination Point on a Road. 3.3, Varying h2 to 
Maximize the Illumination. 3.4. Optima; Illumination. 3.5. Conclusion. References. 
Chapter 4. Orbits in the Planar Three-Body Problem. 4.1. Introduction. 4.2. Equations of Motion in Phys- 
ical Coordinates. 4.3. Global Regularization. 4.4. The Pythagorean Three-Body Problem. 4.5. Conclusions. 
References. 

Chapter 5. The Internal Field in Semiconductors. 5.1. Introduction. 5.2. Solving a Nonlinear Poisson Equation 
Using MAPLE. 5.3. MATLAB Solution. References. 
Chapter 6. Some Least Squares Problems. 6.1, Introduction. 6.2. Fitting Lines, Rectangles and Squares in the 
Plane. 6.3. Fitting Hyperplanes. References. 
Chapter 7. The Generalized Billiard Problem. 7.1. Introduction. 7.2. The Generalized Reflection Method. 7.2.1. 
Line and Curve Reflection. 7.2.2. Mathematical Description. 7.2.3. MAPLE Solution. 7.3. The Shortest Trajectory 
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Iterative Solution Methods. 9.4. Introduction to Parallel Implementation. 9.5. Exercises. 10. A Posteriori Error 
Estimates and Adaptive Meshes. 10.1. Residual-Based Error Estimates. 10.2. Hierarchical Error Estimates. 10.3. 
Duality-based Error Estimates. 10.4. Adaptive Mesh Generation. 10.5. Exercises. 
Part 4. Appendices.A. Banach and Hilbert Spaces. A.1. Basic Definitions and Results. A.2. Bijective Banach 
Operators. B. Functional Analysis. B.1. Lebesgue and Lipschitz Spaces. B.2. Distributions. B.3. Sobolev Spaces. 
Nomenclature. 
References. 
Author Index. 
Subject Index. 

Elements of Finite Model Theory. Springer, Berlin. 1998. 315 pages. $54.95. 
Preface. 
Contents. 
t. Introduction. 1.1. A Database Example. 1.2. An Example from Complexity Theory. 1.3. An Example from 
Formal Language Theory. 1.4. An Overview of the Book. 1.5. Exercises. 
2. Preliminaries. 2.1. Backround from Mathematical Logic. 2.2. Backround from Automata and Computability 
Theory. 2.3. Backround from Complexity Theory. 2.4. Bibliographic Notes. 
3. Ehrenfeucht-Fraisse Games. 3.1. First Inexpressibility Proofs. 3.2. Definition and Examples of Ehrenfeucht- 
Fraisse Games. 3.3. Games and the Expressive Power of FO. 3.4. Rank-k types. 3.5. Proof of the Ehrenfeucht- 
Fraisse Theorem. 3.6. More Inexpressibility Results. 3.7. Bibliographic Notes. 3.8. Exercises. 
4. Locality and Winning Games. 4.1. Neighborhoods, hanf-locality, and Galfman-locality. 4.2. Combinatorics 
of Neighborhoods. 4.3. Locality of FO. 4.4. Strutures of Small Degree. 4.5. Locality of FO Revisited. 4.6. 
Bibliographic Notes. 4.7. Exercises. 
5. Ordered Structures. 5.1. tnvariant Queries. 5.2. The Power of Order-invariant FO. 5.3. Locality of Order- 
Invariant FO. 5.4. Bibliographic Notes. 5.5. Exercises. 
6. Complexity of First-Order Logic. 6.1. Data,Expression, and Combines Complexity. 6.2. Circuits and FO 
Queries. 6.3. Expressive Power with Arbitrary Predicates. 6.4. Uniformity and AC °. 6.5. Combines Complexity 
of FO. 6.6. Parametric Complexity and Locality. 6.7. Conjuctive Queries. 6.8. Bibliographic Notes. 6.9. 
Exercises. 



BOOK REPORTS 637 
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